SIMULATION

http://sim.sagepub.com

ClusterSchedSim: A Unifying Simulation Framework for Cluster Scheduling Strategies
Yanyong Zhang and Anand Sivasubramaniam
SIMULATION 2004; 80; 191
DOI: 10.1177/0037549704044080

The online version of this article can be found at:
http://sim.sagepub.com/cgi/content/abstract/80/4-5/191

Published by:
®SAGE Publications

http://www.sagepublications.com

On behalf of:

lerel
iscs]

Society for Modeling and Simulation International (SCS)

Additional services and information for SIMULATION can be found at:

Email Alerts: http://sim.sagepub.com/cgi/alerts

Subscriptions: http://sim.sagepub.com/subscriptions
Reprints: http://www.sagepub.com/journalsReprints.nav

Permissions: http://www.sagepub.com/journalsPermissions.nav

Downloaded from http://sim.sagepub.com at RUTGERS UNIV on June 28, 2007
© 2004 Simulation Councils Inc.. All rights reserved. Not for commercial use or unauthorized distribution.


http://www.scs.org/
http://sim.sagepub.com/cgi/alerts
http://sim.sagepub.com/subscriptions
http://www.sagepub.com/journalsReprints.nav
http://www.sagepub.com/journalsPermissions.nav
http://sim.sagepub.com

ClusterSchedSim: A Unifying Simulation
Framework for Cluster Scheduling Strategies

Yanyong Zhang

Department of Electrical & Computer Engineering
Rutgers University

Piscataway, NJ 08854

yyzhang@ece.rutgers.edu

Anand Sivasubramaniam

Department of Computer Science and Engineering
Pennsylvania State University

University Park, PA 16802

As clusters are being deployed to support a wide range of parallel workloads, scheduling becomes a
challenging research issue because these workloads exhibit diverse characteristics and impose vary-
ing quality-of-service requirements. Many scheduling strategies are thus proposed, each intended for
a different application/system setting. Due to the lack of a uniform simulation platform, a significant
amount of research effort is spent in building a unique simulator for each algorithm, which may lead
to false conclusions. This article presents ClusterSchedSim, which is a unifying simulation frame-
work of cluster scheduling strategies. The core of ClusterSchedSim includes the node model and
an interconnect model. ClusterSchedSim has implemented variations of popular cluster scheduling
schemes, and it is flexible enough to add on new schemes. Using ClusterSchedSim, one can con-
veniently compare different scheduling schemes, profile their executions, and understand the impact
of different application and system configuration parameters.

Keywords: Scheduling, cluster, simulation, performance evaluation

1. Introduction

With the growing popularity of clusters, their usage in di-
verse application domains posesinteresting challenges. At
one extreme, we find clusters taking on the role of super-
computing enginesto tackle the “grand challenges” at dif-
ferent national laboratories. At the other extreme, clusters
have a so become the “poor man’s’ parallel computer (on
asmaller scale). In between, we find a diverse spectrum of
applications—including graphics/visuaization and com-
mercial services such asWeb and database servers—being
hosted on clusters.

With the diverse characteristics exhibited by these ap-
plications, there is a need for smart system software that
can understand their demands to provide effective re-
source management. The CPUs across the cluster are
among the important resources that the system software
needs to manage. Hence, scheduling of tasks (in an online
fashion) across the CPUs of a cluster is very important.
From the user’'s perspective, this can have an important
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conseguence on the response times for the jobs submit-
ted. From the system manager’s perspective, this deter-
minesthe throughput and overall system utilization, which
are an indication of the revenues earned and the costs of
operation.

Scheduling for clustershasdrawn and continuesto draw
aconsiderable amount of interest in the scientific commu-
nity. However, each study has considered its own set of
workloads and its own underlying platform(s), and there
has not been much work in unifying many of the previous
results using a common infrastructure. The reason is par-
tially dueto alack of aset of toolsthat everyone can usefor
such a uniform comparison. At the same time, the field is
still ripefor further ideas/designsthat future research could
develop for the newer application domains and platforms
asthey evolve. Already, the design space of solutionsisex-
ceedingly vast to experimentally (on actual deployments)
try them out and verify their effectiveness.

All these observations motivate the need for cluster
scheduling tools (for a common infrastructure to evalu-
ate existing solutions and to aid future research) that can
encompass a diverse range of platforms and application
characteristics. If actual deployment is not a choice, then
these tools should either use analytical models or simu-
lation. While analytical models have been successful in
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modeling certain scheduling mechanisms, their drawbacks
are usually in the simplifying assumptions made about the
underlying system and/or the applications. It is not clear
whether those assumptions are valid for future platforms
and/or application domains.

Instead, this article describes the design of asimulator,
called Cluster SchedSm, that can be used to study a wide
spectrum of scheduling strategies over adiverse set of ap-
plication characteristics. Our model includes workloads of
supercomputing environments that may span hundreds of
processors and can take hours (or even days) to complete.
Such jobs have typically higher demands on the CPU and
the network bandwidth. We al so include workloads repre-
sentative of commercia (server) environmentsin which a
highload of short-lived jobs (with possibly higher demands
on the input/output [1/0O] subsystem) can be induced. Pre-
vious research [1-14] has shown that not one scheduling
mechanism is preferable across these diverse conditions,
leading to aplethora of solutionsto address thisissue. Our
simulator provides a unifying framework for describing
and evaluating all these earlier proposals. At the sametime,
it is modular and flexible enough to allow extensions for
future research.

An overview of ClusterSchedSm s given in Figure 1.
Cluster SchedSm consists of the following modules:

 ClusterSm. Thisisadetailed simulator of acluster system
that includes the cluster nodes and interconnect. It sSimu-
lates the operating system (OS) functionality as well as
the user-level application tasks on each cluster node.

» Workload package. As mentioned, we provide a diverse
set of workloads, including those at the supercomputing
centers, those for a commercial server, and even some
multimedia workloads, although thisis not explicitly de-
scribed within this article. This package is implemented
on top of the cluster model.

» Scheduling strategy package. This package is imple-
mented on top of the cluster model and workload model.
It includes acomplete set of scheduling strategiesthat are
designed for various workloads. It includes both the as-
signment of tasks to nodes of the cluster (spatial schedul-
ing) and the temporal scheduling of tasks at each cluster
node.

* Instrumentation package. Thispackageisimplemented on
top of the cluster model and scheduling strategies. It can
instrument the executions at the application level, sched-
uler level, and even the operating system level to obtain
an accurate profile of the execution. The instrumentation
can be easily turned on, turned off, or partialy turned on
based on user needs.

Configurable parameter package. We provide numerous
configurable parameters to specify the system configura-
tion (e.g., number of cluster nodes, context- switch cost,
etc.), scheduler behavior (e.g., timequanta), and overheads
for different operations.

In the rest of this article, we go over the details of the
implementation of these different features within Cluster-
SchedSm. Thissimulator, asmentioned earlier, can be use-
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ful for several purposes (Fig. 1). In this article, we specif-
icaly illustrate its benefits using three case studies:

 Topick the best scheduler for a particular workload. Clus-
ter SchedSim consists of acomplete set of cluster schedul-
ing strategies, and we can compare these strategies for
a particular workload type and choose the best. For in-
stance, we show that gang scheduling [5-9] is a good
choice for communication-intensive workloads, while dy-
namic coscheduling strategies, such as periodic boost [10,
15, 16] and spin block [12], are better choices otherwise.

« Toprofiletheexecution of ascheduler. Tounderstand why a
scheduler may not be doing as well as another, a detailed
execution profile is necessary. Using the execution pro-
files, one can understand the bottleneck in the execution
and thus optimize the schedul er. For instance, wefind that
gang scheduling incurs more system overheads than some
dynamic coscheduling schemes such as periodic boost.

« To fine-tune parameters for a particular scheduler. The
schedulers, together with the underlying cluster platform,
have numerous parameters that may affect the perfor-
mance significantly. Cluster SchedSm makes all these pa-
rameters configurable, and one can use these to tune the
setting for each scheduler. For instance, our experiments
show that amultiprogramming level (MPL) between 5 and
16 is optima for some dynamic coscheduling schemes
[15].

Therest of thisarticleis organized as follows. The next
section describes the system platform that Cluster Sched-
Sm tries to model and the workload model we use in the
simulator. Section 3 explains how the core cluster simu-
lator (ClusterSm) is implemented. Section 4 presents all
the scheduling strategies and their implementations. The
instrumentation and parameter packages for the simula-
tor are discussed in section 5. Section 6 illustrates the us-
ages of ClusterSchedSm, and section 7 summarizes the
conclusions.

2. System Platform and Workloads

Before we present our simulation model, wefirst describe
the system platform and workloads we try to model.

2.1 System Platform

We are interested in those clusters used to run parallel jobs
because scheduling on such systems is particularly chal-
lenging. The following features are usually common to
these clusters, and they are adopted in our simulator:

» Node model. Each cluster node can configureits hardware
and operating system to form either a homogeneous or a
heterogeneous cluster. Furthermore, to boost the perfor-
mance/cost ratio, most of today’s clusters have either a
single processor or dual processors per node. On the other
hand, scheduling on Symmetric Multiprocessors (SMP)
has been extensively studied earlier [16-20], and it isthus
not the focus of this article. Our simulator considers one
processor per node. However, SMP support can be added
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Figure 1. Overview of ClusterSchedSim

withlittleeffort: onejust needsto slightly modify the CPU
scheduler component. Also, we use nodes and processors
interchangeably unless explicitly stated.

 User-level networking. Traditional communication mech-
anisms have necessitated going via the operating sys-
tem kernel to ensure protection. Recent network interface
cards (NICs) such as Myrinet provide sufficient capabili-
tied/intelligence, whereby they are able to monitor regions
of memory for messages to become available and directly
stream them out onto the network without being explicitly
told to do so by the operating system. Similarly, anincom-
ing message is examined by the NIC and directly trans-
ferred to the corresponding application receive buffersin
memory (even if that process is not currently scheduled
on the host CPU). From an application’s point of view,
sending translates to appending a message to a queue in
memory, and receiving translates to (waiting and) dequeu-
ing amessagefrom memory. To avoidinterrupt processing
costs, thewaiting isusually implemented as polling (busy-
wait). Experimental implementations of variations of this
mechanism on different hardware platforms have demon-
strated end-to-end (application-to-application) latencies
of 10 to 20 microseconds for short messages, while most
traditional kernel-based mechanisms are an order of mag-
nitude more expensive. User-level messaging is achieved
without compromising protection since each process can
only access its own send/receive buffers (referred to asan
endpoint). Thus, virtual memory automatically provides
protected access to the network.

Several ULNSs [21, 22; see adso http://www.viarch.org]
based on variations of this paradigm have been devel oped.

User-level messaging, though preferable for lowering the
communication overhead, actually complicates the issue
from the scheduling viewpoint. A kernel-based blocking
receive call would be treated as an 1/0 operation, with the
operating system putting the process to sleep. This may
avoid idle cycles (which could be given to some other
process at that node) spent polling for message arrival ina
user-based mechanism. Efficient scheduling support inthe

ClusterSchedSim
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Scheduling "
Strategies ' y
2,

To compare
the scheduling
strategies

To profile
the execution
of a scheduler

Instrumentation

To understand the
impact of system
parameters
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new scheduling
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context of user-level messaging thus presents interesting
challenges.

2.2 Parallel Workloads and Performance Metrics

We are interested in the environments where a stream of
paralel jobs dynamicaly arrive, with each requiring a
number of processors/nodes. The job model we develop
in this study is shown in Figure 2a. A parallel job consists
of several tasks, and each task executes a number of iter-
ations. During each iteration, the task computes, performs
I/O, sends messages, and receives messages from its peer
tasks. Thechosen structurefor aparallel job stemsfromour
experiences with numerous parallel applications. Severa
scientific applications, such as those in the NAS bench-
marks [23] and Splash suite [24], exhibit such behavior.
For instance, computation of a parallel multidimensional
fast-Fourier transform (FFT) requires a processor to per-
forma1-D FFT, following which the processors exchange
data with each other to implement a transpose, and the se-
guence repeats iteratively. 1/0O may be needed to retrieve
the data from the disk during the 1-D FFT operation since
these are large data sets. Even when one moves to newer
domains such as video processing, which requires high
computational and data speeds to meet real-time require-
ments, each processor waitsfor avideo framefrom another
processor, processes the frame, and then streams the result
to the next processor in a pipelined fashion. All of these
application behaviors can be captured by our job structure
via appropriate tuning of the parameters.
Specifically, every job has the following parameters:

* Arrival time

» Number of iterations it has to compute

» Number of nodes/processorsit requires

 For eachtask of thejob, we havethefollowing parameters:
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Figure 2. Job structure

— Distribution of the compute time during each itera-
tion. Each task may follow adifferent distribution.

— Distribution of the 1/0O time during each iteration.
Each task may follow adifferent distribution.

— Communication pattern. Thefour common commu-
nication patterns are illustrated in Figure 2b.

It should be noted that developing models for these pa
rameters is beyond the scope of this study. The simulator
will takethejobtraceastheinput, whichincludestheabove
parameters.

A parallel workload consists of a stream of such jobs.
By varying these parameters, we can generate workloads
with different offered load and job characteristics (e.g., its
communication intensity, 1/0 intensity, CPU intensity, or
skewness between tasks).

From our simulator, we can calculate various perfor-
mance metrics. To name just a few, the following met-
rics are important from both the system’s and user's
perspective:

 Responsetime: Thisisthetimedifference betweenwhena
job completes and when it arrivesin the system, averaged
over al jobs.

» Wait time: Thisisthe average time spent by ajob waiting
inthe arrival queue beforeiit is scheduled.

» Execution time: This is the difference between response
and wait times.

» Sowdown: This is the ratio of the response time to the

timetaken on asystem dedicated solely to thisjob. Itisan

indication of the slowdown that a job experiences when

it executes in multiprogrammed fashion compared to run-

ning inisolation.

Throughput: Thisisthe number of jobscompleted per unit

time.

Utilization: Thisisthe percentage of timethat the system

actually spendsin useful work.

194 SIMULATION Volume 80, Number 4-5

All-to-All (AA) Linear
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(b) communication pattern

« Fairness: Thefairnessto different job types (computation,
communication, or 1/0 intensive) is evaluated by compar-
ing (the coefficient of variation of) the response times be-
tween the individual job classes in a mixed workload. A
smaller variation indicates a more fair scheme.

3. ClusterSim: The Core Cluster Simulator
3.1 CSIM Simulation Package

ClusterSchedSm is built using CSIM [25]. CSIM is a
process-oriented discrete event simulation package. A
CSIM program models a system as a collection of CSIM
processes that interact with each other. The model main-
tains simulated time, so that we can model the time and
performance of the system. CSIM provides various simu-
lation objects. In Cluster SchedSim, we extensively use the
following two objects. CSIM processes and events.

CSIM processes represent active entities, such as the
operating system activities, the application tasks, or the
interconnect between cluster nodes. In this article, we use
tasksto denotethereal operating system processesand pro-
cesses for CSIM processes. At any instant, only one task
can execute on the CPU, but several tasks can appear to
executein parallel by time sharing the CPU at afine gran-
ularity. Tasks relinquish the CPU when their time slices
expire or are blocked on some events. Similarly, severa
different CSIM processes, or several instances of the same
CSIM process, can be active simultaneously. Each of these
processes or theinstances appear to runin parallel interms
of the simulated time, but they actually run sequentially on
asingle processor (where the simulation takes place). The
illusion of parallel execution iscreated by starting and sus-
pending processes as time advances and as events occur.
CSIM processes execute until they suspend themselves by
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doing one of the following actions:

 execute ahold statement (delay for a specified interval of
time),

 execute a statement that causes the processes blocked on
an event, or

* terminate.

Processesare restarted when the time specifiedin ahold
statement elapses or when the event occurs. The CSIM
runtime package guarantees that each instance of every
process has its own runtime environment. This environ-
ment includes local (automatic) variables and input argu-
ments. All processeshave accesstotheglobal variablesof a
program.

The CSIM processes synchronize with each other via
CSIM events. A CSIM event is similar to a conditional
variable provided by the operating system. An event can
have one of two states: occurred and not occurred. A pair of
processes synchronize by one waiting for the event to oc-
cur (by executing the statement wai t (event ) ) and the other
changing its state from not occurred to occurred (by exe-
cuting the statement set (event) ). When a process executes
wai t (event), it isput in the wait queue associated with the
event. There can be two types of wait queues: ordered and
nonordered. Only one processin the ordered queuewill re-
sume execution upon the occurrence of the event, while all
the events will resume execution in the nonordered queue.
Furthermore, a process can al so specify atime-out limit on
how much time it will wait. In such case, the process will
resume execution if either of the following two conditions
aretrue: (1) the event occurs within the bound, or (2) the
time-out limit is reached.

CSIM alows the sequential execution model. The cur-
rent version of Cluster SchedSimisnot parallelized because
the simulation time is not the primary concern. First, we
focus on clusters of small to medium sizes. Second, we
focus on the impact of different application and system
parameters on the choice of scheduling strategies.

3.2 Structure of ClusterSim

A cluster consists of anumber of hodes that are connected
by the high-speed interconnect. Cluster Sm models such a
system. AsshowninFigure3, it hasthefollowing modules:

 Cluster node module. A cluster node has the three major
modules: the CPU, memory, and NIC. Furthermore, the
CPU hosts both application tasks and operating system
daemons.

— Application Tasks
A parallel job consists of multiple tasks, with each
task mapping to an application task of acluster node.
Asobserved in many parallel workloads [23, 24], a
task alternates between computation, 1/0, and com-
munication phases in an iterative fashion. In the
communication phase, the application task sends

CPU

User .H

User

Kernel

NIC

High-speed Interconnect

Figure 3. Structure of the core cluster simulator

Kernel

| Memory |

messages to one or more of its peers and then re-
celves messages from those peers. An application
task isimplemented using aCSIM process. Thefol-
lowing pseudo-code of the CSIM process describes
the typical behavior of an application task:

DoAppTask{
for (i=0; i<Numlterations; i++){
DoConput e(t);
Dol Q(t);
for (j=0; j<NumVsgs; j++){

DoSend() ;

for (j=0; j<NumMbgs; j++){
DeRecei ve();
}

}
}

In the compute phase DoConput e(t), the task will
usethe CPU for r units of simulated time. However,
the actual gap between the end of the compute phase
and the beginning may be larger than ¢ because of
the presence of other tasks on the same node. At
the beginning of the compute phase, the application
task registersthedesired computetimewiththe CPU
scheduler and then suspendsitself until the compute
time has been achieved by waiting on the CSIM
event EJobDone. The event will be set by the CPU
scheduler after the computing is done. The details
about how the CPU scheduler keeps track of the
compute time for each task will be discussed bel ow
when the CPU scheduler is presented.

In the I/O phase Dol O(t ), the task will relinquish
CPU and waits for the 1/0O operation (which takes
¢ units of simulated time) to complete by executing
hol d(t) .After thel/O operationiscompleted, it will
be put back inthe ready queue of the CPU scheduler.

Volume 80, Number 4-5  SIMULATION 195
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In the communication phase, a task sends out mes-
sagesto its peers and then receives messages. From
the perspective of a task, sending out a message
(DoSend( msg) ) involvescomposing themessage, ap-
pending it to the end of its outgoing message queue,
and then notifying the NIC by setting the event
EMsgArri val NI C. Then the message will be Direct
Memory Accessed (DM A-ed) tothe NIC. Theappli-
cation task experiences the overhead of composing
the message, and the DMA overhead will be expe-
rienced by the NIC (the details are presented below
when the network interface module is discussed).
The overhead of composing the messageis modeled
by DoComput e( over head) becausethetask needsthe
CPU to finish this operation.

When atask triesto receiveamessage, it first checks
itsincoming message queueto seewhether the mes-
sage has arrived. If the message has not yet arrived,
it will enter the busy-wait phase. With user-level
networking, the task will not relinquish the CPU
while waiting for a message. Instead, it polls the
message queue periodically. However, polling is
an expensive operation in terms of the simulation
cost (the time taken to complete the simulation) be-
cause each polling requires CSIM state changes. In-
stead, we use theinterrupt-based approach to model
the busy-wait phase: the CSIM process that imple-
ments the task will suspend its execution by exe-
cuting wvai t (EMsgArrival) and will be woken up
later when the message arrives. Please note that this
isjust an optimization to make the simulation more
efficient, and thetask isstill running onthe CPU un-
til either its quantum expires or the message arrives.
After the message arrives, the task decomposes the
message. The overhead of decomposing a message
is modeled by DoConput e( over head) .

The pseudo-codes for routines DoCompute(t),
Dol O(t), DoSend(msg) , and DoRecei ve(nsg) are as
follows:

DoConput e(t) {
Vit Unti | Schedul ed();
Regi ster t with Schedul er;
wai t (EConput eDone) ;

}

Dol () {
Wi t Unti | Schedul ed();
renove the job fromthe ready queue;
hol d(t);
insert the job to the ready queue;

}

DoSend( nsg) {
Wai t Unti | Schedul ed();
DoConput e( conposi ti on over head);
Conpose the nessage;
Append the nessage to the nmessage
queue;
set (EMsgArrival NI C);
}

DoRecei ve(nsg) {
Wai t Unti | Schedul ed();
if (message has not arrived){
wai t (EMsgArrival);
}

Wiai t Unti | Schedul ed();

196 SIMULATION Volume 80, Number 4-5

DoConput e( deconposi tion over head);
Deconpose the nessage;

}

In the above pseudo-codes, we frequently use the
function wai t Unt i | Schedul ed() . When the task re-
turns from this function, it will be running on the
CPU. This function makes sure that al the applica-
tion operations that need the CPU only take place
after the task is being scheduled.

Thefreguency and duration of the compuite, 1/0, and
communication phases and the communication pat-
terns are determined by the workloads (section 2.2).

CPU Scheduler

The CPU scheduler is the heart of a cluster node.
Tasks on the same CPU implicitly synchronize with
each other viathe CPU scheduler. The CPU sched-
uler manages the execution of al the application
tasks, and it is implemented by a CSIM process.
In areal operating system, the scheduler becomes
active whenever the timer interrupt is raised (e.g.,
1 millisecond in Sun Solaris and 10 milliseconds
in Linux) to check whether preemption is needed.
Thiscorrespondsto thepolling method. Thispolling
method can be easily implemented by making the
scheduler process blocked on the timer event. Us-
ing this method, if the simulated time is 1000 sec-
onds (whichismuch shorter than atypical simulated
time) and the timer interrupt becomes active every
1 millisecond, then the scheduler process will be-
come active 1,000,000 times. In CSIM, waking up
a process is a costly operation, and this approach
will lead to an unreasonably long simulation time.
To reduce the simulation time and improve the scal -
ability of the simulator, we use an interrupt method
instead. The scheduler becomes active only when
the currently running task needs to be preempted
either because its time dlice expires or a higher pri-
ority task is made available. This interrupt-based
method can be implemented by executing the state-
ment ti med_wai t (ESchedul er, tiner). Thetimer
will be set to the duration of atime slice. The event
ESchedul er Will be set when new tasks that have
higher priorities become ready to execute. Either
these tasks are newly alocated to the node, or they
just become ready after waiting for some events
(e.g., /0 completion). However, in areal operating
system, the preemption does not take place as soon
as such tasks are available. Instead, it will happen
when the next timer interrupt arrives. To model this
behavior, we delay signaling the event ESchedul er
until thenext timer interrupt. When the schedul er be-
comes active, it will preempt the currently running
task and pick the task that has the highest priority to
schedule next.

After presenting the basic operation of the CPU
scheduler, we next discuss afew details:

* Compute time. If the task that will run next is
doing computation (i.e., waiting for the event
EComput eDone), then the value of ti mer isthe
smaller one between the time quantum and the
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remaining compute time. The next time the
scheduler becomes active, it will update the
running task’s remaining computetime and its
remaining time quantum. If the task is done
with its computation, it will notify the appli-
cation task by executing set ( EConput eDone) .
Furthermore, if the time quantum has not ex-
pired, then the application will continueits ex-
ecution until either quantum expiration or pre-
emption by a higher priority task.

x Context switches. If a different task will
be scheduled next, then a context-switch
overhead must be paid. During the context
switch, the application task will not make any
progress. Hence, the context switchismodeled
by executing hol d( over head) .

Asaresult, the high-level behavior of the scheduler
process is described by the following pseudo-code.

DoSchedul er () {
while(1){

timer = mn(quantum conpute
tinme);
timed_wai t (ESchedul er, tinmner);

if(timer expires & conpute tine
> 0 & conpute tinme < quantun)
//the task just conpletes
conputation, and will enter the
next application stage
update the conpute tine;
if(conpute tine == 0)
set (EConput eDone) ;
}

i f(ESchedul er || conpute tine ==
O || conpute time > quantun){
//the current quantum expires, and
the next task will be schedul ed
if (conpute time > 0) update
the conpute tine;
inserts the current task to
the ready queue;
pi ck the candidate task to
schedul e;
if (current task != candidate
t ask)
hol d(over head) ;
}
}

Different CPU schedulers manage the ready tasks
in different ways. In Cluster Sm, we model the CPU
scheduler of Sun Solaris, whichisbased onthemul-
tilevel feedback queue model. There are 60 prior-
ity levels (0 to 59, with a higher number denoting
a higher priority), with a queue of runnable/ready
tasks at each level. Thetask at the head of the high-
est priority queue will be executed. Higher priority
levelsget smaller time dlicesthan lower priority lev-
el's, which rangefrom 20 millisecondsfor level 59to
200 millisecondsfor level 0. At the end of the quan-
tum, the currently executing task is degraded to the
end of the queue of the next lower priority level.
Task priority is boosted (to the head of the level 59
queue) when they return to the runnable/ready state
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Network Interface Card
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Figure 4. Overview of the network interface card

from the blocked state (completion of 1/0, signal
on a semaphore, etc.). This design strives to strike
a balance between compute and 1/0- bound jobs,
with 1/0O-bound jobs typically executing at higher
priority levels to initiate the I/O operation as early
aspossible.

Memory

A parallel job often requiresalarge amount of mem-
ory. This problem is accentuated when we multi-
program a large number of tasks that can involve
considerable swapping overheads. For this reason,
severa systems (e.g., Zhang et al. [15, 26]) limit
the MPL so that swapping overheads are kept to
a minimum. Under the same rationale, we use the
multiprogramming level directly to modulate mem-
ory usage rather than explicitly model memory con-
sumption.

Network Interface Card (NIC)

AnNIC connectsitshost CPU to theinterconnect. It
sendsthe outgoing messagesto theinterconnect and
deposits the incoming messages to the appropriate
endpoints in the host memory. We implement the
NIC module using a CSIM process.

Asillustrated in Figure 4, the NIC has (at least) the
following active entities: the CPU, the host DMA
engine, the net send DMA engine, and the net re-
ceive DMA engine. The CPU programs the DMA
engines, and the DMA engines complete the DMA
operations.

After an application task appends an outgoing mes-
sageto its message queue (in the memory), it wakes
up the NIC CPU, which in turns programs the host
DMA engine, and the host DMA enginewill DMA
the message from the host memory to the outgoing
message queue that resides on the NIC. Then the
net send DMA enginewill DMA the messageto the
interconnect. Similarly, after the NIC CPU is wo-
ken up by the interconnect network for an incoming
message, it will first program the net receive DMA
engine and then the host DMA engine. These two
engines will DMA the message to the correspond-
ing endpoints that reside in the host memory. The
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host operating systemiscompletely bypassedinthis
whole process.

A straightforward way of implementing the NIC is
to have a CSIM process for each of the active en-
tities. However, this approach will lead to a high
simulation overhead because CSIM processes are
expensive both time-wise and space-wise. Instead,
we simplify the model slightly but without compro-
mising accuracy. |n our approach, we useone CSIM
process to implement the entire NIC. The NIC pro-
cesswill beidleif thereis no messaging activity by
executing wai t (EMsgArri val NI ) . After itiswoken
up by either the host CPU or the network, it will
check both the outgoing and the incoming message
gueues. For each outgoing message, it first executes
hol d( DMAoverhead)= to model the DM A operation and
then sendsthe message to theinterconnect. For each
incoming message, the NIC first identifies its desti-
nation task, deposits the message to the appropriate
endpoint, and then notifies the task by executing
set (EMsgArri val ) . We include the DMA overhead
to and from the interconnect in the end-to-end la-
tency, whichwill be experienced by theinterconnect
module. This way, the timing for both the outgo-
ing messages and the incoming messages is correct
since we only have one CSIM process.

The pseudo-code for the network interface process
isasfollows.

DoNI C() {
while(1){
wai t (EMsgArrival NI C);
whi | e(out - goi ng queue not enpty){
hol d( DMA over head) ;
deliver the nmessage to the
i nterconnect network;

whi | e(i n-com ng queue not enpty)
deliver the nmessage to the
appl i cati on process;

* High-speed interconnect model. For the interconnect, we
need to model the time it takes to exchange messages be-
tween any pair of nodes. |deally, onewould liketo createa
CSIM process between each pair (link) of nodesto model
the details and overheads of the transfer. While we al-
low this functionality in our simulator, we observed that
the overheads of creating a large number of CSIM pro-
cesses considerably slows down the simulation. Instead,
we provide an aternate model that a user can choose that
containsonly one CSIM process. This processreceivesall
messages (between any pair of nodes), orders them based
on anticipated delivery time (i.e., calculated using models
asinPakin, Lauria, and Chien[22]), waitsfor thetime be-
tween successive deliveries, and then passes each message
to its appropriate destination NIC at the appropriate time.
Note that this is mainly for simulation overhead (we ob-
served that it does not significantly affect the resultssince
software overheads at the CPU schedul er and itsefficiency
are much more dominant), and if necessary, one can use
the detailed model.

198 SIMULATION Volume 80, Number 4-5

Asmentioned above, when the NIC isdiscussed, theinter-
connect will calculate thetime when amessage will arrive
at the message queue on the destination NIC (we call it
the compl etion time of the message). Thisdelay consistsof
two parts: the end-to-end latency and the NIC DMA over-
head. We adopt a linear model to determine the end-to-
end latency. The interconnect can serve several messages
simultaneously. However, the network receive DMA en-
gine of the destination NIC can only complete the DMA
operations sequentially. For instance, message m that is
addressed to node n arrives at theinterconnect at timez. It
will beready for theNICn topick up (DMA) attimer+ L,
where L istheinterconnect latency for m (L isafunction
of the message size). Suppose that some other messages
are being DMA-ed or waiting to be DMA-ed to the NIC
n, then m will be DMA-ed only when it isthe first onein
the message queue (which will be later than ¢ + L).

The CSIM process that implements the interconnect
manages all the messages before their completion. As
sSoon as a new message arrives, it calculates the com-
pletion time as described above and inserts the mes-
sage into its queue. When the queue is not empty,
the interconnect process keeps track of the gap be-
fore the next message’s completion time and executes
timed_wait(EMsgArrival Network, tineout), which en-
ables the interconnect to preempt if a new message
with an earlier completion time arrives. If its queue
is empty, the interconnect process will again exe-
cute tinmed_wait (EMsgArrival Network, tineout), with
ti meout being set to avery large value.

The pseudo-codefor theinterconnect processisasfollows:

Dol nt er connect () {
while(1){
if (network is busy) tineout =
infinity;
el se timeout = conpletion tine of the
first nessage - now,

wai t (EMsgArri val Network, tinmeout);

if (EMsgArrival Network occurs){
set network busy;
cal cul ate the conpletion tine of
t he nessage;
insert the nessage into the queue;

}

if (timeout){
if (queue enpty) set network idle;
}

}
}

4. Scheduling Strategy Package

We have looked at our cluster ssmulation model and the
considered workloads. In this section, we discuss how to
implement awide range of scheduling strategies on top of
these two components.

4.1 Summary of Cluster Scheduling Strategies

A parallel job consists of more than one task. Each task
will be mapped to a different cluster node and will be
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communicating with other peer tasks (see section 2.2).
Communication between tasks includes sending messages
to and receiving messages from its peers. User-level net-
working bypasses the operating system, thus leading to
higher datarates, shorter one-way latencies, and lower host
CPU utilization. However, user-level networking compli-
catesthe scheduling. If atask iswaiting for amessagefrom
one of its peer tasks, but that task is not being scheduled,
then the CPU resource will be wasted because the CPU
scheduler isunaware that the task that is currently running
is not doing useful work. As a result, the key to the effi-
ciency of a scheduler lies in its ability to coschedule the
communicating tasks across different cluster nodes.

To achieve this goal, over the past decade, significant
research literature has been devoted to scheduling parallel
jobsoncluster platforms. A large number of strategieshave
been proposed, which can be broadly categorized into the
following three classes based on how they coscheduletasks
across nodes:

» Space-sharing schemes. Space-sharing schemes [27, 28]
assign jobs side by side. Each node is dedicated to a job
until it completes. Hence, tasks from the same job are
always coscheduled. The downside of these schemes is
high system fragmentation and low utilization.

« Exact coscheduling schemes. To addresstheinefficiencies
of space sharing, exact coscheduling, or gang scheduling
[5-9], alows time sharing on each node. It manages the
scheduling viaa2-D scheduling matrix (called the Ouster-
hout matrix), with columns denoting the number of nodes
inthe system and rowsdenoting thetimeslices. Tasksfrom
the same job are scheduled into the same row to guarantee
the coscheduling. At theend of eachtimeslice, every node
synchronizeswith each other and switchesto thenext dlice
simultaneously. Figure 5illustrates such ascheduling ma-
trix, which defines eight processors and four time slices.
The number of time slices (rows) in the scheduling matrix
is the same as the maximum MPL on each node, which
in turn is determined by the memory size. As mentioned
before, we usually keep it at alow to moderate level. To
offset thesynchronization cost acrosstheentire cluster, ex-
act coscheduling schemes usually employ relatively large
time glices, which will still lead to low system utilization.

» Dynamic coscheduling schemes. Dynamic coscheduling
schemes are proposed to further boost system utiliza-
tion [10, 12, 13, 29]. These schemes allocate multiple
tasks (from different jobs) to a node and |leave the tem-
poral scheduling of that node to its local CPU scheduler.
No global synchronization is required, so coscheduling
is difficult to realize. However, they propose heuristics to
reschedule tasks that can use the CPU for useful work
(computation, handling messages, etc.) as much as pos-
sible. Based on when the rescheduling is done, we can
classify the dynamic coscheduling schemes into the fol-
lowing two broad categories:

— Rescheduling on demand. Schemesin this category
try to reschedul e the tasks whenever certain events
occur. The most common triggering events include
the following:

x NO message arrival within a time period. Af-
ter atask waits for a message for some time,
and the message has not arrived within that
time, the scheduling schemes suspect that its
counterpart isnot being scheduled, so they will
remove this task from the CPU and initiate a
rescheduling.

*x Message arrival. The rationale here is that an
incoming message indicates the counterpart is
being scheduled, so that the scheduler must
schedule its destination task immediately if it
is not already running.

— Periodically rescheduling. These schemesdo not re-
quirethe scheduler to react to every eventin order to
avoid thrashing. Instead, they periodically examine
therunning task and all the ready tasks and resched-
ule if the running task is busy-waiting while some
other ready tasks have useful work to do.

Dynamic coscheduling schemes involve low schedul-
ing overhead, but the downside isthat it cannot guarantee
coscheduling.

4.2 Implementing the Cluster Scheduling Strategies

Numerous scheduling strategies have been proposed by
earlier studies. However, thiswork isthefirst attempt toim-
plement these different variations within a unified frame-
work. Figure 6 summarizesthe flow of thisframework and
also includes an example of the flow (shown on the right
side). To facilitate the schedulers, we need to add a front-
end logic to the system, while Cluster Sm can serve asthe
back end. The front end can run on a different machine or
on any one of the cluster nodes. All the incoming parallel
jobs are accepted by the front end at first. Asmentioned in
section 3, we adopt alow to moderate maximum MPL on
each node. Hence, many jobs will wait before they can be
scheduled, especially under the high load. The front end
sorts the waiting jobs according to their priority order. It
also calculates the spatial schedule (i.e., where atask will
be scheduled) and, in some cases, the temporal schedule
(i.e., how the tasks on the same node will be scheduled).
Finally, it will distribute the schedule to each back-end
cluster node. If the temporal scheduleis calculated by the
front end (as in exact coscheduling), the back-end cluster
node will just follow the schedule. Otherwise, it will make
its own scheduling decision (asin dynamic coscheduling).

4.2.1 Implementing the Front End

The meta-scheduling is conducted by the front end. All the
incoming jobs are first accepted by the front end. We use
aCSIM process to implement the front-end logic.

First, the front-end process must handlejob arrivalsand
departures. Thesimulator can bedriven by either ajobtrace
or a synthetically generated workload. In either case, the
front end knows a priori when the next arrival will take
place, and let us assume timer denotes the gap until the
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time-slice 0 | J{ | J; | J§
time-slice 1 | JY | Jy | J§

time-slice 2 | J | J3 | J3

time-slice 3 | J§ | J§ | J¢

Figure 5. The scheduling matrix defines spatial and time allocation. Jik denotes the kth task of job i.
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|
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Al A2 A3
B.1 C.2

END

Each cluster node performs temporal scheduling

Job departure

Figure 6. Flowchart of the cluster scheduler framework

next arrival. However, the front end does not know when
the next departure will happen. Asaresult, it waits for the
event by executing ti med_wai t (ESched, timer). The CSIM
event esched iSSet by one of the back-end cluster schedulers
when oneof thetasksrunning onthat node completes. Then
the front-end process will check if al the tasks from that
job have completed.

Upon ajob arrival, the front-end processfirst insertsthe
job into the arrival queue. Different queue service disci-
plines are included in Cluster SchedSm (e.g., first come,
first serve [FCFS]; shortest job first; smallest job first; first
fit; best fit; worst fit).

Upon a job arrival, as well as a task completion, the
front end will recalculate the spatial schedule by trying to
schedule morewaiting jobsinto the system. Cal cul ating the
spatial schedulefor space sharing and dynamic coschedul-
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N
>

ingisrather smple: we need to just look for asmany nodes
that are having less than maximum MPL tasks as required
by the job. On the other hand, it is much more challenging
to calculate the schedule for exact coscheduling schemes
because its schedule determines both spatial and tempo-
ral aspects, and the schedule will determine the efficiency
of the scheme. Furthermore, the tasks from the same job
must be schedul ed into the same row, which makesit more
challenging. We have implemented the exact coscheduling
heuristicsthat are proposed in our earlier work [15, 16, 26,
30, 31].

After the schedule is calculated, the front-end process
will distribute it to each of the affected cluster nodes. If a
cluster node needsto execute anew task, the front end will
create aCSIM processto execute the new application task,
insert the new task into the task queue, and then notify the
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CPU scheduler if the new task has a higher priority.

The pseudo-codefor thefront-end processisasfollows:

DoFr ont End() {
whil e(1){

timer = next job arrival - now
timed_wai t (ESchedul e, tinmer);

if(timer expires){ // job arrival
Insert into the waiting queue;
}

re-cal cul ate the schedul e;
distribute the schedule to affected
cl uster nodes;

4.2.2 Implementing the Back End Using
ClusterSim

In this section, we discuss how to enhance ClusterSm to
implement the back end for the three classes of scheduling

schemes.

» Space sharing. We do not need to make any modifications
to implement space-sharing schemes. As soon as a back-
end cluster node gets notified by the front end, it will start

executing the new task until it completes.

time dice).

We must modify the CPU scheduler on each cluster node
to execute the tempora schedule. First, the time slice for
each task will become T', not the default value from the
original scheduler. Second, at the end of each time slice,
the task will be moved to the end of the priority queue of

the same level.

» Dynamic coscheduling. To accommodate therescheduling
of the tasks, the dynamic coscheduling schemes need to
modify the implementations of the application task, the

NIC, and the operating system.

As mentioned in section 4.1, dynamic coscheduling
heuristicsempl oy oneor more of thefollowing techniques:
(1) on-demand rescheduling because of no messagewithin
atime period, (2) on-demand rescheduling because of a

message arrival, and (3) periodic rescheduling.

The first technique requires modifications to the imple-
mentation of the application tasks. If the message has not
arrived within a specified time period since the task starts
waiting, the application task will block itself to relinquish
the CPU whilewaiting for themessage. Thisleadsto anew
implementation of DoRecei ve, which is shown asfollows:

DoRecei ve( Message nsg) {

Wai t Unti | Schedul ed();
If (nBg is not in the nmessage queue){

Exact coscheduling. Figure5 depictstheglobal scheduling
matrix for exact coscheduling schemes. Each nodewill get
the schedule of the corresponding column. For instance,
node P will beexecuting tasks /2, 72, 79, and 70, inthe
specified order, spending 7' seconds to each task (7" isthe

wai t (EMsgArrival, tinmer);
Wi t Unti | Schedul ed();
i f(event occurs){
DoConput e( over head of deconposi ng
nsg) ;
Deconpose the nessage;

}

if(tinmer expires){
renove the task fromthe running
queue;
change the task status fromrunning
to bl ocked;
wai t (EMsgArrival);

Wi t Unti | Schedul ed();
if(event occurs){
DoConput e( over head of
deconposi ng nsg);
Deconpose the nessage;

Please note that in the above pseudo-code, the task exe-
cuteswai t (EMsgArrival ) twice. Thefirst wait isa CSIM
optimization to avoid polling (section 3), and the second
implements the operating system blocking.

If the second techniqueis employed, after the NIC process
receives a message from the network, it first identifies its
destination task. It then checks the status of that task by
accessing a certain memory region. If the task isin block
state (as aresult of the first technique), the NIC will raise
an interrupt, and the interrupt service routine will wake up
the task, removeit from the block queue, boost its priority
to the highest level, and insert it to the head of priority
queue. If the destination task is in the ready queue but
not currently running, the network interface process will
raise an interrupt as well. This interrupt service routine
will boost the task to the highest priority level and move
it to the head of the priority queue.

To implement the second technique, we must add more
modules to the NIC and the operating system. Figure 7a
shows the new modules. In Figure 7a, werefer tothe NIC
module in the original ClusterSm as the message dis-
patcher. In addition to the message dispatcher, we need
two more modules to check the running task and the task
status. These two operations involve very low overheads
(around 2-3 ns), and the overheads will be overlapped with
the activities of the message dispatcher. Asaresult, we do
not use CSIM processesto implement them and can savea
significant amount of simulation time. The operating sys-
temintheoriginal ClusterSmonly hasthe CPU schedul er
module. Now it will have aninterrupt serviceroutine mod-
uleaswell. Theinterrupt service routineis modeled using
a CSIM process because its overheads are much higher
(around 50-60 ns), and it must preempt other tasksto use
the CPU. It hasahigher priority than any application task.
The interrupt service routine process will be waiting for
the event El nt er r upt , which will be set by the NIC. The
overhead of theinterrupt serviceroutineisaccommodated
using DoConput e( over head) .

The third technique reschedules the tasks periodicaly. It
reguires a new module in the operating system: the peri-
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(a) On-demand re-scheduling due to message arrival

Figure 7. The enhancements of ClusterSim

odic rescheduling daemon, which isimplemented using a
CSIM process (Fig. 7b). The CSIM process wakes up pe-
riodically by executing hol d( peri od) . Upon its wakeup,
if the currently running task is not doing anything useful
(e.g., it is waiting for a message), then the daemon will
examine every task in the ready queue and pick one that
has useful work to do. The overhead of the daemonisalso
accommodated by executing DoConput e( over head) .

5. Performance Instrumentation and
Configurable Parameters

Cluster SchedSm provides a detailed performance instru-
mentation package and a complete set of configurable
parameters.

5.1 Instrumentation Package

Cluster SchedSmincludes aset of instrumentation patches
that offer detailed execution statistics at different levels.
Using these statistics, one can easily |ocate the bottleneck
of a scheduling strategy under certain system and work-
load configurations. To name just a few, from the job’'s
perspective, we can obtain the following statistics:

Wit time versus execution time. From the user’s perspec-
tive, the response time is an important performance mea-
surement. Furthermore, ajob’s response time can be bro-
ken down into two parts: the time between its arrival and
its starting execution (wait time) and the time between its
execution and its completion (execution time). Quantify-
ing the time ajob spends in these two phases can indicate
the relative efficiencies of both the front end and the back
end of the scheduler. Thisinformation is especially useful
in comparing different classes of scheduling strategies.
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(b) Periodic re-scheduling

» Degree of coscheduling. This quantifies a scheduler’s ef-
fectiveness in coscheduling the tasks, especialy for dy-
namic coscheduling heuristics. To obtain thisinformation,
we define the scheduling skewness, which is the average
interval between the instant when atask starts waiting for
amessagefromitscounterpart (at thistime, itscounterpart
is not being scheduled) and the instant when its counter-
part is scheduled. If a scheduler has a larger scheduling
skewness, its degree of coscheduling is poorer.

« Pace of progress. This defines the average CPU time a
job receives over a time window W. We use this figure
to measure the fairness of different dynamic coscheduling
heuristics. If a heuristic favors a particular type of jobs
(e.g., those that are communication intensive), then those
jobswill haveamuch higher pace of progress. Ontheother
hand, heuristics that are fair will lead to uniform pace of
progress for each job.

From the system’s perspective, we can obtain many in-
teresting statistics as well by detailed instrumentation:

e Loss of capacity. This measures the unused CPU re-
source due to the spatial and temporal fragmentation of
the scheduling strategies. While jobs are waiting in the
arriva queue, the system often has available resources.
However, due to the fragmentation a scheduler has, these
resources cannot be used by the waiting jobs. We call job
arrival departures the scheduling events. ¢; isthe gap be-
tweeneventsi andi — 1, f; is1if there are waiting jobs
during 7; and O otherwise, and n; denotes the number of
available slotsin the system. If the maximum MPL is M,
andtherearem tasksonanode, thenithas M —m available
slots. Suppose T is the temporal span of the simulation,
and N isthe cluster size, then loss of capacity is defined

> fixni xt;
a TxN )
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* Lossof CPU resource. Thismeasurestheratio of the CPU
resource, though used but spent on noncomputing activi-
ties. Specifically, computing includesthe time tasks spend
intheir compute phase and the time they spend in compos-
ing/decomposing messages. Noncomputing activities in-
clude context switches, busy-waiting, interrupt overheads,
and scheduling overheads. Compared to the loss of capac-
ity, it says, from afinegranularity, how efficient thetempo-
ral scheduling phase of a scheduler (especially adynamic
coscheduling heuristics) is.

5.2 Configurable Parameters

As mentioned earlier, Cluster SchedSm provides a com-
plete set of system and scheduler parameters, which can
be tuned to represent different system configurations and
to study the optimal settingsfor different scheduling strate-
gies. To namejust afew, the system parameters that can be
configured are as follows:

 Cluster size. We can vary this parameter to study acluster
with thousandsof nodesthat represent the supercomputing
environment or a cluster with tens of nodes that represent
a smaller but more interactive environment. Varying the
cluster size can help one understand the scalability of dif-
ferent schemes.

e Maximum multiprogramming level. Intuitively, a higher
multiprogramming level can reduce ajob’s wait time, but
it can also reduce the probability of coscheduling, espe-
cialy for dynamic coscheduling schemes. By varying this
parameter, one can study how well different schedulers
adapt to a higher multiprogramming level.

» System overheads. We can also vary the overheads that
are involved in various operating system activities, such
as context switches, interrupts, and scheduling queue ma-
nipulations. These parameters can check how sensitive a
scheduling scheme is to the system overheads.

As far as the scheduling schemes are concerned, we can
vary the following parameters:

 Time quanta. For scheduling schemes that employ time
sharing on each node, time quanta play an important role
in determining the performance. Time quantathat are too
small will lead to thrashing (due to the dominance of con-
text switch overheads), while overly large time quanta
will have higher fragmentation (a task can finish before
its quantum ends).

* Busy-wait duration. Under some dynamic coscheduling
schemes, atask blocksitself after busy-waiting for ames-
sage for a time period (the threshold). The duration of
this busy-waiting period is essential to the success of the
scheduler. If the duration is too short, then interrupts are
needed later to wake up the message even though they will
arrive shortly; if the duration is too long, then more CPU
resource will be wasted.

* Rescheduling frequency. To avoid wasting CPU resources,
certain dynamic coscheduling heuristics reschedule the
tasks periodicaly. This frequency determines the effi-
ciency of such heuristics. If it takes place too often, then it

may lead to thrashing, while too infrequent rescheduling
may lead to poor CPU utilization.

6. Case Studies: Using ClusterSchedSim

We can use ClusterSchedSm (1) to determine the best
scheduler for aparticular workload and system setting, (2)
to profile the execution for a particular scheduler to locate
its bottleneck, (3) to understand the impact of the emerg-
ing trends in computer architecture, (4) to tune the system
and scheduler parametersto the optimal setting, and (5) to
design and test new schedulers. In this section, we present
case studies for the first three usages.

» Comparison of scheduling strategies. It is an important
problemto choosethe best scheduling strategy for apartic-
ular workload under acertain system configuration. Using
Cluster SchedSm, we can easily configure the system and
workloads and compare different heuristics under these
configurations. Figure 8a-c shows such examples. In Fig-
ure 8a, we use areal job trace collected from a 320-node
cluster at the Lawrence Livermore National Laboratory
to compare the space-sharing scheme and gang schedul-
ing [30]. It clearly shows that gang scheduling performs
better for this workload. In Figure 8b,c, we configure a
much smaller cluster (32 nodes) and run two synthetic
workloads, one communication intensive and the other
1/0 intensive [16]. The results show that gang scheduling
is better for communication-intensive workloads (some
dynamic coscheduling schemes are very close, though),
and dynamic coscheduling schemes are better for 1/0-
intensive workloads.

» Execution profile. To explain why one particular scheme
performs better than another, one needs to obtain the de-
tailed execution profiles to understand the bottlenecks
of each scheme. Using ClusterSchedSm, one can eas-
ily get such profiles. An example is shown in Figure 9,
which shows how much time a CPU spendsin computing,
spinning (busy-wait), interrupt overheads, context-switch
overheads, and being idle, respectively. Focusing on the
two schemes—gang scheduling and periodic boost—we
find that gang scheduling spends a smaller fraction of its
execution in spinning (because of exact coscheduling) but
amuch larger fraction being idle (poorer per node utiliza-
tion). These statistics can easily explain the results pre-
sented in Figure 8. Such statistics can be easily obtained
using asimulation tool, and neither an actual experimen-
tation nor an analytical model can do the same.

* Impact of the system parameters. We not only need to
study the performance of a scheduler under one sys
tem setting, but it is also important to evaluate how the
scheduler fares when the system parameters vary. Clus-
terSchedSim provides a set of configurable parameters,
which can facilitate such studies. An example is shown
in Table 1, which compares how gang scheduling and dy-
namic coscheduling schemes perform when system over-
heads (e.g., context-switch overheads, time quanta, and
interrupt costs) change. It showsthat gang scheduling will
benefit from a smaller time quantum because it can re-
duce the system fragmentation. On the other hand, dy-
namic coscheduling schemes that employ a on-demand
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Figure 9. A detailed execution profile for gang scheduling and a set of dynamic coscheduling schemes

rescheduling technique (e.g., SB, DCS) benefit more from
alower interrupt cost or alower context-switch cost be-
cause they incur alarger number of interrupts and context
switches compared to other schemesthat employ periodic
rescheduling (e.g., PB).

7. Concluding Remarks

The past few decades have witnessed the rise of clusters
among diverse computing environments, ranging from su-

204 SIMULATION Volume 80, Number 4-5

percomputing centersto commercial (server) settings. The
diversity in the workload characteristics and workload re-
quirements has posed new challenges in job scheduling
for such systems. A plethora of scheduling heuristics have
been proposed. It is thus critical to conduct a comprehen-
sive and detailed evaluation of these schemes. Due to the
numerous parameters and its complexity, both actual im-
plementations and analytical models are not appropriate to
perform the evaluation.

Downloaded from http://sim.sagepub.com at RUTGERS UNIV on June 28, 2007
© 2004 Simulation Councils Inc.. All rights reserved. Not for commercial use or unauthorized distribution.


http://sim.sagepub.com

A SIMULATION FRAMEWORK FOR CLUSTER SCHEDULING STRATEGIES

Table 1. Impact of system overheads on response time

Q =200 msec, CS =2 msec

Q =100 msec, CS =1 msec Q =100 msec, CS =2 msec

Scheme 1.000 0.896 0.977
GS CS =200 psec, | = 50 sec CS =100 psec, | = 25 sec CS =100 wsec, | = 50 sec
SB 1.000 0.648 0.642
DCS 1.000 0.902 0.904
DCS-SB 1.000 0.710 0.804
PB-SB 1.000 0.670 0.687
PB 1.000 0.89

We have developed Cluster SchedSm, a unified simu-
lation framework, that models a wide range of schedul-
ing strategies for cluster systems. The core of this frame-
work lies in a detailed cluster simulation model, Cluster-
Sm. ClusterSm simulates nodes across the cluster and
the interconnect. On the basis of this core, we have built
the following modules: (1) a set of paralel workloads
that are often hosted on clusters; (2) scheduling strate-
gies, including space sharing, exact coscheduling, and dy-
namic coscheduling strategies; (3) detailed instrumenta-
tion patchesthat can profile the executions at different lev-
els; and (4) acompl ete set of configurable parameters, both
for the scheduling schemes and the system settings.

ClusterSchedSm is a powerful tool. It can be used to
perform various studies in cluster scheduling. For exam-
ple, one can determine the best scheduler under a cer-
tain workload and system setting, profile the execution
of a particular scheduler to locate its bottleneck, quan-
tify the impact of system parameters on a scheduler, tune
the system and scheduling parameters to the optimal set-
ting, and design and test new scheduling schemes. On
the other hand, Cluster SchedSm is modular enough that
it can be easily extended to accommodate new modules
and new scheduling strategies. For example, we have ex-
tended it by incorporating scheduling pipelined real-time
workloads and a mixed stream of workloads with di-
verse quality-of-service requirements [32]. We have made
Cluster SchedSm publicly available at the following site:
www.ece.rutgers.edu/~yyzhang/clusterschedsim.
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