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Abstract

It has been recognized that sensor network deployment should
include a high degree of redundancy so that every node can be
covered by a few others and they can take turns to perform the
duty. This strategy can potentially help extend network lifetime
and maintain a desired coverage and connectivity level. In or-
der to achieve this goal, one must carefully schedule the actions
of the redundant nodes to simultaneously address energy con-
servation, coverage, and connectivity. This paper presents the
design and implementation of a 2-dimensional adaptive tech-
nique (DADA) that can dynamically adapt a redundant node’s
schedule based on application demands and network conditions.
DADA introduces both spatial diversity and temporal diversity
to the node schedules, thus leading to a much prolonged lifetime.
At the same time, it provides protection against unexpectednode
failures. Using extensive simulation studies, we demonstrate
that our schemes can improve the network lifetime by a factorof
2.9 compared to ASCENT, while providing improved network
coverage and connectivity by better surviving unexpected node
failures. Further, we demonstrate that the lifetime improvement
of our schemes scales linearly with the deployment redundancy.

1 Introduction

Recent advances in MEMS technology, and wireless communi-
cation and networking, have enabled the development of rela-
tively low-cost and capable wireless microsensors, thus bring-
ing on a new class of applications involving event surveillance
and date collection [6, 13, 9]. However, to deploy these remote
sensing applications in large scale, there are still barriers to over-
come. One significant barrier essentially boils down to the fact
that the lifetime of a sensor network is still too limited to func-
tion over a significant period of time. Extending network life-
time is challenging because these networks are built out of very
short-lived sensor nodes. The lifetime of a sensor node is lim-
ited by its battery capacity, and, due to limitations of costand
size, the sensor hardware is rather unreliable. Additionally, sen-
sor networks are often deployed in harsh environments and left
unattended after deployment, which further contributes tofre-
quent node failures.

Over the past few years, a considerable amount of research
effort have been devoted to address this challenge, which has
fostered a family of heuristic-based strategies and analysis
[2, 27, 26]. These strategies share the viewpoint that sensor net-

work deployment should include a great degree of redundancy,
so that every node is covered by a few others and they can “take
turns” to perform the duty. Although these studies have revealed
valuable insights to sensor network deployment and planning,
network lifetime remains a hurdle for it is still unclear howthe
redundant nodes should take turns to minimize the energy spent
in maintaining a desired coverage and connectivity level.

One solution that has been proposed for surveillance applica-
tions using sensor network [26] is to adopt a fixed round-robin-
like schedule between a group of redundant nodes, which speci-
fies when a node should become active to work and how long it
should stay active. A fixed schedule suits scenarios with lownet-
work dynamics, but it is not sufficient to handle scenarios with
high dynamics, like network topology variation due to battery
depletion and hardware failure, fluctuating channel quality, and
traffic volume shift.

As a response, several distributed algorithms have been pro-
posed to extend lifetime for highly dynamic networks, whichare
referred to asdistributed wakeupin this paper. In this type of al-
gorithms, nodes can independently sleep for some time, and then
wake up to check whether it needs to participate in monitoring
or routing at the moment. If not, it goes back to sleep again. Dis-
tributed wakeup strategies can better tolerate network dynamics
compared to fixed round-robin schedules, without assuming the
status of other nodes. However, one must carefully tune the du-
ration of a node’s sleep interval for a long sleep interval may
lead to loss of coverage or connectivity while a short sleep in-
terval may nullify the benefit of redundant deployment. Most
existing distributed wakeup schemes try to make the sleep inter-
vals uniformly small for all the sensor nodes in order to makethe
network responsive to unexpected changes. Obliviously, such a
simplistic scheme involves frequent wake-ups and status check-
ing and can lead to excessive energy consumption.

Instead of a context-oblivious wakeup method, we believe a
node should dynamically adapt its sleep interval based on the ap-
plication demands and the network conditions. As a result, sleep
intervals seen in the network exhibit diversities both spatially
and temporally: spatial diversity meaning each node may have a
distinct sleep interval based on parameters such as their energy
level, functionality, neighborhood density, and spatial proximity
to the event spot or routing paths; and temporal diversity mean-
ing a node will adopt different sleep intervals at differentpoints
in its lifetime.

Inspired by the basic idea of two-dimensional adaptivity
(DADA), we propose two heuristics,satelliteandasynchronous
wake-up. In satellite technique, one or more satellites are elected



to cover every active node, and they will stay alert by waking
up frequently. Whenever necessary, these satellites can become
active and join the network activity at little cost. As a result,
the rest of the redundant nodes can sleep for a much longer pe-
riod, leading to a substantial energy conservation. On the other
hand, asynchronous wake-up lets every redundant node make an
independent decision about its sleep interval based on its local
perception of the network conditions.

In this paper, we present the basic framework and consider-
ations that are involved in deploying these two heuristics.We
also discuss the detailed evaluation results using ns-2 simulator.
We compare the two techniques of DADA with existing strate-
gies such as the one proposed in [2], and we have found out that
our schemes can improve the network lifetime by a factor of 2.9,
while still providing a better network coverage and connectiv-
ity. More importantly, we have shown that our schemes resultin
an almost linear improvement in network lifetime as the redun-
dancy degree increases, while existing schemes cannot improve
lifetime after the redundancy degree reaches certain level.

The rest of the paper is organized as follows. Section 2 de-
scribes the specific system models and assumptions we have
made in our study. A brief summary of related work in con-
serving energy in wireless ad-hoc network (including sensor net-
work) is presented in Section 6. The details of the two proposed
schemes are discussed in Section 4. The detailed evaluationre-
sults are summarized in Section 5. Finally, Section 7 gives the
concluding marks and future direction.

2 Problem Setup

Sensor networks can find a wide range of applications, such as
habitat monitoring, fire detection, at-risk heart supervision, and
highway traffic surveillance, to name just a few. Although these
applications significantly differ from each other, they allim-
pose one fundamental requirement to the underlying networks,
namely, the continuous provisioning of both coverage and con-
nectivity.

It is hard to adopt a uniform coverage model for the entire
spectrum of sensor applications, as different applicationcharac-
teristics and network configurations may have different cover-
age requirements. For example, some applications only require
to monitor a few interesting spots in the field, while others may
require to cover every inch of the network field. However, a
generic framework that can be used to capture the coverage re-
quirements of a significant number of applications, referred to
asgrid-basedcoverage model, has been proposed by He in [26],
illustrated in Figure 1. In this framework, the entire sensor field
is represented by a virtual grid, and each grid point must be cov-
ered by at least one active sensor node. In Figure 1, a circle
depicts the sensing range of the sensor node that is located at its
center (with radiusr). By varying the grid size, we can model di-
verse coverage requirements, ranging from a coarse-granularity
coverage (corresponding to a large grid size) to a fine-granularity
coverage (corresponding to a small grid size). In this paper, we
use this coverage model to help explain the design details of
DADA, and further implement this coverage model in our simu-
lator to evaluate DADA’s performance. DADA, however, is not
limited to this model, but it can work with other coverage models
(e.g., [27]) as well with minor modifications.

Under certain circumstances, these applications require the

Figure 1: The grid-based coverage model. The sensor field is
represented by a virtual grid, and each grid point must be cov-
ered by at least one active sensor node. A circle represents the
sensing range of the sensor node located at its center.

sensed data be delivered back to the data sink. For instance,a
fire-detection application in a forest may require its temperature
sensors to send back their readings when the readings are above
100 degree. As a result, some of the active nodes that monitor
the network field will become sources and start reporting itsdata
to the corresponding sink(s). Once the source nodes start send-
ing data, a continuous network connectivity must be guaranteed.
Again, we assume that a sensor node’s radio/communication
range is a circle with radiusR, centered at itself.

Sensor network deployments usually employ a large degree of
redundancy. However, it is unnecessary for all the sensor nodes
to stay active and participate in network operations simultane-
ously. Instead, at any instant, a sensor network should onlyhave
a subset of active nodes, while others, referred to as redundant
nodes, can stay asleep (with their radio off) to conserve energy
and extend network lifetime. An active node, either monitor-
ing the field or participating in routing, can be replaced by,and
thus associated with, one or more redundant nodes. In our grid-
based coverage model, suppose active nodei covers grid points
Gi = {i1, i2, ..., in}, wheren is the number of grid pointsi cov-
ers. Therefore, any redundant node that can cover a subset of
Gi is considered to belong toi’s coverage redundant node set.
Similarly, all the redundant nodes that are located within the ra-
dio/communication range ofi form i’s connectivity redundant
node set. On the other hand, from the viewpoint of a redundant
node, it can belong to several active nodes’ redundant node sets.

In order to maximize network lifetime, we usually keep a min-
imum set of active nodes within the network ([22, 10, 4, 11, 17,
23]). Consequently, if any of the active nodes fails (eitherdue
to energy depletion or due to unexpected failures), the network
may experience a temporary loss of coverage or connectivity. In
order to ensure a smooth recovery, as soon as an active node
fails, we should make one or more its redundant nodes awake so
that the network operations can resume quickly. Since we may
need more than one node to completely cover a sensor node’s
sensing range or communication range, we definek as the re-
covery degree, and we try to wake upk redundant nodes when
an active node fails.

DADA’s goal is to provide a continuous coverage/connectivity
for sensor networks, regardless of how often active nodes fail,
while extending their lifetimes. Specifically, it addresses the fol-
lowing two challenges:

• To makek redundant nodes awake after a failure.A redun-
dant node turns its radio off when in sleeping, and it is thus
impossible to “wake up” a sleeping node. DADA proposes
two heuristics that try to make sure we havek awake redun-
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Figure 2: If the current active sensing node fails, we may need
at least three nodes to maintain the same coverage.

dant nodes when active nodes fail. At the same time, both
heuristics also try to minimize the periods of time when the
redundant nodes stay awake before their active nodes die
because a considerable amount of energy will be consumed
if the radio is on.

• To determine when redundant nodes need to become active.
If a redundant node stays awake all the time, and keeps lis-
tening to the channel, then it knows when it should become
active on a real-time base. However, this method can lead
to an excessive energy consumption. Instead, redundant
nodes should only periodically check whether they should
become active or not. DADA proposes an effective frame-
work for this purpose.

In the following two sections, we discuss how DADA ad-
dresses these two challenges respectively.

3 Contributions of DADA: Coverage,
Connectivity, and Lifetime

In this section, we discuss how DADA can help maintain cover-
age, maintain connectivity, and extend lifetime.

3.1 Coverage

The necessity of extending network lifetime demands a mini-
mum set of nodes that stay active and perform either sensing or
forwarding duties. Once an active sensing node dies, we must
wake up one or more redundant nodes to cover its sensing area (a
circle with radiusr centered at the node itself), such that network
coverage can be maintained. In [4], Gao has shown that sensing
range of any node can be covered by 3-5 nodes that are located
within its sensing range. Figure 2 illustrates this idea. Hence,
whenever an active nodei dies, it is imperative for DADA to
make sure that: (1) at least 3-5 redundant nodes that are located
within i’s sensing range are made awake, which becomei’s cov-
erage backup set, and (2) a minimum set of nodes are chosen
from the backup set to maintain coverage and others can stay in
energy-saving mode.

Selecting proper nodes from the backup set is beyond the
scope of this paper. In fact, there has been a rich literaturebody
[22, 10, 4, 11, 17, 23] that tries to address this problem. The
goal of DADA is to make enough nodes available quickly in an
energy efficient way so that the “coverage calculation” unitcan
easily select appropriate ones to continue the sensing task. After
the selection is performed, the extra active nodes can go back to
sleep.

A
B

C

Figure 3: Connectivity maintenance

Now let us look at DADA’s framework on how to make
enough backup nodes awake upon failure. Every time when a
redundant node wakes up, it must inquire if there is an active
sensing node within its own sensing range. It needs to tempo-
rally adjust its transmission power so that it can broadcasta mes-
sage within the radiusr (instead of its radio rangeR). Most of
the sensor radios can adjust their transmission power. For in-
stance, an 802.11 card can do so by making anioctl call, and a
Berkeley mote can change the transmission power by the state-
mentCC1000Control.setRFPower(char value). After it sends out
the query message, if it does not receive any response within
a time period, it concludes that there is no active sensing node
within its range, and it will become awake.

After a redundant node just wakes up, it will keep silent for
a periodTsilent, not responding to any subsequent query mes-
sages from other inquiring redundant nodes. The silence period
ensures that more than one redundant node can be made awake.
The set of redundant nodes that are awake are referred to as the
coverage backup set.

In section 4, we present two techniques that enable timely
formation of coverage backup set upon failures, at a low energy
budget.

3.2 Connectivity

Let us use the example illustrated in Figure 3 to explain how
DADA can maintain network connectivity in an energy-efficient
manner. In this example, we had a routing path

−−−→
ABC before

node B dies. As soon as B dies, DADA (1) wakes up one or
more nodes which are within either A’s or C’ radio range; and
(2) selects appropriate ones from the awake nodes to maintain
connectivity.

Unlike in coverage maintenance where redundant nodes find
out whether they need to become active in a proactive fashion,
here, redundant nodes rely on the active routing nodes to notify
them. Specifically, in this example, A and C need to detect B’s
failure and try to wake up the redundant nodes. Between nodes
A and C, we claim that it is more difficult for C to detect B’s fail-
ure. First of all, many sensor applications do not require regular
periodic data reporting. Instead, they go through periods with
high traffic volume and periods with low traffic volume, even
sometimes periods during which there might be no traffic. As a
result, it is not straightforward for C to differentiate B’sfailure
to forward due to failure from a pause in source reporting. Inor-
der to address this problem, [2] has proposed a detection scheme
based on sequence numbers. However, we argue that if B dies,
C may not hear anything, so sequence numbers do not help as
well. Another possible way for C to detect is to probe B after it
has not heard from B for some time. This scheme ensures de-
tection, but the detection may not be timely because probingcan
only start after some delay. On the other hand, A can easily find
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out whether B is functioning or not by observing the acknowl-
edgments from B employed by the MAC layer protocol (it has
been pointed out in [21, 28] that acknowledgments are necessary
for reliable delivery even in sensor networks).

As soon as A detects B’s failure, A periodically broadcasts
“help” messages to its vicinity. The redundant nodes that hap-
pen to receive the help messages when they are awake will join
the routing backup set. From the nodes in this backup set, the
routing protocol can build a new route quickly. After the new
route is established, the unused nodes can go back to sleep. We
would like to emphasize that making multiple redundant nodes
awake is critical to connectivity provisioning because it may not
be possible to build a valid route from a single node, even if it is
within B’s radio range. Referring to Figure 3, it is obvious that
only those nodes that are within the intersection of radio ranges
of A and C can continue the routing alone; for nodes in other re-
gion (still within B’s radio range), we need more than one node
to build a new path.

Again, DADA can borrow ideas from existing routing tech-
niques to build a valid route. Much of the earlier work has in-
vestigated energy-efficient routing alternatives, such asDirected
Diffusion [8] and RAP [12], to name just a few.

3.3 Lifetime

A sensor node can operate in various states. According to dif-
ferent levels of energy consumption, we identify the following
four important states: (1) transmitting a message, (2) receiving
a message, (3) idling/listening, and (4) sleeping with radio off,
with pxmit, precv, andpidle being the power level required by a
node in states (1), (2) and (3) respectively. A sensor node instate
(4) has much less power consumptionpsleep, usually around 1%
of pxmit, as shown in [14, 18]. Sincepsleep is negligible, we
considerpsleep as 0 in the rest of analysis.

A sensor node has an initial energyE (in Joules). In this
study, we employ the linear battery model in which the battery
is treated as linear bucket of energy [16]. If a sensor node spends
timestxmit, trecv, tidle andtsleep in states (1), (2), (3) and (4)
respectively during its lifetime (T ), thenT = tidle + trecv +
txmit + tsleep, andE = txmit × pxmit + trecv × precv + tidle ×
pidle.

Lifetime of a sensor network is governed by the average en-
ergy consumption rate of the network. The average energy con-
sumption rate (r) is calculated as

r = pa × ra + (1 − pa) × rr,

whereinpa denotes the average percentage of nodes that stay
active at any time,ra the average energy consumption rate for
an active node, andrr the average energy consumption rate for
a redundant node. Usually we havera > rr. Among the three
factors,ra is decided solely by application behaviors such as re-
quired data reporting rate and routing protocol. Instead, DADA
can help reduce bothpa andrr, leading to a longer lifetime:

• DADA reducespa. Whenever an active node dies, DADA
can wake up more than one redundant node, from which we
can choose one to minimizepa.

• DADA reducesra. A redundant node goes through cycles
of sleeping, waking up, and listening before it becomes ac-
tive. DADA can make redundant nodes wake up less often
when they are not needed, thus resulting in a smallerra.

Source

Sink

Sleep nodes Active nodes

Source

Sink

Sleep nodes Active nodes

X

(a) At time t0, only four
nodes are active (including
the source and sink).

(b) At time t0 + δ, one of
the active nodes dies. At
the same time, a nearby
sleeping node wakes up
and joins the routing.

Figure 4: An ideal sleep interval.

4 Adaptive Node Scheduling Techniques

DADA has two over-arching goals: quick network recovery
from random node failures, and prolonged network lifetime.In
order to achieve these two goals, our viewpoint is that we should
let redundant nodes sleep as much as possible when they are not
needed, while wake them up immediately upon node failures.
There are different ways of implementing this viewpoint, and we
propose two algorithms: satellite algorithm and asynchronous
wakeup algorithm.

4.1 Basic Idea

first design issue is after a node becomes active, whether it
should stay on duty until it dies [27, 2], or several nodes should
take turns to perform the duty by time-slicing [26]. DADA takes
the former option because it incurs less configuration overhead
due to the change of participating active nodes. As an exam-
ple of configurational overhead, many routing protocols need to
be re-configured if the involved nodes change. These overheads
can lead to periods that are not responsive.

A redundant node alternates between sleeping periods and
awake periods. When it is awake, it checks whether it should
become active (Section 3). An active node will stay active un-
til it fails. A node’s sleep interval governs how often it wakes
up, and it is thus the most important parameter in balancing net-
work responsiveness and network lifetime. Figure 4 illustrates
an ideal sleep interval for maintaining connectivity. We use this
example to illustrate the philosophy for our waking up heuris-
tics: a node should sleep shorter when it will be needed soon,
and sleep longer otherwise. The basic idea of DADA is that ev-
ery awake redundant node estimates the likelihood that it will
be needed in the near future, and then adapt its sleep interval
accordingly. As a result, the entire network should not adopt a
fixed sleep interval, nor a single distribution. Instead, redundant
nodes should adapt their sleep intervals both spatially andtem-
porally. We first briefly summarize the two proposed heuristics
with respect to how they achieve adaptivity in these two dimen-
sions, and then we present the details of the algorithms in the
following subsections:

• Spatial Adaptivity - sleep intervals exhibit spatial diversity.

The two proposed heuristics use different approaches to
achieving spatial diversity. In satellite scheme, every active
node selects a small number of “satellites” from the redun-
dant nodes which will stay alert by frequently waking up.

4



Consequently, the rest of redundant nodes can sleep more
aggressively, and they wake up in a synchronous fashion.
Essentially, this heuristic partitions the entire set of redun-
dant nodes into small groups so that nodes within the same
group can cover each other and the active node(s), thus al-
lowing other groups to conserve more energy.

On the other hand, asynchronous wake-up scheme takes the
viewpoint that every redundant node should make an inde-
pendent decision based on its local conditions such as how
many redundant nodes an active one has.

• Temporal Adaptivity - the same node may have different
sleep intervals at different points in its lifetime.

During a node’s lifetime, it should adapt its sleep intervals
based on the network configurations at different instants.
For example, if the nearby active node’s remaining energy
is lower than a threshold, it should wake up more often. By
employing temporal adaptivity, we can have more than one
awake redundant node when the active node dies, so that
the network can quickly resume its normal function.

4.2 Satellite Algorithm

One intuitive way of providing smooth network cover-
age/connecitivy is to have all the redundant nodes stay awake, so
that they can join active nodes whenever they are needed. The
obvious downside of this approach, however, is that the network
lifetime will be significantly shortened because of the excessive
energy consumption for keeping all the nodes awake. To balance
these two aspects, instead, we can keep a subset of redundant
nodes awake, and the rest of the redundant nodes can sleep for
a much longer period. Those redundant nodes that stay awake
act like “satellites” of the active nodes, and this algorithm is thus
referred to assatellitealgorithm in this paper.

Satellite Election First, let us look at how we select satellites
from the redundant nodes. For the sake of simplicity, let us con-
sider one active node. Specifically, that active node hasn redun-
dant nodes, from which we would like to choosek satellites. At
the beginning, we assume alln redundant nodes are awake, and
each redundant node needs to register itself with the activenode.
There are a wide range of criteria one can use to choose satel-
lites, different criteria suitable for different application require-
ments and network configurations. To name just a few, these cri-
teria include: (1) the remaining energy of the satellite should be
greater than or comparable to that of the active node, so as toen-
sure that satellites survive the active nodes; (2) satellites should
be able to replace the active node in terms of coverage and con-
nectivity capability; and (3) satellites should not be too spatially
close to each other such that they will not fail at the same time
due to attacks (either natural physical phenomena or attacks by
malicious adversaries). Some criteria are easier to examine than
others; for example, in order to examine (3), each node needsto
know its location. Some criteria even conflict with others, e.g.,
(2) and (3) in the above list. The point we would like to make
here is that it is not DADA’s job to come up with these criteria,
but the applications should adopt appropriate ones considering
its characteristics and what is available in the network (e.g., lo-
cation awareness). After the active node choosesk satellites, it
informs them, and put the rest of the redundant nodes into sleep.

The satellites are there to guard against random node failures.
If an active node fails, its satellites can quickly detect the fail-
ure and resume its functions. The redundant nodes that are not
satellites sleep for a long period of time, and then wake up atthe
same time.

Lifetime Estimation Next, we look at how long the redundant
nodes should sleep. Our viewpoint is that since the active node
is guarded against by its satellites, then the redundant nodes can
sleep for the remaining lifetime of the active node, which re-
quires us to estimate a node’s remaining lifetime. Our estimation
method is based on the observation that physical phenomenonis
usually a continuous function, so that the sensing rates andcom-
munication rates are continuous as well. As a result, we use the
average communication rates over the past to predict the future
communication rates. We would like to emphasize that our es-
timation method is intended to provide a reference point to the
redundant nodes’ sleep time, so its accuracy is not required.

Suppose a node has been active for timeT and it has sentN
messages during that period. Further suppose that it has sent n
messages during lastt time units. Then the estimated send rate
in the nextT ′ period is calculated as

s′ = (1 − α) ×
N − n

T − t
+ α ×

n

t
, (1)

whereα is a parameter which notifies the significance of the
recent history to the future estimation.

Suppose a node has remaining energyE′, and its remaining
lifetime is T ′. If that node spends all the remaining time idling,
then the total energy consumption is:

Eidle = pidle × T ′. (2)

At the same time, Equation 1 gives the estimated send rate
of that node. Since packet sizes in sensor networks are usually
small and fixed-sized [15], the corresponding energy consump-
tion for sending can be calculated as:

Exmit = pxmit × s′ × T ′ × t0, (3)

wheret0 is the time involved in transmitting a packet. We should
reiterate that this study’s primary focus is to design energy con-
servation protocols when the traffic volume is relatively low.
Equation 3 does not consider energy involved in retransmitting
collided packets for this reason.

When traffic is relatively low, the incoming traffic rate is equal
to the outgoing traffic rate. Consequently, we can calculatethe
energy consumption in receiving mode as:

Erecv = precv × s′ × T ′ × t1, (4)

wheret1 is the time to receive a packet.
Since the node will spend a large fraction of its lifetime idling

(low traffic volume assumption), its total energy expenditure is:

E = Eidle + Exmit + Erecv. (5)

As a result, the remaining lifetime of the routing node is:

T ′ =
E

pidle + s′ × t0 × pxmit + s′ × t1 × precv
. (6)
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Finally, the active node can set the sleep time ask1T
′(0 <

k1 < 1) wherek1 is a tunable parameter.
As described above, the current active node needs to col-

lect statistics such asT,N, t, andn to estimate its remaining
lifetime. If it just became active, it should inherit these statis-
tics from the previous active node (for which it was a satellite).
Hence, the active node and its satellites should synchronize with
each other from time to time to share these states.

Integration for Multiple Active Nodes In the above discus-
sion, we assume that there is only one active node. Next, we
discuss how to integrate the schedules for all the active nodes.

When we move from one active node scenario to multiple
nodes, we need to address two issues. The first issue is whether
two active nodes should share the same satellites or they should
have a disjoint set of satellites. As an example, let us consider
the following scenario: A and B are two active nodes, and C
is a common redundant node for both of them. C became A’s
satellites at timetA. At time tB (tB > tA), all of B’s redundant
nodes wake up and B needs to choose a new set of satellites. If
B shares C with A, it can conserve more energy, but the disad-
vantage is that it can only provide a weak guarantee on network
recovery. Once C becomes active for A, B will lose one of its
satellites. Hence, in our algorithm, each active node should have
its ownk satellites. Although each active node must have itsk
satellites, one optimization technique we propose is to letdif-
ferent active nodes share as many satellites as possible so that
we may have more thank redundant nodes awake when some
active node fails, leading to a quicker network recovery. Each
satellite will thus have a primary active node, and possiblymul-
tiple secondary active nodes. Specifically, if we havenA active
nodes, then the total number of satellites isnAk, but each active
node may have more thank satellites. In order to implement
this optimization, every satellite should periodically probe to see
whether it has more than one active node. If yes, it should reg-
ister itself with those active nodes, and make them its secondary
active nodes.

The second issue we need to address is how to integrate sleep-
ing schedules for redundant nodes. A redundant node can be-
long to several active nodes at the same time. When a redundant
node wakes up, if it can go back to sleep, all the associated ac-
tive nodes should notify it with corresponding following wake
up times. Please note that only the one that expects the redun-
dant node to wake up at this time re-calculates its sleeping time
as mentioned above, and all the others just re-send the calculated
sleeping intervals.

Finally, another optimization technique we can apply is that,
instead of letting the satellites stay active all the time, we can
make them sleep as well. On the other hand, however, these
nodes should sleep for short time and wake up very often. This
way, we can further cut down the energy consumption and
lengthen the network lifetime.

4.3 Asynchronous Wakeup Algorithm

Instead of guaranteeing lossless network operations, asyn-
chronous wakeup algorithm takes a different approach: it allows
to have periods during which network coverage or/and connec-
tivity is lost, but it guarantees an upper limit on the duration of
these periods (denoted by∆). Specifically, it ensures that, after

3D
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(a) Wake ups are clustered.(b) Wake ups are uniformly
spread out.

Figure 5: Wake ups should be spread out rather than clustered.
In this example, active node A has three redundant nodes: B, C,
and D.n = 3 andk = 1, and sleep interval is3∆. (a) shows
that a clustered schedule cannot provide the upper bound of∆.

any active node fails,k (i.e., safety degree) redundant nodes will
be awaken within a∆ interval. Therefore, every redundant node
is treated equally, and they all go to sleep and wake up periodi-
cally.

The key parameter for asynchronous wakeup is the sleep in-
terval for each redundant node. Let us consider an example:
active node A hasn redundant nodes, and we need to make sure
that, after A fails,k (out of n) nodes wake up within∆. In or-
der to havek wake ups within∆, we should let every node wake
up everyn∆

k
interval. Obviously, this method makes those nodes

that have more neighbors sleep longer than those that have fewer
neighbors, and the resulted spatial diversity can help strike the
balance between network operations and network lifetime. An-
other point we would like to emphasize is that this sleep interval
(n∆

k
) is very small, and it is only needed when the active node

fails or is about to fail. If the redundant nodes employ such a
small interval all the time, then it leads to an excessive number of
wake ups, and an enormous amount of energy will be consumed.
Instead, we should make redundant nodes wake up less often if
the active node is unlikely to fail in the near future. For instance,
if A (the active node in our example) just became active, then
the chances are it can last for a reasonable amount time, so its
redundant nodes do not need to wake up this frequently. In order
to capture this behavior, we adopt a threshold-based schemeto
adapt the sleep intervals temporally. Our rationale is that, the
remaining lifetime of a node is proportional to the remaining
energy it has. We useTHenergy to denote the threshold for re-
maining energy. If the remaining energy of the active node is
below the threshold, we adopt a smaller sleep interval to guaran-
tee the network operation loss upper limit; otherwise, we adopt
a larger sleep interval to conserve energy. More formally put,
we can calculate sleep intervals as

T = {
n∆

k
e < Thenergy

k1n∆

k
otherwise

,

wherek1 is a tunable parameter. All three parameters in this
algorithm, i.e.,∆, THenergy, andk1, can be easily tuned by the
applications. For instance, those applications that weighlifetime
more than continuous coverage/connecitivy provisioning would
choose a large∆, a smallTHenergy, and a largek1.

Although the basic idea is rather simple, we need to address a
few issues that are related with the implementation of this algo-
rithm. The first issue is whether some level of coordination be-
tween the redundant nodes is needed, or a completely distributed
solution is enough. Figure 5 illustrates that while a propersleep
interval is important, how the wake ups are distributed in time is
even more important. In both scenarios, the same sleep interval
is used (3∆), but one schedule produces clustered wake ups, and
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Figure 6: Wake ups are made uniform in the second round.

it fails to deliver the promised coverage/connectivity loss upper
limit (Figure 5(a)). Instead, the other schedule produces evenly
distributed wake ups, and it meets the requirement (Figure 5(b)).
It is hard for the redundant nodes themselves to coordinate their
wake ups because they are not aware of each other’s schedules.
In addition, the set of redundant nodes may change over time
because these nodes may fail or become active. Therefore, a
completely distributed algorithm is not a viable alternative. In-
stead, we need to impose centralized coordination between the
redundant nodes, and the best candidate to perform this coor-
dination is the corresponding active node. In this light, every
active node should address the following questions:

• How many redundant nodes does it have?

Every active node maintains a redundant node table. The
table has three fields:ID which denotes the redundant node
ID, Wlast which denotes the last wake up time stamp of that
redundant node, andWnext which denotes the next wake up
time of that redundant node. Every time when a redundant
node wakes up, it registers itself with the corresponding
active node(s). If it is a new member, a new row will be
created in the table; otherwise, its time stamps will be up-
dated. If the redundant node’s sleep interval isT , then the
active node can hear from all of its redundant nodes within
T . Consequently, if a redundant node is not heard for a pe-
riod of cT , the active node assumes it has left and erases
it from the table, wherec is a tunable parameter which can
have a small value.

• How to uniformly spread out the wake ups?

To simply the explanation, we use the example scenario il-
lustrated in Figure 5, i.e., active node A has three redundant
nodes B, C and D. Using the same example, our algorithm
is illustrated in Figure 6. A employs the concept of “round”
to make the wake ups uniformly spread out. From its re-
dundant node table, A chooses the one with the smallest ID
(B in our example), and the wake up of B marks the be-
ginning of a new round. At the beginning of roundi, A
determines B’s sleep interval in the NEXT roundi + 1 us-
ing the algorithm described above. In Figure 6, time stamp
wB marks the beginning of round 1, andT1 is determined
at the same time. In round 1, however, B’s sleep interval
is T0, which was determined in the earlier round. Then B’s
next wake up is atwB + T0, and its subsequent wake up is
at wB + T0 + T1. Our algorithm makes sure that C and D
wake up afterwB , but beforewB + T0 in round 1. Without
loss of generality, we assume that C wakes up atwC , D at
wD, andwB ≤ wC ≤ wD < wB + T0. When C wakes
up, A will recordwC in the field ofWlast in the redundant
node table, and set its next wake up time aswB + T0 + T1

3
.

This way we ensure that C’s next wake up is in round 2. As

a result, C’s next sleep interval iswB +T0+ T1

3
−wC . Sim-

ilarly, D’s next wake up time will be set aswB + T0 + 2T1

3
,

and its next sleep interval will bewB + T0 + 2T1

3
− wD.

Using this algorithm, the wake up times of B, C, and D are
evenly distributed.

In summary, repeating this simple algorithm can ensure that
every node wakes up uniformly within each round.

In the above algorithm, we deal with the situation when the
set of redundant nodes does not change. In reality, however,
redundant nodes may leave dynamically, and this is the second
we need to address. For example, in Figure 6, if C leaves in
round 2(before its wake up time), then the gap between B’s wake
up and D’s may be greater than∆, thus violating the upper limit
guarantee. A node may leave the redundant node set for two
reasons: (1) it fails; or (2) it becomes active. In the case of
(2), we do not need to modify the algorithm because that node
will be active during emergency so it can help anyway. In the
case of (1), we can tailor the algorithm suitably by taking the
remaining energy of redundant nodes into consideration. Ifa
redundant node’s remaining energy is below a certain threshold,
we can adopt a smaller sleep interval thann∆

k
to minimize the

likelihood of the violation.
The third issue is that a redundant node may belong to more

than one active node. As an example, a redundant node B may
be associated with two active nodes: A and E. Every time when
B wakes up, both A and E will compare the current time stamp
(tcurr) with the correspondingWnext field in its redundant node.
Suppose that theWnext field in A’s table is greater thantcurr,
then A will not update its table, but simply sendWnext − tcurr

as the next sleep interval to B. At the same time, E will find
that itsWnext field is the same astcurr, and it will calculate the
next wake up time for B as mentioned above, update the table
according, and send the new sleep interval to B. Consequently,
B receives two sleep intervals from both active nodes every time
it wakes up, and it sleeps according to the smaller value.

5 Simulation Results

We have conducted numerous experiments to validate and eval-
uate the proposed heuristics. In this section, we report detailed
simulation results.

5.1 Node Failure Model

It is a challenging task to smoothly construct a new set of active
nodes from the redundant nodes because these redundant nodes
may be sleeping when the current active node fails. It is made
even more challenging by the fact that failures are no longeran
exception with sensor nodes. Sensor nodes are likely to die be-
fore they run out of limited battery power ([7, 27, 2]) since the
sensor hardware is not reliable and the physical environment in
which they are deployed is harsh. In this paper, we use node
failure to denote that a node dies before its battery is drained
out. A good node scheduling algorithm must survive frequent
node failures. The characteristics of failure distributions have a
significant impact on the network behavior. In other domains,
researchers have been using the real failure trace to drive their
studies, but such data is not yet made available to us in the sensor
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applications. As a result, we use two synthetic failure models in
this paper to investigate whether our schemes can survive vari-
ous failure scenarios.

• Aging Failure Model

Failures on other computing platforms such as clusters of
PC boxes have been studied for decades, and it has been
shown that a node that has run for a significant period of
time is more likely to fail than those that have run for a
short time frame [5] due to the wear-out effects on the
hardware. Inspired by this observation, we come up with
the aging failure model. Suppose that a sensor node starts
with an initial energyE, and thatE0 amount of energy still
remains when it dies due to hardware reasons. The ratio
x = E0

E
thus indicates how soon a node dies before its bat-

tery runs out, and we call this thefailure rateof that node.
In this model,x is a random variable uniformly distributed
between 0 and2µ, whereµ is the average failure rate. We
can adjust the value ofµ to obtain different network failure
rates.

• Catastrophic Event Failure Model

While the aging failure model captures failures due to the
hardware wear-out effect (especially when the hardware is
unreliable), the catastrophic event failure model captures
failures caused by external events, such as sudden tempera-
ture increase, high degree of humidity, lightning, flooding,
etc. We propose to use two parameters to model the occur-
rences of the external catastrophic events. The first param-
eter is the mean time between catastrophic events, which
follows an exponential distribution with mean of XXX sec-
onds. The second parameter is the percentage of the nodes
that are affected by a particular event, no matter whether
it is awake or sleeping. We use the random variablex to
represent this percentage, andx is called the systemfailure
rate, uniformly distributed between 0, and2µ, whereµ is
the average failure rate.

5.2 Performance Metrics

In this paper, we use the following metrics to evaluate different
energy conservation protocols:

• Network Lifetime . A sensor network is alive when there
exists a routing path from the source to the sink node. One
hopes the average network lifetime scales with the num-
ber of nodes deployed, and degrades gracefully with the
increasing failure rates.

• Average Event Delivery Ratio. The average event deliv-
ery ratio measures the connectivity maintenance of the net-
work. It is the ratio of the number of distinct events (mes-
sages) that are received by the sink to the number of distinct
events (messages) that are sent by the source node(s).

• Average Coverage Recovery. This metric measures how
quickly the redundant nodes can become awake after an
active sensing node fails. The smaller the recovery time,
the better network coverage is maintained.

5.3 Simulation Environment

We have implemented the two DADA heuristics using the ns-2
simulator.

Sensor Node Configuration.We select sensor node parameters
similar to those of Berkeley Motes [1]. Node radio range is 15m
(we do not differentiate radio range and interference rangein this
paper). Sensing range is also 15m. The transmission, reception,
idle, and sleep power consumptions are 60mW, 12mW, 12mW,
and 0 respectively. Initial energy is randomly chosen from 40J
to 60J, but sinks have infinite amount of energy. We employ 1
Mbps IEEE 802.11 as MAC layer protocol. For the catastrophic
event failure model (Section 5.1), the mean catastrophic event
inter-arrival time is 5000 seconds (which is approximatelyequal
to a sensor node’s life time).

Topology. We simulate a50 × 50m2 field, and the size is fixed
across all the simulations.

50m

15m

Figure 7: Coverage

Investigating what regions should be covered is beyond the
scope of this paper. In order to test the efficiency of DADA in
maintaining continuous coverage, we simply partition the sensor
field into 6 regions, illustrated by the circles in Figure 7, and we
want to make sure there is at least one active sensing node within
each circle.

In order to test DADA’s efficiency of extending lifetime while
maintaining a high connectivity level, we use the followingtwo
scenarios: (1) single source and single sink (S-TOPO in short),
where the source is randomly chosen from one of the 6 sensing
circles; and (2) multiple source and multiple sink (M-TOPO in
short), where all the 6 sensing circles are reporting their data to
the 3 sinks which are uniformly distributed within the network
field. For each scenario, we vary the traffic pattern, number of
nodes, and node failure rates. We compare our schemes with
ASCENT [2], which employs a fixed sleep interval for all the
redundant nodes. We also compare these energy-aware schemes
with the scenario where all the deployed nodes are kept active,
which is referred to asBASICscheme in this paper.

Routing Protocol. We use Directed Diffusion [8] as our routing
algorithm. A data message has 64 bytes, and an interest message
has 36 bytes. DADA is placed directly above the MAC layer, and
below the routing layer.

Traffic Pattern. In order to model realistic network settings and
demonstrate that our heuristics can be applicable to more generic
situations, we use both constant bit rate (CBR) and variablebit
rate (VBR) sources. A CBR source sends a packet every 5 sec-
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onds. Again, we would like to emphasize that examining the
interference between DADA and congestion is part of our future
work. The packet inter-arrival time of a VBR source follow an
exponential distribution with the mean of 5 seconds. We pur-
posefully choose exponential distribution for its high variance.

Algorithm Parameters. For all four schemes except BASIC,
data delivery ratio is calculated every 50 seconds. For ASCENT,
the sleep interval is 200 seconds, test period 50 seconds, and
passive interval 70 seconds [2]. For asynchronous wake-up,the
lifetime threshold (THlifetime) is 350 seconds, and the maxi-
mum tolerable connectivity loss period (δ) is 70 seconds.

5.4 Energy Conservation

In this section, we compare the efficiency and scalability ofthe
energy conservation capability of four schemes (BASIC, AS-
CENT, satellite, and asynchronous wake-up).
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(a) Aging - failure rate =
0.15

(b) Catastrophic event -
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Figure 8: Efficiency and scalability of energy conservation. S-
TOPO topology, CBR source.

Figures 8(a) and (b) compare the four schemes in terms of
energy conservation efficiency and scalability. In this setof ex-
periments, we use S-TOPO topology and CBR sources.

BASIC is not a viable approach. BASIC provides the shortest
network lifetime, and its network lifetime does not scale with
the redundancy degree because every sensor node is active.

ASCENT improves network lifetime significantly compared
to BASIC. However, since it uses a simplistic fixed sleep interval
for every sensor node, its improvement cannot scale beyond 100
nodes. Our simulation results confirm the analysis given in [2]:
the lifetime improvement factor is limited by the ratio of the
sleep interval and the passive interval when these intervals are
fixed. In our experiments, sleep and passive intervals are 200
and 70 seconds respectively, which gives the theoretical upper
bound of 2.8. The gap between this upper bound and the actual
observed value (2.6) comes from the failures.

The two heuristics of DADA, on the other hand, significantly
prolong the network lifetime. More importantly, both schemes
scale well (close to linear) with redundancy level, especially for
asynchronous wake-up. At node count 200, under both failure
models, asynchronous wake-up can improve the lifetime by a
factor of 7.5 compared to BASIC, and a factor of 2.9 compared
to ASCENT.

Unreliable hardware and harsh environments have increased
the possibility for a sensor node to die before its battery is
drained out. Schemes that take these dynamics into considera-
tion can maintain a desirable connectivity and a short network
recovery time. The impact of node failure rates on network
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Figure 9: The impact of node failure rates. S-TOPO topology,
CBR source.

lifetime has been studied, and the results are provided in Fig-
ures 9(a) and (b).
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Figure 10: Network lifetime with other scenarios.

Both BASIC and ASCENT are expected to have a constant
network lifetime regardless of the failure rate. BASIC keeps all
the nodes active, so it has a great level of redundancy to toler-
ate a large number of node failures. ASCENT employs a fixed
sleep interval throughout the execution, so that the failure rate
does not affect its performance. More importantly, we find that
DADA heuristics are very robust as well against the unexpected
failure rates, although they employ a more aggressive sleeping
method. This is due to the fact that both heuristics guarantee the
active nodes are backed up by some awake redundant nodes as
discussed in Section 4.

In order to test our heuristics under different network settings,
we vary the topology and the traffic pattern. Sample results are
provided in Figures 10(a) and (b). The two proposed schemes
show similar performance compared to the results shown above
(where we use S-TOPO and CBR).

5.5 Connectivity

Network connectivity provisioning is measured by the average
event delivery ratio. Figures 11(a) and (b) present the results
with an increasing deployment redundancy.

As expected, BASIC provides the best delivery ratio among
them all because every node is active, except that its average
event delivery ratio degrades significantly as the node number
increases due to network resource contention. On the other hand,
ASCENT has the worst connectivity due to the fixed sleep inter-
vals.

We have showed that DADA heuristics can significantly im-
prove the network lifetime, and we are glad to point out that such
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Figure 11: The impact of redundancy level on network connec-
tivity. S-TOPO topology, CBR sources.

significant gain in network lifetime is achieved with a marginal
degradation of the event delivery ratio compared to BASIC.
Asynchronous wake-up can provide more than 85% delivery ra-
tio with catastrophic failure model, and above 80% under aging
model. With catastrophic failure model, the delivery ratioof
Satellite scheme is above 90% at node count 100.

Finally, we would like to point out that failure models have
different impacts on the performance. For instance, Satellite
scheme works better with catastrophic event model than with
aging model in terms of event delivery ratio because the latter
makes the active nodes and satellites more susceptible to fail-
ures. (This can be addressed by increasing the number of satel-
lites an active node can have.)
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Figure 12: The impact of node failure rates on network connec-
tivity. S-TOPO topology, CBR source.
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Figure 13: Network connectivity with other scenarios.

Figure 12 presents the network connectivity when the fail-
ure rates increase. For the reasons we have mentioned in Sec-
tion 5.4, event delivery ratios of BASIC and ASCENT will not
change when node failure rates increase. Asynchronous wake

up also can maintain good connectivity even under high fail-
ure rates. The only situation where we observe a degradationis
when satellite heuristic is used with aging failure model. When
aging failure model is used, active nodes and satellites have a
higher chance to fail since they have a higher load. However,
this can be addressed by increasing the number of satellites. In
addition, we would like to point out that even under degradation,
satellite provides a better connectivity than ASCENT.

A similar trend is observed when we use different network
topology (M-TOPO) and traffic pattern (VBR), as shown in Fig-
ure 13.

5.6 Coverage

We have conducted experiments to study the efficiency of satel-
lite and asynchronous wake up in providing continuous network
coverage. We are not intending to define the set of active nodes
that can cover the entire sensor field; instead, once these nodes
are identified we can guarantee the same spots will be continu-
ously monitored even after the initial set of active nodes die. The
design of both satellite and asynchronous wake up ensures that
multiple redundant nodes are awake when node failures occur.
We have looked at the gap between active sensing node failure
and redundant nodes wake up, which is referred to ascoverage
recovery timeand the average coverage recovery time is neg-
ligible with satellite heuristic since the satellite nodeswake up
very frequently. The average coverage recovery time with asyn-
chronous wake up is always less thanδ.

6 Related Work

Energy vs. Coverage Energy-efficient approaches to main-
taining network coverage have been extensively studied [7,3,
19, 27]. LEACH [7] forms clusters and rotates cluster leaders
to balance the energy consumption between cluster members.
SPAN [3] turns off those nodes that do not improve coverage.
In [19], Tian proposes to select redundant nodes by comparing
each other’s sensing range, and then to turn off the redundant
nodes to conserve energy. In order to avoid blind spots, theyuse
a backoff based scheme.

PEAS [27] assumes that every node has already obtained the
knowledge about who are redundant to itself. PEAS attempts
to ensure only one node stays active from any sensing range.
Redundant nodes thus alternate between sleeping and wake up.
After a redundant node wakes up, it sends out a probing message
asking if there is any active node. If it receives the response, then
it will go back to sleep. Otherwise, it will become active. Ituses
reliable protocols to ensure that these probing messages will not
get lost.

In [26], a round-robin like schedule is proposed among all
the redundant nodes so that every node knows when it should
become active and how long it should stay active. Such a fixed
schedule is efficient for scenarios with low network dynamics.

Energy vs. Connectivity A number of energy-aware connec-
tivity provisioning techniques have been proposed. GAF [25]
proposes to identify the nodes that are equivalent in terms of
routing functionality, and then turn them off to conserve energy
without interfering with connectivity. In AFECA [24], a simple
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adaptive scheme is used to determine the node sleep interval.
Every redundant node counts how many neighbors it has and
then adapts its sleep interval based on that count. A redundant
node can count its active neighbors by listening to the packet
delivery after it wakes up.

ASCENT [2] shares the same goal with GAF, and it also con-
siders the mechanisms for the sleeping nodes to turn back on and
join the routing when necessary. These nodes will wake up peri-
odically. When they are awake, they test the local link quality by
observing the packet delivery ratio; if the observed packetdeliv-
ery ratio is below a certain threshold and the number of active
neighbors is low, the node will become active. In order not to
degrade connectivity significantly, sleeping nodes need towake
up relatively frequently. In addition, a fixed sleep interval is used
for every node in the network. The authors also proved that the
upper bound on the lifetime improvement is the ratio betweena
node’s sleep interval and its awake period.

Coverage and Connectivity A considerable amount of re-
search effort has been devoted to investigating the synergybe-
tween network coverage and connectivity. In [22], Wu proposed
an approach to calculate the Connected Dominating Set (CDS)
for ad-hoc networks. The property of CDS is that all the nodes
within the network are either in this set or are the neighborsof
the nodes that belong to the set. CDS can be used to design effi-
cient routing protocols. Built upon CDS, [10] proposes a novel
way of forming hierarchies in sensor networks based on the roles
of each sensor node. [4] gives a mathematical analysis on there-
lationship between redundancy degree and the number of active
neighbors. Considering non-linear energy depletion and unex-
pected failures of sensor nodes, [4] could serve as guidanceto
the design of energy conservation heuristics.

In [20], a Coverage Configuration Protocol (CCP) is intro-
duced to provide different degrees of coverage as per the appli-
cations’ request. A geometrical analysis between coverageand
connectivity is provided as well.

7 Concluding Remarks

Compared to previous work, we acknowledge the significance of
preserving coverage and connectivity, in the pursuit of extend-
ing network lifetime. With proper network coverage, the sensor
network is capable of sensing the areas of the network that are of
interest to the application. Connectivity will ensure thatthe de-
sired data will be received as a constant, uninterrupted stream.
If we do not considering these factors, trying to improve net-
work lifetime can result in disappointing performance froman
application’s point of view.

In this paper, we propose a novel 2-dimensional adaptive tech-
nique, DADA, that can dynamically calculate a node’s sleep in-
terval based on application demands and local network condi-
tions. Using this technique, redundant nodes can sleep longer
when the situation allows and wake up more often when it is
going to be needed. As a result, the network lifetime can be
extended while providing improved coverage and connectivity
guarantee. In order to realize the goal of DADA, we propose
two heuristics. One heuristic partitions redundant nodes into
small groups, and group members can back up each other so
that nodes that belong to other groups can sleep much longer.

The other heuristic requires every redundant node to make inde-
pendent decisions.

We evaluate our schemes using various network topologies
and traffic scenarios. From our results, we see that our schemes
can simultaneously improve network lifetime, while maintain-
ing coverage and connectivity. The lifetime improvement ex-
hibits a near-linear increase when the deployment redundancy
increases and this improvement can survive high node failures.
When compared to ASCENT, our schemes can extend the life-
time by a factor of 2.9. In addition, the two schemes can main-
tain better network connectivity compared to ASCENT.
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