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Abstract work deployment should include a great degree of redundancy
so that every node is covered by a few others and they can “take
It has been recognized that sensor network deploymentaghaukns” to perform the duty. Although these studies haveated
include a high degree of redundancy so that every node carvileable insights to sensor network deployment and planpnin
covered by a few others and they can take turns to perform tiegwork lifetime remains a hurdle for it is still unclear hole
duty. This strategy can potentially help extend networdtiihe redundant nodes should take turns to minimize the energyt spe
and maintain a desired coverage and connectivity level.rdin im maintaining a desired coverage and connectivity level.
der to achieve this goal, one must carefully schedule thieresct  One solution that has been proposed for surveillance applic
of the redundant nodes to simultaneously address energy ¢@ms using sensor network [26] is to adopt a fixed roundnobi
servation, coverage, and connectivity. This paper prestust like schedule between a group of redundant nodes, which-spec
design and implementation of a 2-dimensional adaptive-tedies when a node should become active to work and how long it
nique (DADA) that can dynamically adapt a redundant nodehould stay active. A fixed schedule suits scenarios withmlety
schedule based on application demands and network camglitiovork dynamics, but it is not sufficient to handle scenariotwi
DADA introduces both spatial diversity and temporal divgrs high dynamics, like network topology variation due to batte
to the node schedules, thus leading to a much prolongetiiiet depletion and hardware failure, fluctuating channel quadihd
At the same time, it provides protection against unexpeuteld traffic volume shift.
failures. Using extensive simulation studies, we dematstr As a response, several distributed algorithms have been pro
that our schemes can improve the network lifetime by a fauftorposed to extend lifetime for highly dynamic networks, whach
2.9 compared to ASCENT, while providing improved netwonleferred to aglistributed wakeujn this paper. In this type of al-
coverage and connectivity by better surviving unexpectsgtkn gorithms, nodes can independently sleep for some time hamd t
failures. Further, we demonstrate that the lifetime improent wake up to check whether it needs to participate in monigprin
of our schemes scales linearly with the deployment redurydaror routing at the moment. If not, it goes back to sleep agais- D
tributed wakeup strategies can better tolerate networkihjcs
. compared to fixed round-robin schedules, without assunfiag t
1 Introduction status of other nodes. However, one must carefully tune the d
ration of a node’s sleep interval for a long sleep intervayma
Recent advances in MEMS technology, and wireless commuead to loss of coverage or connectivity while a short sleep i
cation and networking, have enabled the development of rekrval may nullify the benefit of redundant deployment. Most
tively low-cost and capable wireless microsensors, thirggbr existing distributed wakeup schemes try to make the slegep-in
ing on a new class of applications involving event surveék vals uniformly small for all the sensor nodes in order to miilee
and date collection [6, 13, 9]. However, to deploy these temaetwork responsive to unexpected changes. Obliviousth su
sensing applications in large scale, there are still bartaover- simplistic scheme involves frequent wake-ups and stateskch
come. One significant barrier essentially boils down to #wt fing and can lead to excessive energy consumption.
that the lifetime of a sensor network is still too limited tnt- Instead of a context-oblivious wakeup method, we believe a
tion over a significant period of time. Extending networledif node should dynamically adapt its sleep interval based®ayh
time is challenging because these networks are built ouef vplication demands and the network conditions. As a redekps
short-lived sensor nodes. The lifetime of a sensor nodenis lintervals seen in the network exhibit diversities both sist
ited by its battery capacity, and, due to limitations of castl and temporally: spatial diversity meaning each node mag hav
size, the sensor hardware is rather unreliable. Additipnsén- distinct sleep interval based on parameters such as theigen
sor networks are often deployed in harsh environments dhd level, functionality, neighborhood density, and spatialximity
unattended after deployment, which further contributefrée to the event spot or routing paths; and temporal diversitgnme
quent node failures. ing a node will adopt different sleep intervals at differpotnts
Over the past few years, a considerable amount of researcits lifetime.
effort have been devoted to address this challenge, whish hanspired by the basic idea of two-dimensional adaptivity
fostered a family of heuristic-based strategies and amsaly®ADA), we propose two heuristicsatelliteandasynchronous
[2, 27, 26]. These strategies share the viewpoint that serete wake-up In satellite technique, one or more satellites are elected



to cover every active node, and they will stay alert by waking - ) - NATIY
up frequently. Whenever necessary, these satellites camreec WL l. )
active and join the network activity at little cost. As a ri¢su - JRS 7\ L. &% N '\}ff
the rest of the redundant nodes can sleep for a much longer pe- V
riod, leading to a substantial energy conservation. On thero amvas
hand, asynchronous wake-up lets every redundant node make a h N2y /\“’ [ } )
independent decision about its sleep interval based ondt | 2 a /.

perception of the network conditions.

In this paper, we present the basic framework and consideigure 1: The grid-based coverage model. The sensor field is
ations that are involved in deploying these two heuristd#& represented by a virtual grid, and each grid point must be cov
also discuss the detailed evaluation results using ns-@laior. ered by at least one active sensor node. A circle repregwts t
We compare the two techniques of DADA with existing strat@ansing range of the sensor node located at its center.
gies such as the one proposed in [2], and we have found out that
our schemes can improve the network lifetime by a factor®f 2.

while still providing a better network coverage and conivect senseq data be delivered back to the data sink. For instance,
ity. More importantly, we have shown that our schemes resultire_getection application in a forest may require its terapee

an almost linear improvement in network lifetime as the redusengors to send back their readings when the readings are abo
dancy degree increases, while existing schemes cannadwapr oo gegree. As a result, some of the active nodes that monitor
lifetime after the redundancy degree reaches certain.level e network field will become sources and start reportindats
The rest of the paper is organized as follows. Section 2 g§the corresponding sink(s). Once the source nodes statt se
scribes the specific system models and assumptions we hgy&jata, a continuous network connectivity must be guasht
made in our study. A brief summary of related work in corygain, we assume that a sensor node's radio/communication
serving energy in wireless ad-hoc network (including senst range is a circle with radiug, centered at itself.
work) is presented in Section 6. The details of the two prefos - gensor network deployments usually employ a large degree of
schemes are discussed in Section 4. The detailed evaluationeqyngancy. However, it is unnecessary for all the senstesio
sults are summarized in Section 5. Finally, Section 7 gities { stay active and participate in network operations siamsit
concluding marks and future direction. ously. Instead, at any instant, a sensor network shouldravg
a subset of active nodes, while others, referred to as reshind
nodes, can stay asleep (with their radio off) to conserveggne
2 Problem Setup and extend network lifetime. An active node, either monitor
ing the field or participating in routing, can be replacedanyl
Sensor networks can find a wide range of applications, suctttass associated with, one or more redundant nodes. In aix gri
habitat monitoring, fire detection, at-risk heart supeovisand based coverage model, suppose active rianevers grid points
highway traffic surveillance, to name just a few. Althougbhst G; = {i1, o, ..., i, }, Wheren is the number of grid pointscov-
applications significantly differ from each other, they mil- ers. Therefore, any redundant node that can cover a subset of
pose one fundamental requirement to the underlying nesyor; is considered to belong ts coverage redundant node set.
namely, the continuous provisioning of both coverage anmd c&imilarly, all the redundant nodes that are located withira-
nectivity. dio/communication range afform i's connectivity redundant
It is hard to adopt a uniform coverage model for the entir@de set. On the other hand, from the viewpoint of a redundant
spectrum of sensor applications, as different applicatltarac- node, it can belong to several active nodes’ redundant retde s
teristics and network configurations may have differentecov  In order to maximize network lifetime, we usually keep a min-
age requirements. For example, some applications onlyreeqimum set of active nodes within the network ([22, 10, 4, 11, 17
to monitor a few interesting spots in the field, while othemym 23]). Consequently, if any of the active nodes fails (eittiee
require to cover every inch of the network field. However, ta energy depletion or due to unexpected failures), the ortw
generic framework that can be used to capture the coveragemay experience a temporary loss of coverage or connectinity
guirements of a significant number of applications, reféte order to ensure a smooth recovery, as soon as an active node
asgrid-basedcoverage model, has been proposed by He in [26]jls, we should make one or more its redundant nodes awake so
illustrated in Figure 1. In this framework, the entire serfssld that the network operations can resume quickly. Since we may
is represented by a virtual grid, and each grid point mustve cneed more than one node to completely cover a sensor node’s
ered by at least one active sensor node. In Figure 1, a cis#aising range or communication range, we defires the re-
depicts the sensing range of the sensor node that is locgited @overy degree, and we try to wake kpedundant nodes when
center (with radius). By varying the grid size, we can model dian active node fails.
verse coverage requirements, ranging from a coarse-gwityul DADA's goal is to provide a continuous coverage/connettivi
coverage (corresponding to a large grid size) to a fine-gmaityy  for sensor networks, regardless of how often active nodgs fa
coverage (corresponding to a small grid size). In this paper while extending their lifetimes. Specifically, it addresgee fol-
use this coverage model to help explain the design detaildafing two challenges:
DADA, and further implement this coverage model in our simu-
lator to evaluate DADA's performance. DADA, however, is not e To makek redundant nodes awake after a failuseredun-
limited to this model, but it can work with other coverage ralsd dant node turns its radio off when in sleeping, and it is thus
(e.g., [27]) as well with minor modifications. impossible to “wake up” a sleeping node. DADA proposes
Under certain circumstances, these applications regh&e t  two heuristics that try to make sure we havawake redun-



Figure 2: If the current active sensing node fails, we maydnee Figure 3: Connectivity maintenance

at least three nodes to maintain the same coverage.

Now let us look at DADAs framework on how to make

. . . enough backup nodes awake upon failure. Every time when a
dant nodes when active nodes fail. At the same time, bofly;nqant node wakes up, it must inquire if there is an active

heéjrlsélcstals%try t(i mmﬂ"'ie tgefpe”(t)ﬁs_ of t"t'ne Wh%” t"%nsing node within its own sensing range. It needs to tempo-
reduncdant nodes stay awake betore their aclive nodes Qi 4 qiyst its transmission power so that it can broadaases-

_?erc]ausg_a considerable amount of energy will be consuragde \yithin the radius (instead of its radio rang®). Most of
It the radio Is on. the sensor radios can adjust their transmission power. rFor i

o To determine when redundant nodes need to become acfi{d1ce: an 802.11 card can do so by makingean call, and a
If a redundant node stays awake all the time, and keeps g_rkeley mote can change the transmission power by the state
tening to the channel, then it knows when it should beco ntccioo0Cont rol - set RFPower (char val ue) . After it sends out_ _
active on a real-time base. However, this method can 42§ duery message, if it does not receive any response within
fo an excessive energy consumption. Instead, redundaffme Period, it concludes that there is no active sensirigno
nodes should only periodically check whether they shouithin its range, and it will become awake.

become active or not. DADA proposes an effective frame-After & redundant node just wakes up, it will keep silent for
work for this purpose. a periodTy;.n¢, NOt responding to any subsequent query mes-

sages from other inquiring redundant nodes. The silendeger
In the following two sections, we discuss how DADA adensures that more than one redundant node can be made awake.
dresses these two challenges respectively. The set of redundant nodes that are awake are referred te as th
coverage backup set
In section 4, we present two techniques that enable timely

3 Contributions of DADA: Coverage formation of coverage backup set upon failures, at a lowgner
o o ' budget.
Connectivity, and Lifetime

In this section, we discuss how DADA can help maintain cove$—'2 Connectivity

age, maintain connectivity, and extend lifetime. Let us use the example illustrated in Figure 3 to explain how
DADA can maintain network connectivity in an energy-effitie
3.1 Coverage manner. In this example, we had a routing pAIBE? before

node B dies. As soon as B dies, DADA (1) wakes up one or

The necessity of extending network lifetime demands a miniore nodes which are within either A's or C’ radio range; and
mum set of nodes that stay active and perform either sensinga) selects appropriate ones from the awake nodes to maintai
forwarding duties. Once an active sensing node dies, we muinectivity.
wake up one or more redundant nodes to cover its sensingaarea (nlike in coverage maintenance where redundant nodes find
circle with radius- centered at the node itself), such that netwodut whether they need to become active in a proactive fashion
coverage can be maintained. In [4], Gao has shown that geniare, redundant nodes rely on the active routing nodes tfy not
range of any node can be covered by 3-5 nodes that are loc#ttedh. Specifically, in this example, A and C need to detect B's
within its sensing range. Figure 2 illustrates this idean¢te failure and try to wake up the redundant nodes. Between nodes
whenever an active nodedies, it is imperative for DADA to A and C, we claim that it is more difficult for C to detect B’slfai
make sure that: (1) at least 3-5 redundant nodes that aretbcare. First of all, many sensor applications do not requigeila
within i's sensing range are made awake, which bectsreov- periodic data reporting. Instead, they go through perioils w
erage backup set, and (2) a minimum set of nodes are chdsigh traffic volume and periods with low traffic volume, even
from the backup set to maintain coverage and others canrstagametimes periods during which there might be no traffic. As a
energy-saving mode. result, it is not straightforward for C to differentiate Bailure

Selecting proper nodes from the backup set is beyond thdorward due to failure from a pause in source reportingrin
scope of this paper. In fact, there has been a rich literdtody der to address this problem, [2] has proposed a detecti@mszh
[22, 10, 4, 11, 17, 23] that tries to address this problem. Thased on sequence numbers. However, we argue that if B dies,
goal of DADA is to make enough nodes available quickly in & may not hear anything, so sequence numbers do not help as
energy efficient way so that the “coverage calculation” gait well. Another possible way for C to detect is to probe B after i
easily select appropriate ones to continue the sensingAdige  has not heard from B for some time. This scheme ensures de-
the selection is performed, the extra active nodes can gotbactection, but the detection may not be timely because protzing
sleep. only start after some delay. On the other hand, A can eastly fin
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out whether B is functioning or not by observing the acknowl- G ° Qe o
°

edgments from B employed by the MAC layer protocol (it has '\o e © °

o [ ]
been pointed out in [21, 28] that acknowledgments are naogss '.O. ° '.O..._h °
for reliable delivery even in sensor networks). o -2 .\‘m..._'
As soon as A detects B's failure, A periodically broadcasts ° ® 90 ° °—¢0
“help” messages to its vicinity. The redundant nodes that ha ® o O e ® o O
pen to receive the help messages when they are awake will join (b) At time ¢, + 6, one of

the routing backup setFrom the nodes in this backup set, the (a) At time to, only four the active nodes dies. At

routing protocol can build a new route quickly. After the new odes are ac('zi’ve (includingthe same time, a néarby

route is established, the unused nodes can go back to sleep. V\{]he source and sink) sleeping node 'wakes up

would like to emphasize that making multiple redundant sode ' and joins the routing

awake is critical to connectivity provisioning because éynmot '

be possible to build a valid route from a single node, evernisf i Figure 4: An ideal sleep interval.

within B’s radio range. Referring to Figure 3, it is obviolmt

only those nodes that are within the intersection of radiyes

of Aand C can continue the routing alone; for nodes in other # ~ Adaptive Node Scheduling Techniques

gion (still within B’s radio range), we need more than oneeod

to build a new path. DADA has two over-arching goals: quick network recovery
Again, DADA can borrow ideas from existing routing techfrom random node failures, and prolonged network lifetirime.

niques to build a valid route. Much of the earlier work has imrder to achieve these two goals, our viewpoint is that weillsho

vestigated energy-efficient routing alternatives, sudhieected let redundant nodes sleep as much as possible when theytare no

Diffusion [8] and RAP [12], to name just a few. needed, while wake them up immediately upon node failures.
There are different ways of implementing this viewpoint] are
3.3 Lifetime propose two algorithms: satellite algorithm and asyncbusn

wakeup algorithm.
A sensor node can operate in various states. According 1o dif
ferent levels of energy consumption, we identify the folilogv :
four important states: (1) transmitting a message, (2)ivaae 4.1 Basic Idea
a message, (3) idling/listening, and (4) sleeping withaauff, first design issue is after a node becomes active, whether it
with p*™it preev | andpidle being the power level required by ashould stay on duty until it dies [27, 2], or several nodes.tho
node in states (1), (2) and (3) respectively. A sensor nod&ate take turns to perform the duty by time-slicing [26]. DADA &k
(4) has much less power consumptjeff<?, usually around 1% the former option because it incurs less configuration aah
of p™™i, as shown in [14, 18]. Sincg’*“? is negligible, we due to the change of participating active nodes. As an exam-
considen*“? as 0 in the rest of analysis. ple of configurational overhead, many routing protocolsiriee
A sensor node has an initial energy (in Joules). In this pe re-configured if the involved nodes change. These oveshea

study, we employ the linear battery model in which the bgttegan lead to periods that are not responsive.
is treated as linear bucket of energy [16]. If a sensor nodadp A redundant node alternates between sleeping periods and
times¢mi, ¢reev, gidle andtsieer in states (1), (2), (3) and (4)awake periods. When it is awake, it checks whether it should
respectively during its lifetimeT(), thenT = tl¢ + ™" + pecome active (Section 3). An active node will stay active un
tomit gsleer and B = it x ptmit 4 greev o preev 4 gidle 5ol it fails. A node’s sleep interval governs how often it vesk

idle, up, and it is thus the most important parameter in balancitg n

Lifetime of a sensor network is governed by the average &fork responsiveness and network lifetime. Figure 4 illasts

ergy consumption rate of the network. The average energy can ideal sleep interval for maintaining connectivity. We tsis
sumption rate«) is calculated as example to illustrate the philosophy for our waking up heuri
tics: a node should sleep shorter when it will be needed soon,
and sleep longer otherwise. The basic idea of DADA is that ev-
whereinp, denotes the average percentage of nodes that sfay awake redundant node estimates the likelihood thatlit wi
active at any timer, the average energy consumption rate fiye needed in the near future, and then adapt its sleep ihterva
an active node, and. the average energy consumption rate feiccordingly. As a result, the entire network should not adop
a redundant node. Usually we haxg > r,.. Among the three fixed sleep interval, nor a single distribution. Insteaduredant
factors,r, is decided solely by application behaviors such as eades should adapt their sleep intervals both spatiallytemd
quired data reporting rate and routing protocol. Instea®DB porally. We first briefly summarize the two proposed heuossti
can help reduce both, andr,., leading to a longer lifetime:  with respect to how they achieve adaptivity in these two dime

 DADA reducesp,. Whenever an active node dies, DAD ions, and then we present the details of the algorithmsean th
can wake up more than one redundant node, from which {[QoWing subsections:
can choose one to minimizg. e Spatial Adaptivity - sleep intervals exhibit spatial disity.

o DADA reducesr,. A redundant node goes through cycles  The two proposed heuristics use different approaches to
of sleeping, waking up, and listening before it becomes ac- achieving spatial diversity. In satellite scheme, evetjvac
tive. DADA can make redundant nodes wake up less often node selects a small number of “satellites” from the redun-

when they are not needed, thus resulting in a smajler dant nodes which will stay alert by frequently waking up.

T:paxra'i_(l_pa)xrra



Consequently, the rest of redundant nodes can sleep nidne satellites are there to guard against random node dailur
aggressively, and they wake up in a synchronous fashitfiran active node fails, its satellites can quickly deted fail-
Essentially, this heuristic partitions the entire set afure- ure and resume its functions. The redundant nodes that are no
dant nodes into small groups so that nodes within the sasatellites sleep for a long period of time, and then wake uipeat
group can cover each other and the active node(s), thussaime time.

lowing other groups to conserve more energy.

On the other hand, asynchronous wake-up scheme taked-ifetime Estimation Next, we look at how long the redundant
viewpoint that every redundant node should make an ind@des should sleep. Our viewpoint is that since the actide no
pendent decision based on its local conditions such as HeWguarded against by its satellites, then the redundargshcain
many redundant nodes an active one has. sleep for the remaining lifetime of the active node, which re
quires us to estimate a node’s remaining lifetime. Our estion

e Temporal Adaptivity - the same node may have differgfethod is based on the observation that physical phenonignon
sleep intervals at different points in its lifetime. usually a continuous function, so that the sensing ratesamd
During a node’s lifetime, it should adapt its sleep intesvafnunication rates are continuous as well. As a result, wehese t
based on the network configurations at different instan@/€rage communication rates over the past to predict thesfut
For example, if the nearby active node’s remaining energgmmunication rates. We would like to emphasize that our es-
is lower than a threshold, it should wake up more often. gjnation method is intended to provide a reference poinhéo t
employing temporal adaptivity, we can have more than ofgdundant nodes’ sleep time, so its accuracy is not required
awake redundant node when the active node dies, so thatUPPose a node has been active for tifiand it has sentv

the network can quickly resume its normal function. messages during that_ period.. Further suppose that it hassen
messages during lastime units. Then the estimated send rate

) _ in the nextT” period is calculated as
4.2 Satellite Algorithm N
-n

n
One intuitive way of providing smooth network cover- s'=(1-a)x T_¢ +ax 7 (1)
age/connecitivy is to have all the redundant nodes stay eveak
that they can join active nodes whenever they are needed. Wherea is a parameter which notifies the significance of the
obvious downside of this approach, however, is that the otw recent history to the future estimation.
lifetime will be significantly shortened because of the esdee  Suppose a node has remaining eneljyand its remaining
energy consumption for keeping all the nodes awake. To balafifetime is 7”. If that node spends all the remaining time idling,
these two aspects, instead, we can keep a subset of reduntientthe total energy consumption is:
nodes awake, and the rest of the redundant nodes can sleep for

a much longer period. Those redundant nodes that stay awake Eidle — pidle s 7 2)
act like “satellites” of the active nodes, and this algaritis thus
referred to asatellitealgorithm in this paper. At the same time, Equation 1 gives the estimated send rate

of that node. Since packet sizes in sensor networks arelysual
mall and fixed-sized [15], the corresponding energy copsum

Satellite Election First, let us look at how we select satellite . >
lon for sending can be calculated as:

from the redundant nodes. For the sake of simplicity, letars ¢
sider one active node. Specifically, that active noderhieslun-
dant nodes, from which we would like to chodseatellites. At
the beginning, we assume allredundant nodes are awake, al
each redundant node needs to register itself with the actide.
There are a wide range of criteria one can use to choose s
lites, different criteria suitable for different appli@ require-
ments and network configurations. To name just a few, thése
teria include: (1) the remaining energy of the satelliteidtide
greater than or comparable to that of the active node, soas t . .

sure that satellites survive the acti\(e nodes; (2) saielh'houIdO;Onggyogégnggr%g&ﬁrﬁg?geée%/%ngsanoudeengg’: we can calcufze
be able to replace the active node in terms of coverage and con

nectivity capability; and (3) satellites should not be tpatsally Ereev — preet s T x ty (4)
close to each other such that they will not fail at the same tim ’

due to attacks (either natural physical phenomena or attagk wheret, is the time to receive a packet.

malicious adversaries). Some criteria are easier to exathan  Since the node will spend a large fraction of its lifetimérig|
Others; for example, in order to examine (3), each node r‘mdgow traffic volume assumption), its total energy expen@ﬁs:
know its location. Some criteria even conflict with otherg. e

(2) and (3) in the above list. The point we would like to make E = pidle | gamit 4 precv (5)
here is that it is not DADA's job to come up with these criteria

but the applications should adopt appropriate ones comsgle As a result, the remaining lifetime of the routing node is:
its characteristics and what is available in the netword. (éo-

cation awareness). After the active node chodssatellites, it T E ©6)
informs them, and put the rest of the redundant nodes inépsle T opidle 4l Xty x ptMit 4 gl X £y x preev’

Emmit = pmmit s x T X t, 3)

rWhereto is the time involved in transmitting a packet. We should
r%jﬁerate that this study’s primary focus is to design epean-
L&tvation protocols when the traffic volume is relatively.lo
Equation 3 does not consider energy involved in retransmitt
Ebllided packets for this reason.

When traffic is relatively low, the incoming traffic rate is edju




Finally, the active node can set the sleep time:gE' (0 < T H TR
k1 < 1) wherek; is a tunable parameter. Wy - W, Y 6l 'y v
As described above, the current active node needs to col- | = | | 8 |
lect statistics such a&, N,t, andn to estimate its remaining (b) Wake ups are uniformly
lifetime. If it just became active, it should inherit thegatss- (a) Wake ups are CIUStered'spread out.

tics from the previous active node (for which it was a sasslli

Hence, the active node and its satellites should syncheanith Figure 5: Wake ups should be spread out rather than clustered

each other from time to time to share these states. In this example, active node A has three redundant nodes; B, C
and D.n = 3 andk = 1, and sleep interval i8A. (a) shows

Integration for Multiple Active Nodes In the above discus- that a clustered schedule cannot provide the upper bound of

sion, we assume that there is only one active node. Next, we

discuss how to integrate the schedules for all the activesiod
When we move from one active node scenario to multi

nodes, we need to address two issues. The first issue is wh L
two active nodes should share the same satellites or theydshq%a”;ated equally, and they all go to sleep and wake up period

have a disjoint set of satellites. As an example, let us censi : -
the following scenario: A and B are two active nodes, and%-rhe key parameter for asynchronous wakeup is the sleep in
a

ny active node failg; (i.e., safety degree) redundant nodes will
p%ﬁ\‘?awaken within &\ interval. Therefore, every redundant node

is a common redundant node for both of them. C became rval for each redundant node. Let us consider an example:
. h . . ive node A has redundant nodes, and we need to make sure
satellites attime 4. Attimetp (tg > ta), all of B's redundant th

eﬁ after A fails,k (out of n) nodes wake up withid\. In or-

nodes wake up and B needs to choose a new set of satellitea to have: wake ups withinA, we should let every node wake
B shares C with A, it can conserve more energy, but the disag- A '

vantage is that it can only provide a weak guarantee on n&tw Pa?\rqzryﬁmi)r;:aerr]\?l.hobg\rgosulgg' tlgirs{ n;?iﬂg‘rj] ngstﬁg?f e no<f:lees
recovery. Once C becomes active for A, B will lose one of i v '9 plong

satellites. Hence, in our algorithm, each active node shoave €1ghPors, and the resulted spatial diversity can helgesttie

its own k satellites. Although each active node must havé: itsbﬁ:a?ce igff,‘\’/"e\?vn nl?jt\llivlfr‘: Opr?]rartllonii a?dtﬁeml?rk :'fet'mA
satellites, one optimization technique we propose is taliet 2" POINt WE WOUIC IKE fo émphasiz€ 1S that this Sleepr

ferent active nodes share as many satellites as possibtesoltz ) IS very small, and it is only needed when the active node
we may have more thah redundant nodes awake when sondf@lls or is about to fail. If the redundant nodes employ such a

active node fails, leading to a quicker network recoverycrEasma" interval all the time, then it leads to an excessive nemof
satellite will thus have a primary active node, and possibly- /ake ups, and an enormous amount of energy will be consumed.
tiple secondary active nodes. Specifically, if we haveactive Instead, we should make redundant nodes wake up less often if

nodes, then the total number of satellites jgt, but each active € active node is unlikely to fail in the near future. Fortaree,
node may have more thansatellites. In order to implement'f A (the active node in our example) just became active, then

this optimization, every satellite should periodicallppe to see € chances are it can last for a reasonable amount times so it
whether it has more than one active node. If yes, it should r&gdundant nodes do not need to wake up this frequently. krord
ister itself with those active nodes, and make them its stayn [0 capture this behavior, we adopt a threshold-based scteme
active nodes. adapt the sleep intervals temporally. Our rationale is, ttet
The second issue we need to address is how to integrate sIEgpaining lifetime of a node is proportional to the remagnin
ing schedules for redundant nodes. A redundant node can /9y it has. We us€He,e,, to denote the threshold for re-

long to several active nodes at the same time. When a redun Ifﬂn% enhergyh Ilgthe reénaining en”ergyl of the acti\lle node is
node wakes up, if it can go back to sleep, all the associated Q¢ OW the threshold, we adopt a smaller sleep interval toagia

tive nodes should notify it with corresponding following kea €€ the network operation loss upper limit; otherwise, wepad

up times. Please note that only the one that expects the redulAr9er sllee||:> mtelrval to conslerve energy. More formally pu
dant node to wake up at this time re-calculates its sleejing t W€ ¢an calculate sleep intervals as

as mentioned above, and all the others just re-send thdai@du nA T
sleeping intervals. T={ ko e < Lhenergy ’
Finally, another optimization technique we can apply ig,tha == otherwise

instead of letting the satellites stay active all the time, ean . . .
make them sleep as well. On the other hand, however, th¥% rek; is a tunable parameter. All three parameters in this

nodes should sleep for short time and wake up very often. TR g()lyithm, 1.e.A, T Henergy, ﬁndkl' C""ln be easiLy tuned by the
way, we can further cut down the energy consumption afigPlications. Forinstance, those applications that wifiglime
lengthen the network lifetime. more than continuous coverage/connecitivy provisionirghy

choose a largé\, a smalll’He,ergy, and a largek; .

Although the basic idea is rather simple, we need to address a
4.3 Asynchronous Wakeup Algorithm few issues that are related with the implementation of tigie-a

rithm. The first issue is whether some level of coordinatien b

Instead of guaranteeing lossless network operations, - adyween the redundant nodes is needed, or a completely distdb
chronous wakeup algorithm takes a different approachtowal solution is enough. Figure 5 illustrates that while a progleep
to have periods during which network coverage or/and conngterval is important, how the wake ups are distributedrimetis
tivity is lost, but it guarantees an upper limit on the dwatof even more important. In both scenarios, the same sleewatter
these periods (denoted kY). Specifically, it ensures that, afteiis used 8A), but one schedule produces clustered wake ups, and



wow W wen  WeTams  werezns  woren aresult, C's next sleep intervalisz + 7y + 2 —wc. Sim-
l i i i i l l ilarly, D's next wake up time will be set asp + Tp + 211,
> and its next sleep interval will beg + Ty + % — wp.
T, T, Using this algorithm, the wake up times of B, C, and D are
round 1 round 2 evenly distributed.

Figure 6: Wake ups are made uniform in the second round. ~ In'Summary, repeating this simple algorithm can ensure that
every node wakes up uniformly within each round.

In the above algorithm, we deal with the situation when the
set of redundant nodes does not change. In reality, however,
redundant nodes may leave dynamically, and this is the secon
we need to address. For example, in Figure 6, if C leaves in
d 2(before its wake up time), then the gap between B'swak
nd D’s may be greater thax thus violating the upper limit
rantee. A node may leave the redundant node set for two
ons: (1) it fails; or (2) it becomes active. In the case of

it fails to deliver the promised coverage/connectivityslopper

limit (Figure 5(a)). Instead, the other schedule producesly

distributed wake ups, and it meets the requirement (Fig{lg.5
Itis hard for the redundant nodes themselves to coordihaie t
wake ups because they are not aware of each other’s sch.ed[ﬁ)é'g
In addition, the set of redundant nodes may change over tiffte
because these nodes may fail or become active. Therefor?:a

completely distributed algorithm is not a viable altermatiln- : .
steag Weyneed to imposge centralized coordination bet\nk&aen(?)’ we do_ not ne_ed to modify the allgonthm because that node
' p be active during emergency so it can help anyway. In the

redundant nodes, and the best candidate to perform this c@’é ; . : .
R ' ; - g se of (1), we can tailor the algorithm suitably by taking th
dination is the corresponding active node. In this lighergv remaining energy of redundant nodes into consideratiora If

active node should address the follawing questions: redundant node’s remaining energy is below a certain tiotdsh

we can adopt a smaller sleep interval tﬁ%h to minimize the
likelihood of the violation.

Every active node maintains a redundant node table. Th&he third issue is that a redundant node may belong to more
table has three field$D which denotes the redundant nodthan one active node. As an example, a redundant node B may
ID, W45+ Which denotes the last wake up time stamp of thiaé associated with two active nodes: A and E. Every time when
redundant node, andl’,...; which denotes the next wake uB wakes up, both A and E will compare the current time stamp
time of that redundant node. Every time when a redunddnt,....) with the correspondiny/,,..; field in its redundant node.
node wakes up, it registers itself with the correspondiBuppose that th&,,..; field in A's table is greater thaty.,,
active node(s). If it is a new member, a new row will bthen A will not update its table, but simply sefld,,¢..: — teurr
created in the table; otherwise, its time stamps will be ugs the next sleep interval to B. At the same time, E will find
dated. If the redundant node’s sleep interval’jghen the that itsW,,.,; field is the same as.,..., and it will calculate the
active node can hear from all of its redundant nodes withiext wake up time for B as mentioned above, update the table
T. Consequently, if a redundant node is not heard for a @ecording, and send the new sleep interval to B. Conseguent!
riod of ¢T', the active node assumes it has left and eragseceives two sleep intervals from both active nodes every t

it from the table, where is a tunable parameter which cait wakes up, and it sleeps according to the smaller value.

have a small value.

¢ How many redundant nodes does it have?

e How to uniformly spread out the wake ups? 5 Simulation Results

To simply the explanation, we use the example scenario il- _ )
lustrated in Figure 5, i.e., active node A has three redund¥¥¢ have conducted numerous experiments to validate and eval

nodes B, C and D. Using the same example, our algoritiate th(_e proposed heuristics. In this section, we repodtlddt

is illustrated in Figure 6. A employs the concept of “roundsimulation results.

to make the wake ups uniformly spread out. From its re-

dundant node table, A chooses the one with the smallestglzl_ Node Failure Model

(B in our example), and the wake up of B marks the bé-

ginning of a new round. At the beginning of roundA |t is a challenging task to smoothly construct a new set af@ct
determines B’s sleep interval in the NEXT rouid 1 us- nodes from the redundant nodes because these redundast node
ing the algorithm described above. In Figure 6, time stamfay be sleeping when the current active node fails. It is made
wp marks the beginning of round 1, affd is determined even more challenging by the fact that failures are no loager

at the same time. In round 1, however, B’s sleep intertception with sensor nodes. Sensor nodes are likely toedie b
is Ty, which was determined in the earlier round. Then Bfgre they run out of limited battery power ([7, 27, 2]) sintet
next wake up is atvp + Tp, and its subsequent wake up isensor hardware is not reliable and the physical envirohimen
atwp + Tp + T1. Our algorithm makes sure that C and Which they are deployed is harsh. In this paper, we use node
wake up afterw g, but beforews + Ty in round 1. Without failure to denote that a node dies before its battery is drained
loss of generality, we assume that C wakes up@tD at out. A good node scheduling algorithm must survive frequent
wp, andwp < we < wp < wp + Tp. When C wakes node failures. The characteristics of failure distribngidave a

up, A will recordwc in the field of W, in the redundant significant impact on the network behavior. In other domains
node table, and set its next wake up timewas+ T, + L. researchers have been using the real failure trace to draie t
This way we ensure that C’s next wake upisin rouné 2. Atudies, but such data is not yet made available to us in tisose



applications. As a result, we use two synthetic failure nwae 5.3 Simulation Environment

this paper to investigate whether our schemes can survive va . . .
ous failure scenarios. We have implemented the two DADA heuristics using the ns-2

simulator.
* Aging Failure Model Sensor Node Configuration We select sensor node parameters
Failures on other computing platforms such as clusterssifilar to those of Berkeley Motes [1]. Node radio range ig115
PC boxes have been studied for decades, and it has Hgendo not differentiate radio range and interference ramges
shown that a node that has run for a significant period pdiper). Sensing range is also 15m. The transmission, fengpt
time is more likely to fail than those that have run for &lle, and sleep power consumptions are 60mwW, 12mWw, 12mw,
short time frame [5] due to the wear-out effects on tland O respectively. Initial energy is randomly chosen frdid 4
hardware. Inspired by this observation, we come up witt 60J, but sinks have infinite amount of energy. We employ 1
the aging failure model. Suppose that a sensor node stdtps IEEE 802.11 as MAC layer protocol. For the catastrophic
with an initial energyF, and thatEl, amount of energy still event failure model (Section 5.1), the mean catastrophéntev
remains when it dies due to hardware reasons. The ratiter-arrival time is 5000 seconds (which is approximatziyal
x = % thus indicates how soon a node dies before its b#t-a sensor node’s life time).
tery runs out, and we call this tHailure rate of that node.
In this model,z is a random variable uniformly distributedTopology. We simulate &0 x 50m? field, and the size is fixed
between 0 andyu, wherey is the average failure rate. Weacross all the simulations.
can adjust the value ¢f to obtain different network failure
rates.

.......................

e Catastrophic Event Failure Model

While the aging failure model captures failures due to the
hardware wear-out effect (especially when the hardware is
unreliable), the catastrophic event failure model capture
failures caused by external events, such as sudden tempera-
ture increase, high degree of humidity, lightning, flooding
etc. We propose to use two parameters to model the occur-
rences of the external catastrophic events. The first param-
eter is the mean time between catastrophic events, which Figure 7: Coverage
follows an exponential distribution with mean of XXX sec-

onds. The second parameter is the percentage of the nodggestigating what regions should be covered is beyond the
that are affected by a particular event, no matter wheth@iope of this paper. In order to test the efficiency of DADA in
it is awake or sleeping. We use the random variable maintaining continuous coverage, we simply partition éveser
represent this percentage, ants called the systerfailure  fie|d into 6 regions, illustrated by the circles in Figure Adave
rate, uniformly distributed between 0, aritlk, wherep is  \ant to make sure there is at least one active sensing nokiiewit
the average failure rate. each circle.
In order to test DADA' efficiency of extending lifetime whil
. maintaining a high connectivity level, we use the follow
5.2 Performance Metrics scenarios:g(l) si%gle source a¥1d single sink (S-TOPO mg);hor
where the source is randomly chosen from one of the 6 sensing
circles; and (2) multiple source and multiple sink (M-TOROD i
short), where all the 6 sensing circles are reporting thetia do
L o the 3 sinks which are uniformly distributed within the netiwo
* Network Lifetime. A sensor network is alive when thergie|q. For each scenario, we vary the traffic pattern, number o
exists a routing path from the source to the sink node. Ofjgjes, and node failure rates. We compare our schemes with
hopes the average network lifetime scales with the NURSCENT [2], which employs a fixed sleep interval for all the
ber of nodes deployed, and degrades gracefully with th&jundant nodes. We also compare these energy-aware scheme
increasing failure rates. with the scenario where all the deployed nodes are kepteactiv
) ) . which is referred to aBASICscheme in this paper.
e Average Event Delivery Ratia The average event deliv-
ery ratio measures the connectivity maintenance of the ngbuting Protocol. We use Directed Diffusion [8] as our routing

sages) that are received by the sink to the number of distigk 36 bytes. DADA is placed directly above the MAC layer, and
events (messages) that are sent by the source node(s). pelow the routing layer.

In this paper, we use the following metrics to evaluate dfe
energy conservation protocols:

e Average Coverage Recovery This metric measures howTraffic Pattern. In order to model realistic network settings and
quickly the redundant nodes can become awake afterconstrate that our heuristics can be applicable to morerige
active sensing node fails. The smaller the recovery timgations, we use both constant bit rate (CBR) and variaible
the better network coverage is maintained. rate (VBR) sources. A CBR source sends a packet every 5 sec-



onds. Again, we would like to emphasize that examining the
interference between DADA and congestion is part of ourriutu < |
work. The packet inter-arrival time of a VBR source follow an
exponential distribution with the mean of 5 seconds. We pur: |
posefully choose exponential distribution for its highisace. :

onds x 10%)

1

Network Lifetime (sect

Network Lift

Algorithm Parameters. For all four schemes except BASIC,

data delivery ratio is calculated every 50 seconds. For ASGE T e ’
the sleep interval is 200 seconds, test period 50 seconds, a@®) Aging - node count = (b) Catastrophic event -
passive interval 70 seconds [2]. For asynchronous wakéhap, 100 node count = 100

lifetime threshold (' Hy; erime) i1s 350 seconds, and the maxiz. . . . i
mum tolerable conneciivity I0ss period) (s 70 seconds. Figure 9: The impact of node failure rates. S-TOPO topology,

CBR source.

5.4 Energy Conservation lifetime has been studied, and the results are providedgn Fi

In this section, we compare the efficiency and scalabilitthef ures 9(a) and (b).
energy conservation capability of four schemes (BASIC, AS-
CENT, satellite, and asynchronous wake-up).

onds x 10%)
onds x 10%)

D T W w W

” Y (a) Catastrophic event -(b) Catastrophic event -
° LI T 0 E P failure rate = 0.15, M- failure rate = 0.15, S-

(a) Aging - failure rate = (b) Catastrophic event - TOPO, CBR TOPO, VBR

0.15 failure rate = 0.15

Network Lifetime (sec
Network Lifetime (sec

Figure 10: Network lifetime with other scenarios.
Figure 8: Efficiency and scalability of energy conservati@a
TOPO topology, CBR source. Both BASIC and ASCENT are expected to have a constant
network lifetime regardless of the failure rate. BASIC keafi
Figures 8(a) and (b) compare the four schemes in termsifig nodes active, so it has a great level of redundancy to tole
energy conservation efficiency and scalability. In thisofetx- ate a large number of node failures. ASCENT employs a fixed
periments, we use S-TOPO topology and CBR sources. sleep interval throughout the eXGCUtiOI’.], so that the faihzmte
BASIC is not a viable approach. BASIC provides the shortedges not affect its performance. More importantly, we firet th
network lifetime, and its network lifetime does not scalehwi DADA heuristics are very robust as well against the unexgubct
the redundancy degree because every sensor node is active failure rates, although they employ a more aggressive sigep
ASCENT improves network lifetime significantly comparefnethod. This is due to the fact that both heuristics guaesthite
to BASIC. However, since it uses a simplistic fixed sleeprie active nodes are backed up by some awake redundant nodes as
for every sensor node, its improvement cannot scale beyd@d gdiscussed in Section4. ) )
nodes. Our simulation results confirm the analysis giver2jn [ I order to test our heuristics under different networkisgs,
the lifetime improvement factor is limited by the ratio ofethwe vary the topology and the traffic pattern. Sample resuéts a
sleep interval and the passive interval when these inwmsad Provided in Figures 10(a) and (b). The two proposed schemes
fixed. In our experiments’ s|eep and passive intervals abe gd)OW similar performance CompaTEd to the results showneabov
and 70 seconds respectively, which gives the theoretigaéup(Where we use S-TOPO and CBR).
bound of 2.8. The gap between this upper bound and the actual
observed value (2.6) comes from the failures. i
The two heuristics of DADA, on the other hand, significantlg'5 Connectivity
prolong the network lifetime. More importantly, both schesn Network connectivity provisioning is measured by the agera
scale well (close to linear) with redundancy level, esdbcfar event delivery ratio. Figures 11(a) and (b) present theltesu
asynchronous wake-up. At node count 200, under both failuvigh an increasing deployment redundancy.
models, asynchronous wake-up can improve the lifetime by as expected, BASIC provides the best delivery ratio among
factor of 7.5 compared to BASIC, and a factor of 2.9 compartitem all because every node is active, except that its agerag
to ASCENT. event delivery ratio degrades significantly as the node mumb
Unreliable hardware and harsh environments have increaseteases due to network resource contention. On the oéimek; h
the possibility for a sensor node to die before its battery ASCENT has the worst connectivity due to the fixed sleep-inter
drained out. Schemes that take these dynamics into coasideals.
tion can maintain a desirable connectivity and a short nétwo We have showed that DADA heuristics can significantly im-
recovery time. The impact of node failure rates on netwopkove the network lifetime, and we are glad to point out tiahs



up also can maintain good connectivity even under high fail-
ure rates. The only situation where we observe a degradiation
when satellite heuristic is used with aging failure model.aWh
aging failure model is used, active nodes and satellitegs aav
higher chance to fail since they have a higher load. However,
this can be addressed by increasing the number of satellites
addition, we would like to point out that even under degriaaat
satellite provides a better connectivity than ASCENT.

A similar trend is observed when we use different network
topology (M-TOPO) and traffic pattern (VBR), as shown in Fig-

Figure 11: The impact of redundancy level on network connd#€ 13.
tivity. S-TOPO topology, CBR sources.

0 50 100 150 200
#of Nodes

(a) Aging - failure rate = (b) Catastrophic event -
0.15 failure rate = 0.15

5.6 Coverage

significant gain in network lifetime is achieved with a ma@i We have conducted experiments to study the efficiency of-sate
degradation of the event delivery ratio compared to BASIfte and asynchronous wake up in providing continuous ngkwo
Asynchronous wake-up can provide more than 85% delivery saverage. We are not intending to define the set of activesiode
tio with catastrophic failure model, and above 80% undenggithat can cover the entire sensor field; instead, once thedgsno
model. With catastrophic failure model, the delivery radio are identified we can guarantee the same spots will be centinu
Satellite scheme is above 90% at node count 100. ously monitored even after the initial set of active nodes d@he
Finally, we would like to point out that failure models haveesign of both satellite and asynchronous wake up ensuaes th
different impacts on the performance. For instance, $t&elmultiple redundant nodes are awake when node failures occur
scheme works better with catastrophic event model than witle have looked at the gap between active sensing node failure
aging model in terms of event delivery ratio because therdatand redundant nodes wake up, which is referred tooasrage
makes the active nodes and satellites more susceptiblélto facovery timeand the average coverage recovery time is neg-
ures. (This can be addressed by increasing the number &f séitgble with satellite heuristic since the satellite nodeake up
lites an active node can have.) very frequently. The average coverage recovery time wign-as
chronous wake up is always less than

6 Related Work

Energy vs. Coverage Energy-efficient approaches to main-
taining network coverage have been extensively studie®,[7,
19, 27]. LEACH [7] forms clusters and rotates cluster leader
() Aging - node count = (b) Catastro;oaﬁic event - to balance the energy consumption betwee.n cluster members.
100 node count = 100 SPAN [3] turns off those nodes that do not improve coverage.

In [19], Tian proposes to select redundant nodes by comgarin
Figure 12: The impact of node failure rates on network conn&@ch other’s sensing range, and then to turn off the redtindan
tivity. S-TOPO topology, CBR source. nodes to conserve energy. In order to avoid blind spots, ukey

a backoff based scheme.

PEAS [27] assumes that every node has already obtained the
knowledge about who are redundant to itself. PEAS attempts
to ensure only one node stays active from any sensing range.
Redundant nodes thus alternate between sleeping and wake up
After a redundant node wakes up, it sends out a probing messag
asking if there is any active node. If it receives the respotigen
it will go back to sleep. Otherwise, it will become activeustes
reliable protocols to ensure that these probing messadiasowi
get lost.

In [26], a round-robin like schedule is proposed among all
the redundant nodes so that every node knows when it should
become active and how long it should stay active. Such a fixed
schedule is efficient for scenarios with low network dynasmic

Failure Rate Failur

(@) Catast;gahic event -(b) Catastrophic event -
failure rate = 0.15, M- failure rate = 0.15, S-
TOPO, CBR TOPO, VBR

Figure 13: Network connectivity with other scenarios.

Energy vs. Connectivity A number of energy-aware connec-
Figure 12 presents the network connectivity when the falivity provisioning techniques have been proposed. GAH [25
ure rates increase. For the reasons we have mentioned in Beaposes to identify the nodes that are equivalent in terins o
tion 5.4, event delivery ratios of BASIC and ASCENT will notouting functionality, and then turn them off to conservemgy
change when node failure rates increase. Asynchronous wakbout interfering with connectivity. In AFECA [24], a siphe

10



adaptive scheme is used to determine the node sleep intefMaé other heuristic requires every redundant node to malee in

Every redundant node counts how many neighbors it has g@eesdent decisions.

then adapts its sleep interval based on that count. A rediindaWe evaluate our schemes using various network topologies

node can count its active neighbors by listening to the packed traffic scenarios. From our results, we see that our sehem

delivery after it wakes up. can simultaneously improve network lifetime, while mainta
ASCENT [2] shares the same goal with GAF, and it also coimg coverage and connectivity. The lifetime improvement ex

siders the mechanisms for the sleeping nodes to turn baakdnlabits a near-linear increase when the deployment redwydan

join the routing when necessary. These nodes will wake up péncreases and this improvement can survive high node &slur

odically. When they are awake, they test the local link quéljt When compared to ASCENT, our schemes can extend the life-

observing the packet delivery ratio; if the observed padkéiv- time by a factor of 2.9. In addition, the two schemes can main-

ery ratio is below a certain threshold and the number of actiain better network connectivity compared to ASCENT.

neighbors is low, the node will become active. In order not to

degrade connectivity significantly, sleeping nodes neegatice

up relatively frequently. In addition, a fixed sleep intdigaused References
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