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Information Retrieval on the Web ���
- a brief intro to page rank	



(Based on lecture material by Prof. Weiyi Meng)	
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PageRank	


To combat term spam, Google introduced two innovations:  
 
1.  PageRank was used to simulate where Web surfers, starting at a 

random page, would tend to congregate if they followed 
randomly chosen outlinks from the page at which they were 
currently located, and this process were allowed to iterate many 
times. Pages that would have a large number of surfers were 
considered more “important” than pages that would rarely be 
visited. Google prefers important pages to unimportant pages 
when deciding which pages to show first in response to a search 
query.  

 
2.  The content of a page was judged not only by the terms 

appearing on that page, but by the terms used in or near the links 
to that page. Note that while it is easy for a spammer to add false 
terms to a page they control, they cannot as easily get false 
terms added to the pages that link to their own page, if they do 
not control those pages. 
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Note: for computational simplicity, sometimes we initialize all page ranks to be 1	
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M is the transition matrix of the Web Graph	
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But, will the ranks R converge? 
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Computing PageRank (cont’d)	



If the ranks converge, i.e., there is a rank vector R such that 	


           R = M × R, 	


i.e. R is the eigenvector of matrix M with eigenvalue being 1.	


	


	


	


	


Convergence is guaranteed only if	


•  M is aperiodic (i.e. the Web graph is not a big cycle). This is 

practically guaranteed for Web.	


•  M is irreducible (i.e. the Web graph is strongly connected). 

This is usually not true.	



Principal eigen value for	



A stochastic matrix is 1	
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Note: R = M’ x R , where M’ = d M + (1 – d) K , 	


and K is the Reset Matrix with all entries being 1/N.	


	



Notice M’ is stochastic except when Web Graph has sinks.	
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Computing PageRank (cont’d)	



	


      M*= d (M + Z) + (1 – d) K                   	


•  M* is irreducible.	


•  M* is stochastic, the sum of all entries of each 

column is 1 and there are no negative entries.	



Therefore, if M is replaced by M* as in	


                      Ri = M* × Ri-1	


 then the convergence is guaranteed	



(Sink Elimination Matrix)	


Z will have all 1/N for 	


columns of sink pages,	


and 0 otherwise	



(Reset Matrix) 	


K can have 1/N	


for all entries (default)	



For Web Graphs with Sinks:	
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Computing PageRank (cont’d)	


Example: Suppose the Web graph is:	


	


	


	


	


	


                                 	


	


	


	


	

 	

 	

 	

 	

M  = 	



A	

 B	



C	


D	



0   0   0   ½	


0   0   0   ½ 	


1   1   0    0	


0   0   1    0	



A	


B	


C	


D	



A   B  C   D	
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Computing PageRank (cont’d)	


Example (continued): Suppose d = 0.8. All entries in Z are 0 and 

all entries in K are ¼.	


	


	


	


	

 	

M* = 0.8 (M+Z) + 0.2 K =	



	


Compute rank by iterating	


           R := M* x R 	



0.05   0.05   0.05  0.45	


0.05   0.05   0.05  0.45 	


0.85   0.85   0.05  0.05	


0.05   0.05   0.85  0.05	



MATLAB says:	


R(A)=.338 (.176)	


R(B)=.338  (.176)	


R(C)=.6367 (.332)	


R(D)=.6052 (.315)	



A B

C
D

Eigen decomposition gives the *unit* 
vector.. To get the “probabilities” just 
normalize by dividing every number by the 
sum of  the entries..	
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