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Preface

This text provides a broad and applications-oriented introduction to electromagnetic waves and antennas. Current interest in these areas is driven by the growth in wireless and fiber-optic communications, information technology, and materials science.

Communications, antenna, radar, and microwave engineers must deal with the generation, transmission, and reception of electromagnetic waves. Device engineers working on ever-smaller integrated circuits and at ever higher frequencies must take into account wave propagation effects at the chip and circuit-board levels. Communication and computer network engineers routinely use waveguiding systems, such as transmission lines and optical fibers. Novel recent developments in materials, such as photonic bandgap structures, omnidirectional dielectric mirrors, birefringent multilayer films, surface plasmons, negative-index metamaterials, slow and fast light, promise a revolution in the control and manipulation of light and other applications. These are just some examples of topics discussed in this book. The text is organized around three main topic areas:

- The propagation, reflection, and transmission of plane waves, and the analysis and design of multilayer films.
- Waveguiding systems, including metallic, dielectric, and surface waveguides, transmission lines, impedance matching, and $S$-parameters.
- Linear and aperture antennas, scalar and vector diffraction theory, plane-wave spectrum, Fourier optics, superdirectivity and superresolution concepts, antenna array design, numerical methods in antennas, and coupled antennas.

The text emphasizes connections to other subjects. For example, the mathematical techniques for analyzing wave propagation in multilayer structures and the design of multilayer optical filters are the same as those used in digital signal processing, such as the lattice structures of linear prediction, the analysis and synthesis of speech, and geophysical signal processing. Similarly, antenna array design is related to the problem of spectral analysis of sinusoids and to digital filter design, and Butler beams are equivalent to the FFT.

Use

The book is appropriate for first-year graduate or senior undergraduate students. There is enough material in the book for a two-semester course sequence. The book can also be used by practicing engineers and scientists who want a quick review that covers most of the basic concepts and includes many application examples.

The book is based on lecture notes for a first-year graduate course on “Electromagnetic Waves and Radiation” that I have been teaching at Rutgers for more than twenty years. The course draws students from a variety of fields, such as solid-state devices, wireless communications, fiber optics, biomedical engineering, and digital signal and array processing. Undergraduate seniors have also attended the graduate course successfully.

The book requires a prerequisite course on electromagnetics, typically offered at the junior year. Such introductory course is usually followed by a senior-level elective course on electromagnetic waves, which covers propagation, reflection, and transmission of waves, waveguides, transmission lines, and perhaps some antennas. This book may be used in such elective courses with the appropriate selection of chapters.

At the graduate level, there is usually an introductory course that covers waves, guides, lines, and antennas, and this is followed by more specialized courses on antenna design, microwave systems and devices, optical fibers, and numerical techniques in electromagnetics. No single book can possibly cover all of the advanced courses. This book may be used as a text in the initial course, and as a supplementary text in the specialized courses.

Contents and Highlights

Chapters 1–8 develop waves concepts and applications, progressing from Maxwell equations, to uniform plane waves in various media, such as lossless and lossy dielectrics and conductors, birefringent and chiral media, including negative-index media, to reflection and transmission problems at normal and oblique incidence, including reflection from moving boundaries and the Doppler effect, to multilayer structures and polarizers.

Also discussed are pulse propagation in dispersive media, group and front velocities, causality, group velocity dispersion, spreading and chirping, dispersion compensation, slow, fast, and negative group velocity, an introduction to chirp radar and pulse compression, as well as, ray tracing and atmospheric refraction, inhomogeneous waves, total internal reflection, surface plasmon resonance, Snel’s law and perfect lenses in negative-index media.

Chapters 9–10 deal with metallic waveguides, dielectric waveguides and optical fibers, and plasmonic surface waveguides, including Sommerfeld and Goubau lines in which there is renewed interest for THz applications.

Chapters 11–13 are on transmission lines, microstrip and coaxial lines, terminated lines, standing wave ratio and the Smith chart, and examples of time-domain transient response of lines, coupled lines and crosstalk, and coupled mode theory and fiber Bragg gratings, as well impedance matching methods, which include multisection transformers, quarter-wavelength transformers with series or shunt stubs, single, double, and triple stub tuners, as well as $L$-section and $II$-section reactive matching networks.

Chapter 14 presents an introduction to $S$-parameters with a discussion of input and output reflection coefficients, two-port stability conditions, transducer, operating, and available power gains, power waves, simultaneous conjugate matching, noise figure cir-
The appendix includes summaries of physical constants, electromagnetic frequency bands, vector identities, integral theorems, Green's functions, coordinate systems, Fresnel integrals, sine and cosine integrals, stationary-phase approximation, Gauss-Legendre quadrature, tanh-sinh double-exponential quadrature, an extensive review of prolate spheroidal wave functions including MATLAB functions for their computation, Lorentz transformations, and a detailed list of the book's MATLAB functions.

Finally, there is a large (but inevitably incomplete) list of references, arranged by topic area, that we hope could serve as a starting point for further study.

**MATLAB Toolbox**

The text makes extensive use of MATLAB. We have developed an “Electromagnetic Waves & Antennas” toolbox containing about 200 MATLAB functions for carrying out all of the computations and simulation examples in the text. Code segments illustrating the usage of these functions are found throughout the book, and serve as a user manual.

Our MATLAB-based numerical solutions are not meant to replace sophisticated commercial field solvers. The study of numerical methods in electromagnetics is a subject in itself and our treatment does not do justice to it.

The inclusion of numerical methods was motivated by the desire to provide the reader with some simple tools for self-study and experimentation. We felt that it would be useful and fun to be able to quickly carry out the computations illustrating various waves and antenna applications, and have included enough MATLAB code in each example (but skipping all figure annotations) that would enable the reader to reproduce the results. The functions may be grouped into the following categories:

1. Design and analysis of multilayer film structures, including antireflection coatings, polarizers, omnidirectional mirrors, narrow-band transmission filters, surface plasmon resonance, and birefringent multilayer films.
2. Design of quarter-wavelength impedance transformers and other impedance matching methods, such as Chebyshev transformers, dual-band transformers, stub matching and L-, II- and T-section reactive matching networks.
3. Design and analysis of transmission lines and waveguides, such as microstrip lines, dielectric slab guides, plasmonic waveguides, Sommerfeld wire, and Goubau lines.
4. S-parameter functions for gain computations, Smith chart generation, stability, gain, and noise-figure circles, simultaneous conjugate matching, and microwave amplifier design.
5. Functions for the computation of directivities and gain patterns of linear antennas, such as dipole, vee, rhombic, and traveling-wave antennas, including functions for the input impedance of dipoles.
6. Aperture antenna functions for open-ended waveguides, and horn antenna design.
7. Functions for diffraction calculations, such as diffraction integrals, and knife-edge diffraction coefficients, Talbot effect, Bethe-Bouwkamp model.
8. One- and two-dimensional apodizer design for continuous aperture distributions, optimum prolate apodizers, Taylor’s one-parameter and n-bar one-dimensional distributions, and their two-dimensional versions.


11. Several functions for making azimuthal and polar plots of antenna and array gain patterns.

12. There are also several MATLAB movies showing pulse propagation in dispersive media illustrating slow, fast, and negative group velocity; the propagation of step signals and pulses on terminated transmission lines; the propagation on cascaded lines; step signals getting reflected from reactive terminations; fault location by TDR; crosstalk signals propagating on coupled lines; and the time-evolution of the field lines radiated by a Hertzian dipole.

The MATLAB functions as well as other information about the book may be downloaded from the book’s web page:

http://www.ece.rutgers.edu/~orfanidi/ewa
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1. Maxwell’s Equations

Maxwell’s equations describe all (classical) electromagnetic phenomena:

\[ \nabla \times E = -\frac{\partial B}{\partial t} \]
\[ \nabla \times H = J + \frac{\partial D}{\partial t} \]
\[ \nabla \cdot D = \rho \]
\[ \nabla \cdot B = 0 \]

(Maxwell’s equations) \hspace{1cm} (1.1.1)

The first is Faraday’s law of induction, the second is Ampère’s law as amended by Maxwell to include the displacement current \( \frac{\partial D}{\partial t} \), the third and fourth are Gauss’ laws for the electric and magnetic fields.

The displacement current term \( \frac{\partial D}{\partial t} \) in Ampère’s law is essential in predicting the existence of propagating electromagnetic waves. Its role in establishing charge conservation is discussed in Sec. 1.7.

Eqs. (1.1.1) are in SI units. The quantities \( E \) and \( H \) are the electric and magnetic field intensities and are measured in units of [volt/m] and [ampere/m], respectively. The quantities \( D \) and \( B \) are the electric and magnetic flux densities and are in units of [coulomb/m²] and [weber/m²], or [tesla]. \( D \) is also called the electric displacement, and \( B \), the magnetic induction.

The quantities \( \rho \) and \( J \) are the volume charge density and electric current density (charge flux) of any external charges (that is, not including any induced polarization charges and currents.) They are measured in units of [coulomb/m³] and [ampere/m²]. The right-hand side of the fourth equation is zero because there are no magnetic monopole charges. Eqs. (1.3.17)-(1.3.19) display the induced polarization terms explicitly.

The charge and current densities \( \rho \) and \( J \) may be thought of as the sources of the electromagnetic fields. For wave propagation problems, these densities are localized in space; for example, they are restricted to flow on an antenna. The generated electric and magnetic fields are radiated away from these sources and can propagate to large distances to the receiving antennas. Away from the sources, that is, in source-free regions of space, Maxwell’s equations take the simpler form:

\[ \nabla \times E = -\frac{\partial B}{\partial t} \]
\[ \nabla \times H = \frac{\partial D}{\partial t} \]
\[ \nabla \cdot D = 0 \]
\[ \nabla \cdot B = 0 \]

(source-free Maxwell’s equations) \hspace{1cm} (1.1.2)

The qualitative mechanism by which Maxwell’s equations give rise to propagating electromagnetic fields is shown in the figure below.

For example, a time-varying current \( J \) on a linear antenna generates a circulating and time-varying magnetic field \( H \), which through Faraday’s law generates a circulating electric field \( E \), which through Ampère’s law generates a magnetic field, and so on. The cross-linked electric and magnetic fields propagate away from the current source. A more precise discussion of the fields radiated by a localized current distribution is given in Chap. 15.

1.2 Lorentz Force

The force on a charge \( q \) moving with velocity \( \mathbf{v} \) in the presence of an electric and magnetic field \( \mathbf{E}, \mathbf{B} \) is called the Lorentz force and is given by:

\[ \mathbf{F} = q (\mathbf{E} + \mathbf{v} \times \mathbf{B}) \] \hspace{1cm} (Lorentz force) \hspace{1cm} (1.2.1)

Newton’s equation of motion is (for non-relativistic speeds):

\[ m \frac{d\mathbf{v}}{dt} = \mathbf{F} = q (\mathbf{E} + \mathbf{v} \times \mathbf{B}) \] \hspace{1cm} (1.2.2)

where \( m \) is the mass of the charge. The force \( \mathbf{F} \) will increase the kinetic energy of the charge at a rate that is equal to the rate of work done by the Lorentz force on the charge, that is, \( \mathbf{v} \cdot \mathbf{F} \). Indeed, the time-derivative of the kinetic energy is:

\[ W_{\text{kin}} = \frac{1}{2} m \mathbf{v} \cdot \mathbf{v} = \frac{dW_{\text{kin}}}{dt} = m \mathbf{v} \cdot \frac{d\mathbf{v}}{dt} = \mathbf{v} \cdot \mathbf{F} = q \mathbf{v} \cdot \mathbf{E} \] \hspace{1cm} (1.2.3)

We note that only the electric force contributes to the increase of the kinetic energy—the magnetic force remains perpendicular to \( \mathbf{v} \), that is, \( \mathbf{v} \cdot (\mathbf{v} \times \mathbf{B}) = 0 \).
1.3 Constitute Relations

Volume charge and current distributions \( \rho, J \) are also subjected to forces in the presence of fields. The Lorentz force per unit volume acting on \( \rho, J \) is given by:

\[
f = \rho E + J \times B \quad \text{(Lorentz force per unit volume)}
\]

where \( f \) is measured in units of [newton/m\(^3\)]. If \( J \) arises from the motion of charges within the distribution \( \rho \), then \( J = \rho \mathbf{v} \) (as explained in Sec. 1.6.) In this case,

\[
f = \rho (E + \mathbf{v} \times B) \quad \text{(1.2.5)}
\]

By analogy with Eq. (1.2.3), the quantity \( \mathbf{v} \cdot \mathbf{f} \) is the power per unit volume arising from the motion of charges, that is, the power expended by (or lost from) the fields and converted into kinetic energy of the charges, or heat. It has units of [watts/m\(^3\)]. We will denote it by:

\[
dP_{\text{loss}} = J \cdot E \quad \text{(ohmic power losses per unit volume)}
\]

(1.2.6)

In Sec. 1.8, we discuss its role in the conservation of energy. We will find that electromagnetic energy flowing into a region will partially increase the stored energy in that region and partially dissipate into heat according to Eq. (1.2.6).

1.3 Constitutive Relations

The electric and magnetic flux densities \( D, B \) are related to the field intensities \( E, H \) via the so-called constitutive relations, whose precise form depends on the material in which the fields exist. In vacuum, they take their simplest form:

\[
\begin{align*}
D &= \varepsilon_0 E \\
B &= \mu_0 H
\end{align*}
\]

(1.3.1)

where \( \varepsilon_0, \mu_0 \) are the permittivity and permeability of vacuum, with numerical values:

\[
\begin{align*}
\varepsilon_0 &= 8.854 \times 10^{-12} \text{ farad/m} \\
\mu_0 &= 4\pi \times 10^{-7} \text{ henry/m}
\end{align*}
\]

(1.3.2)

The units for \( \varepsilon_0 \) and \( \mu_0 \) are the units of the ratios \( D/E \) and \( B/H \), that is,

\[
\begin{align*}
\text{coulomb/m}^2 &= \text{coulomb / volt \cdot m} = \text{farad/m} \\
\text{weber/m}^2 &= \text{weber / ampere \cdot m} = \text{henry/m}
\end{align*}
\]

From the two quantities \( \varepsilon_0, \mu_0 \), we can define two other physical constants, namely, the speed of light and the characteristic impedance of vacuum:

\[
\begin{align*}
\varepsilon_0 &= \frac{1}{\sqrt{\mu_0 \varepsilon_0}} = 3 \times 10^8 \text{ m/sec} \\
\eta_0 &= \sqrt{\frac{\mu_0}{\varepsilon_0}} = 377 \text{ ohm}
\end{align*}
\]

(1.3.3)

The next simplest form of the constitutive relations is for simple homogeneous isotropic dielectric and for magnetic materials:

\[
\begin{align*}
D &= \varepsilon E \\
B &= \mu H
\end{align*}
\]

(1.3.4)

These are typically valid at low frequencies. The permittivity \( \varepsilon \) and permeability \( \mu \) are related to the electric and magnetic polarization properties of the material. For example, we have for the electric flux density:

\[
D = \varepsilon E = \varepsilon_0 (1 + \chi) E = \varepsilon_0 E + \varepsilon_0 \chi E = \varepsilon_0 E + P
\]

(1.3.6)

where the quantity \( P = \varepsilon_0 \chi E \) represents the dielectric polarization of the material, that is, the average electric dipole moment per unit volume. In a magnetic material, we have

\[
B = \mu_0 (H + M) = \mu_0 (H + \chi_m H) = \mu_0 (1 + \chi_m) H = \mu H
\]

(1.3.7)

where \( M = \chi_m H \) is the magnetization, that is, the average magnetic moment per unit volume. The speed of light in the material and the characteristic impedance are:

\[
\begin{align*}
c &= \frac{1}{\sqrt{\mu \varepsilon}} \\
\eta &= \frac{\mu_0}{n}
\end{align*}
\]

(1.3.8)

The relative permittivity, permeability and refractive index of a material are defined by:

\[
\begin{align*}
\varepsilon_{\text{rel}} &= \frac{\varepsilon}{\varepsilon_0} = 1 + \chi, \\
\mu_{\text{rel}} &= \frac{\mu}{\mu_0} = 1 + \chi_m, \\
n &= \sqrt{\varepsilon_{\text{rel}} \mu_{\text{rel}}}
\end{align*}
\]

(1.3.9)

so that \( n^2 = \varepsilon_{\text{rel}} \mu_{\text{rel}} \). Using the definition of Eq. (1.3.8), we may relate the speed of light and impedance of the material to the corresponding vacuum values:

\[
\begin{align*}
\frac{c}{n} &= \frac{1}{\sqrt{\mu_0 \varepsilon_0 \varepsilon_{\text{rel}} \mu_{\text{rel}}}} = \frac{\varepsilon_0}{\sqrt{\varepsilon_{\text{rel}} \mu_{\text{rel}}}} = \frac{\varepsilon_0}{n} \\
\frac{\mu_0}{\varepsilon_0} &= \frac{\mu_{\text{rel}}}{\varepsilon_{\text{rel}}} = \frac{\eta_0}{\varepsilon_0} = \eta_0 \frac{n}{\varepsilon_{\text{rel}}}
\end{align*}
\]

(1.3.10)

For a non-magnetic material, we have \( \mu = \mu_0 \), or, \( \mu_{\text{rel}} = 1 \), and the impedance becomes simply \( \eta = \eta_0 / n \), a relationship that we will use extensively in this book.

More generally, constitutive relations may be inhomogeneous, anisotropic, nonlinear, frequency dependent (dispersive), or all of the above. In inhomogeneous materials, the permittivity \( \varepsilon \) depends on the location within the material:

\[
D(r, t) = \varepsilon(r) E(r, t)
\]
1.3. Constitutive Relations

In anisotropic materials, the constitutive relations may be written component-wise in matrix (or tensor) form:

\[
\begin{bmatrix}
D_x \\
D_y \\
D_z
\end{bmatrix} =
\begin{bmatrix}
\epsilon_{xx} & \epsilon_{xy} & \epsilon_{xz} \\
\epsilon_{yx} & \epsilon_{yy} & \epsilon_{yz} \\
\epsilon_{zx} & \epsilon_{zy} & \epsilon_{zz}
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix}
\] (1.3.11)

Anisotropy is an inherent property of the atomic/molecular structure of the dielectric. It may also be caused by the application of external fields. For example, conductors and plasmas in the presence of a constant magnetic field—such as the ionosphere in the presence of the Earth’s magnetic field—become anisotropic (see for example, Problem 1.10 on the Hall effect.)

In nonlinear materials, \( \epsilon \) may depend on the magnitude of the applied electric field \( E \). In particular, the frequencies \( \omega_i \pm \omega_j \) will cause the appearance of new frequencies which may be viewed as crosstalk among the original channels. For example, if the system carries frequencies \( \omega_i, i = 1,2,\ldots \), then the presence of a cubic nonlinearity \( E^3 \) will cause the appearance of the frequencies \( \omega_i \pm \omega_j \pm \omega_k \). In particular, the frequencies \( \omega_i \pm \omega_j - \omega_k \) are most likely to be confused as crosstalk because of the close spacing of the carrier frequencies.

Materials with a frequency-dependent dielectric constant \( \epsilon(\omega) \) are referred to as dispersive. The frequency dependence comes about because when a time-varying electric field is applied, the polarization response of the material cannot be instantaneous. Such dynamic response can be described by the convolutional (and causal) constitutive relationship:

\[
D(r,t) = \int_{-\infty}^{t} \epsilon(t - t') E(r,t') \, dt'
\] (1.3.13)

which becomes multiplicative in the frequency domain:

\[
D(r,\omega) = \epsilon(\omega) E(r,\omega)
\] (1.3.14)

All materials are, in fact, dispersive. However, \( \epsilon(\omega) \) typically exhibits strong dependence on \( \omega \) only for certain frequencies. For example, water at optical frequencies has refractive index \( n = \sqrt{\epsilon_{\text{water}}} = 1.33 \), but at RF down to dc, it has \( n = 9 \).

In Sections 1.10–1.15, we discuss simple models of \( \epsilon(\omega) \) for dielectrics, conductors, and plasmas, and clarify the nature of Ohm’s law:

\[
J = \sigma E \quad \text{(Ohm’s law)}
\] (1.3.15)

In Sec. 1.17, we discuss the Kramers-Kronig dispersion relations, which are a direct consequence of the causality of the time-domain dielectric response function \( \epsilon(t) \). One major consequence of material dispersion is pulse spreading, that is, the progressive widening of a pulse as it propagates through such a material. This effect limits the data rate at which pulses can be transmitted. There are other types of dispersion, such as intermodal dispersion in which several modes may propagate simultaneously, or waveguide dispersion introduced by the confining walls of a waveguide.

There exist materials that are both nonlinear and dispersive that support certain types of non-linear waves called solitons, in which the spreading effect of dispersion is exactly canceled by the nonlinearity. Therefore, soliton pulses maintain their shape as they propagate in such media [1417,919,917].

More complicated forms of constitutive relationships arise in chiral and gyrotropic media and are discussed in Chap. 4. The more general bi-isotropic and bi-anisotropic media are discussed in [30,96]; see also [57].

In Eqs. (1.1.1), the densities \( \rho, J \) represent the external or free charge densities and currents in a material medium. The induced polarization \( P \) and magnetization \( M \) may be made explicit in Maxwell’s equations by using the constitutive relations:

\[
D = \epsilon(\omega) E + P, \quad B = \mu(\omega) H + M
\] (1.3.16)

Inserting these in Eq. (1.1.1), for example, by writing \( \nabla \times B = \mu_0 \nabla \times (H + M) = \mu_0 (J + D \times M) = \mu_0 (\epsilon_0 E + J + P + \nabla \times M) \), we may express Maxwell’s equations in terms of the fields \( E \) and \( B \):

\[
\nabla \times E = -\frac{\partial B}{\partial t}
\]
\[
\nabla \times B = \mu_0 \frac{\partial E}{\partial t} + \mu_0 [J + \frac{\partial P}{\partial t} + \nabla \times M]
\] (1.17)
\[
\nabla \cdot E = \frac{1}{\epsilon_0} (\rho - \nabla \cdot P)
\]
\[
\nabla \cdot B = 0
\]

We identify the current and charge densities due to the polarization of the material as:

\[
J_{\text{pol}} = \frac{\partial P}{\partial t}, \quad \rho_{\text{pol}} = -\nabla \cdot P \quad \text{(polarization densities)}
\] (1.3.18)

Similarly, the quantity \( J_{\text{mag}} = \nabla \times M \) may be identified as the magnetization current density (note that \( \rho_{\text{mag}} = 0 \)). The total current and charge densities are:

\[
J_{\text{tot}} = J + J_{\text{pol}} + J_{\text{mag}} = J + \frac{\partial P}{\partial t} + \nabla \times M
\]
\[
\rho_{\text{tot}} = \rho + \rho_{\text{pol}} = \rho - \nabla \cdot P
\] (1.3.19)
and may be thought of as the sources of the fields in Eq. (1.3.17). In Sec. 15.6, we examine this interpretation further and show how it leads to the Ewald-Oseen extinction theorem and to a microscopic explanation of the origin of the refractive index.

### 1.4 Negative Index Media

Maxwell’s equations do not preclude the possibility that one or both of the quantities $\epsilon, \mu$ be negative. For example, plasmas below their plasma frequency, and metals up to optical frequencies, have $\epsilon < 0$ and $\mu > 0$, with interesting applications such as surface plasmons (see Sec. 8.5).

Isotropic media with $\mu < 0$ and $\epsilon > 0$ are more difficult to come by [168], although examples of such media have been fabricated [396].

Negative-index media, also known as left-handed media, have $\epsilon, \mu$ that are simultaneously negative, $\epsilon < 0$ and $\mu < 0$. Veselago [391] was the first to study their unusual electromagnetic properties, such as having a negative index of refraction and the reversal of Snell’s law.

The novel properties of such media and their potential applications have generated a lot of research interest [391–473]. Examples of such media, termed “metamaterials,” have been constructed using periodic arrays of wires and split-ring resonators, [397] and by transmission line elements [430–432,452,465], and have been shown to exhibit the properties predicted by Veselago.

When $\epsilon_{\text{rel}} < 0$ and $\mu_{\text{rel}} < 0$, the refractive index, $n^2 = \epsilon_{\text{rel}}\mu_{\text{rel}}$, must be defined by the negative square root $n = -\sqrt{\epsilon_{\text{rel}}\mu_{\text{rel}}}$. Because then $n < 0$ and $\mu_{\text{rel}} < 0$ will imply that the characteristic impedance of the medium $\eta = \sqrt{\mu_{\text{rel}}}n$ will be positive, which as we will see later implies that the energy flux of a wave is in the same direction as the direction of propagation. We discuss such media in Sections 2.13, 7.16, and 8.6.

### 1.5 Boundary Conditions

The boundary conditions for the electromagnetic fields across material boundaries are given below:

$$
\begin{align*}
E_{1t} - E_{2t} &= 0, \\
H_{1t} - H_{2t} &= J_s \times \hat{n}, \\
D_{1n} - D_{2n} &= \rho_s, \\
B_{1n} - B_{2n} &= 0.
\end{align*}
$$

(1.5.1)

where $\hat{n}$ is a unit vector normal to the boundary pointing from medium-2 into medium-1. The quantities $\rho_s, J_s$ are any external surface charge and surface current densities on the boundary surface and are measured in units of [coulomb/m²] and [ampere/m].

In words, the tangential components of the $E$-field are continuous across the interface; the difference of the tangential components of the $H$-field are equal to the surface current density; the difference of the normal components of the flux density $D$ are equal to the surface charge density; and the normal components of the magnetic flux density $B$ are continuous.

The $D_s$ boundary condition may also be written a form that brings out the dependence on the polarization surface charges:

$$(\epsilon_0 E_{1n} + P_{1n}) - (\epsilon_0 E_{2n} + P_{2n}) = \rho_s \Rightarrow \epsilon_0 (E_{1n} - E_{2n}) = \rho_s - P_{1n} + P_{2n} = \rho_{s,\text{tot}}$$

The total surface charge density will be $\rho_{s,\text{tot}} = \rho_s + \rho_{s,\text{pol}} + \rho_{2s,\text{pol}}$, where the surface charge density of polarization charges accumulating at the surface of a dielectric is seen to be $\rho_s$ is purely tangential:

$$\rho_{s,\text{pol}} = P_n = \hat{n} \cdot P \quad (1.5.2)$$

The relative directions of the field vectors are shown in Fig. 1.5.1. Each vector may be decomposed as the sum of a part tangential to the surface and a part perpendicular to it, that is,

$$E = \hat{n} \times (E \times \hat{n}) + \hat{n} (\hat{n} \cdot E) = E_t + E_n$$

(1.5.3)

we identify these two parts as:

$$E_t = \hat{n} \times (E \times \hat{n}), \quad E_n = \hat{n} (\hat{n} \cdot E) = \hat{n} E_n$$

Fig. 1.5.1 Field directions at boundary.

Using these results, we can write the first two boundary conditions in the following vectorial forms, where the second form is obtained by taking the cross product of the first with $\hat{n}$ and noting that $J_s$ is purely tangential:

$$\hat{n} \times (E_1 \times \hat{n}) - \hat{n} \times (E_2 \times \hat{n}) = 0 \quad \text{or} \quad \hat{n} \times (E_1 - E_2) = 0$$

(1.5.4)

The boundary conditions (1.5.1) can be derived from the integrated form of Maxwell’s equations if we make some additional regularity assumptions about the fields at the interfaces.
In many interface problems, there are no externally applied surface charges or currents on the boundary. In such cases, the boundary conditions may be stated as:

\[
\begin{align*}
E_{1t} &= E_{2t} \\
H_{1t} &= H_{2t} \\
D_{1n} &= D_{2n} \\
B_{1n} &= B_{2n}
\end{align*}
\]

(source-free boundary conditions) \((1.5.5)\)

### 1.6 Currents, Fluxes, and Conservation Laws

The electric current density \(J\) is an example of a flux vector representing the flow of the electric charge. The concept of flux is more general and applies to any quantity that flows.\(^1\) It could, for example, apply to energy flux, momentum flux (which translates into pressure force), mass flux, and so on.

In general, the flux of a quantity \(Q\) is defined as the amount of the quantity that flows (perpendicularly) through a unit surface in unit time. Thus, if the amount \(\Delta Q\) flows through the surface \(\Delta S\) in time \(\Delta t\), then:

\[
J = \frac{\Delta Q}{\Delta S \Delta t} \quad (\text{definition of flux}) \quad (1.6.1)
\]

When the flowing quantity \(Q\) is the electric charge, the amount of current through the surface \(\Delta S\) will be \(\Delta I = \Delta Q/\Delta t\), and therefore, we can write \(J = \Delta I/\Delta S\), with units of \([\text{ampere/m}^2]\).

The flux is a vectorial quantity whose direction points in the direction of flow. There is a fundamental relationship that relates the flux vector \(J\) to the transport velocity \(v\) and the volume density \(\rho\) of the flowing quantity:

\[
J = \rho v
\]

(1.6.2)

This can be derived with the help of Fig. 1.6.1. Consider a surface \(\Delta S\) oriented perpendicularly to the flow velocity. In time \(\Delta t\), the entire amount of the quantity contained in the cylindrical volume of height \(v\Delta t\) will manage to flow through \(\Delta S\). This amount is equal to the density of the material times the cylindrical volume \(\Delta V = \Delta S (v \Delta t)\), that is, \(\Delta Q = \rho \Delta V = \rho \Delta S v \Delta t\). Thus, by definition:

\[
J = \frac{\Delta Q}{\Delta S \Delta t} = \frac{\rho \Delta S v \Delta t}{\Delta S \Delta t} = \rho v
\]

When \(J\) represents electric current density, we will see in Sec. 1.12 that Eq. (1.6.2) implies Ohm’s law \(J = \sigma E\). When the vector \(J\) represents the energy flux of a propagating electromagnetic wave and \(\rho\) the corresponding energy per unit volume, then because the speed of propagation is the velocity of light, we expect that Eq. (1.6.2) will take the form:

\[
J_{\text{en}} = c \rho_{\text{en}}
\]

(1.6.3)

\(^1\)In this sense, the terms electric and magnetic “flux densities” for the quantities \(D, B\) are somewhat of a misnomer because they do not represent anything that flows.

Similarly, when \(J\) represents momentum flux, we expect to have \(J_{\text{mom}} = c \rho_{\text{mom}}\). Momentum flux is defined as \(J_{\text{mom}} = \Delta p/(\Delta S \Delta t) = \Delta F/\Delta S\), where \(p\) denotes momentum and \(\Delta F = \Delta p/\Delta t\) the rate of change of momentum, or the force, exerted on the surface \(\Delta S\). Thus, \(J_{\text{mom}}\) represents force per unit area, or pressure.

Electromagnetic waves incident on material surfaces exert pressure (known as radiation pressure), which can be calculated from the momentum flux vector. It can be shown that the momentum flux is numerically equal to the energy density of a wave, that is, \(J_{\text{mom}} = \rho_{\text{en}}\), which implies that \(\rho_{\text{en}} = \rho_{\text{mom}}c\). This is consistent with the theory of relativity, which states that the energy-momentum relationship for a photon is \(E = pc\).

### 1.7 Charge Conservation

Maxwell added the displacement current term to Ampère’s law in order to guarantee charge conservation. Indeed, taking the divergence of both sides of Ampère’s law and using Gauss’s law \(\nabla \cdot D = \rho\), we get:

\[
\nabla \cdot \nabla \times H = \nabla \cdot J + \frac{\partial D}{\partial t} = \nabla \cdot J + \frac{\partial}{\partial t} \nabla \cdot D = \nabla \cdot J + \frac{\partial \rho}{\partial t}
\]

Using the vector identity \(\nabla \cdot \nabla \times H = 0\), we obtain the differential form of the charge conservation law:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot J = 0 \quad (\text{charge conservation}) \quad (1.7.1)
\]

Integrating both sides over a closed volume \(V\) surrounded by the surface \(S\), as shown in Fig. 1.7.1, and using the divergence theorem, we obtain the integrated form of Eq. (1.7.1):

\[
\oint_S J \cdot dS = - \frac{d}{dt} \int_V \rho \, dV
\]

(1.7.2)

The left-hand side represents the total amount of charge flowing outwards through the surface \(S\) per unit time. The right-hand side represents the amount by which the charge is decreasing inside the volume \(V\) per unit time. In other words, charge does not disappear into (or created out of) nothingness—it decreases in a region of space only because it flows into other regions.

Another consequence of Eq. (1.7.1) is that in good conductors, there cannot be any accumulated volume charge. Any such charge will quickly move to the conductor’s surface and distribute itself such that to make the surface into an equipotential surface.
1.8. Energy Flux and Energy Conservation

Fig. 1.7.1 Flux outwards through surface.

Assuming that inside the conductor we have \( D = \epsilon E \) and \( J = \sigma E \), we obtain

\[
\nabla \cdot J = \sigma \nabla \cdot E = \frac{\sigma}{\epsilon} \nabla \cdot D = \frac{\sigma}{\epsilon} \rho
\]

with solution:

\[
\rho(r, t) = \rho_0(r) e^{-\sigma t/\epsilon}
\]

where \( \rho_0(r) \) is the initial volume charge distribution. The solution shows that the volume charge disappears from inside and therefore it must accumulate on the surface of the conductor. For example, in copper,

\[
\tau_{\text{rel}} = \frac{\epsilon}{\sigma} = 8.85 \times 10^{-12} \text{s} = 1.6 \times 10^{-19} \text{sec}
\]

By contrast, \( \tau_{\text{rel}} \) is of the order of days in a good dielectric. For good conductors, the above argument is not quite correct because it is based on the steady-state version of Ohm’s law, \( J = \sigma E \), which must be modified to take into account the transient dynamics of the conduction charges.

It turns out that the relaxation time \( \tau_{\text{rel}} \) is of the order of the collision time, which is typically \( 10^{-14} \) sec. We discuss this further in Sec. 1.13. See also Refs. [147–150].

1.8 Energy Flux and Energy Conservation

Because energy can be converted into different forms, the corresponding conservation equation (1.7.1) should have a non-zero term in the right-hand side corresponding to the rate by which energy is being lost from the fields into other forms, such as heat. Thus, we expect Eq. (1.7.1) to have the form:

\[
\frac{\partial \rho_{\text{en}}}{\partial t} + \nabla \cdot J_{\text{en}} = \text{rate of energy loss}
\]  

(1.8.1)

Assuming the ordinary constitutive relations \( D = \epsilon E \) and \( B = \mu H \), the quantities \( \rho_{\text{en}}, J_{\text{en}} \) describing the energy density and energy flux of the fields are defined as follows, where we introduce a change in notation:

\[
\rho_{\text{en}} = w = \frac{1}{2} \epsilon |E|^2 + \frac{1}{2} \mu |H|^2 = \text{energy per unit volume}
\]

\[
J_{\text{en}} = \mathbf{P} = E \times H = \text{energy flux or Poynting vector}
\]

where \( |E|^2 = E \cdot E \). The quantities \( w \) and \( \mathbf{P} \) are measured in units of \([\text{joule/m}^3]\) and \([\text{watt/m}^2]\). Using the identity \( \nabla \cdot (E \times H) = H \cdot \nabla \times E - E \cdot \nabla \times H \), we find:

\[
\frac{\partial w}{\partial t} + \nabla \cdot \mathbf{P} = \epsilon \frac{\partial E}{\partial t} \cdot E + \mu \frac{\partial H}{\partial t} \cdot H + \nabla \cdot (E \times H)
\]

\[
= \frac{\partial D}{\partial t} \cdot E + \frac{\partial B}{\partial t} \cdot H + H \cdot \nabla \times E - E \cdot \nabla \times H
\]

\[
= (\frac{\partial D}{\partial t} - \nabla \times H) \cdot E + \left( \frac{\partial B}{\partial t} + \nabla \times E \right) \cdot H
\]

Using Ampère’s and Faraday’s laws, the right-hand side becomes:

\[
\frac{\partial w}{\partial t} + \nabla \cdot \mathbf{P} = -J \cdot E
\]  

(energy conservation)  

(1.8.3)

As we discussed in Eq. (1.2.6), the quantity \( J \cdot E \) represents the ohmic losses, that is, the power per unit volume lost into heat from the fields. The integrated form of Eq. (1.8.3) is as follows, relative to the volume and surface of Fig. 1.7.1:

\[
- \int_V \mathbf{P} \cdot d\mathbf{S} = \int_V w \, d\mathbf{V} + \int_S J \cdot d\mathbf{V}
\]  

(1.8.4)

It states that the total power entering a volume \( V \) through the surface \( S \) goes partially into increasing the field energy stored inside \( V \) and partially is lost into heat.

Example 1.8.1: Energy concepts can be used to derive the usual circuit formulas for capacitance, inductance, and resistance. Consider, for example, an ordinary plate capacitor with plates of area \( A \) separated by a distance \( l \), and filled with a dielectric \( \epsilon \). The voltage between the plates is related to the electric field between the plates via \( V = EL \).

The energy density of the electric field between the plates is \( w = \epsilon E^2/2 \). Multiplying this by the volume between the plates, \( A \cdot l \), will give the total energy stored in the capacitor. Equating this to the circuit expression \( CV^2/2 \), will yield the capacitance \( C \):

\[
W = \frac{1}{2} \epsilon E^2 \cdot A l = \frac{1}{2} \epsilon CV^2 = \frac{1}{2} \epsilon E^2 l^2 \quad \Rightarrow \quad C = \frac{A}{l}
\]

Next, consider a solenoid with \( n \) turns wound around a cylindrical iron core of length \( l \), cross-sectional area \( A \), and permeability \( \mu \). The current through the solenoid wire is \( I = n l \), which energy is being lost from the fields into other forms, such as heat.

If \( n \) is a good dielectric. The voltage between the plates is related to the magnetic field in the core through Ampère’s law \( HI = n l \).

The energy density of the magnetic field in the core is \( F = \mu H^2/2 \). Multiplying this by the volume between the plates, \( A \cdot l \), will give the total energy stored in the core. Equating this to the circuit expression \( LV^2/2 \), will yield the inductance \( L \):

\[
W = \frac{1}{2} \mu H^2 \cdot A l = \frac{1}{2} L I^2 = \frac{1}{2} \mu H^2 l^2 \quad \Rightarrow \quad L = n^2 \mu A / l
\]

Finally, consider a resistor of length \( l \), cross-sectional area \( A \), and conductivity \( \sigma \). The voltage drop across the resistor is related to the electric field along it via \( V = EL \). The
current is assumed to be uniformly distributed over the cross-section $A$ and will have density $J = \sigma E$.

The power dissipated into heat per unit volume is $P = j\varepsilon |E|^2$. Multiplying this by the resistor volume $A l$ and equating it to the circuit expression $V^2/R = RI^2$ will give:

$$\left(J \cdot E\right)(Al) = \sigma E^2(Al) = \frac{V^2}{R} = \frac{E^2 l^2}{R} \implies R = \frac{1}{\sigma} A l$$

The same circuit expressions can, of course, be derived more directly using $Q = CV$, the magnetic flux $\Phi = LI$, and $V = RI$.

Conservation laws may also be derived for the momentum carried by electromagnetic fields [41,1293]. It can be shown (see Problem 1.6) that the momentum per unit volume carried by the fields is given by:

$$\mathbf{G} = \mathbf{D} \times \mathbf{B} = \frac{1}{c^2} \mathbf{E} \times \mathbf{H} = \frac{1}{c^2} \mathbf{P}$$

(momentum density) \hspace{1cm} (1.8.5)

where we set $\mathbf{D} = \varepsilon \mathbf{E}$, $\mathbf{B} = \mu \mathbf{H}$, and $c = 1/\sqrt{\varepsilon \mu}$. The quantity $J_{\text{mean}} = c \mathbf{G} = \mathbf{P}/c$ will represent momentum flux, or pressure, if the fields are incident on a surface.

### 1.9 Harmonic Time Dependence

Maxwell’s equations simplify considerably in the case of harmonic time dependence. Through the inverse Fourier transform, general solutions of Maxwell’s equation can be built as linear combinations of single-frequency solutions:

$$E(r,t) = \int_{-\infty}^{\infty} E(r,\omega) e^{j\omega t} \frac{d\omega}{2\pi}$$

Thus, we assume that all fields have a time dependence $e^{j\omega t}$:

$$E(r,t) = E(r)e^{j\omega t} \quad H(r,t) = H(r)e^{j\omega t}$$

where the phasor amplitudes $E(r)$, $H(r)$ are complex-valued. Replacing time derivatives by $\partial_t \rightarrow j\omega$, we may rewrite Eq. (1.1.1) in the form:

$$\nabla \times \mathbf{E} = -j\omega \mathbf{B} \quad \nabla \times \mathbf{H} = \mathbf{J} + j\omega \mathbf{D} \quad \nabla \cdot \mathbf{D} = \rho \quad \nabla \cdot \mathbf{B} = 0$$

(Maxwell’s equations) \hspace{1cm} (1.9.2)

In this book, we will consider the solutions of Eqs. (1.9.2) in three different contexts: (a) uniform plane waves propagating in dielectrics, conductors, and birefringent media, (b) guided waves propagating in hollow waveguides, transmission lines, and optical fibers, and (c) propagating waves generated by antennas and apertures.

---

1The $e^{j\omega t}$ convention is used in the engineering literature, and $e^{-j\omega t}$ in the physics literature. One can pass from one convention to the other by making the formal substitution $j \rightarrow -i$ in all the equations.

Next, we review some conventions regarding phasors and time averages. A real-valued sinusoid has the complex phasor representation:

$$A(t) = |A| \cos(\omega t + \vartheta) \quad \Leftrightarrow \quad A(t) = Ae^{j\omega t}$$

where $A = |A|e^{j\vartheta}$. Thus, we have $A(t) = \Re[A(t)] = \Re[\text{Re}[Ae^{j\omega t}]]$. The time averages of the quantities $A(t)$ and $\dot{A}(t)$ over one period $T = 2\pi/\omega$ are zero.

The time average of the product of two harmonic quantities $A(t) = \Re[\text{Re}[Ae^{j\omega t}]]$ and $B(t) = \Re[\text{Re}[Be^{j\omega t}]]$ with phasors $A, B$ is given by (see Problem 1.4):

$$\langle A(t)B(t) \rangle = \frac{1}{T} \int_{0}^{T} A(t)B(t) \, dt = \frac{1}{2} \Re[AB^*]$$

In particular, the mean-square value is given by:

$$\langle A^2(t) \rangle = \frac{1}{T} \int_{0}^{T} A^2(t) \, dt = \frac{1}{2} \Re[AA^*] = \frac{1}{2} |A|^2$$

Some interesting time averages in electromagnetic wave problems are the time averages of the energy density, the Poynting vector (energy flux), and the ohmic power losses per unit volume. Using the definition (1.8.2) and the result (1.9.4), we have for these time averages:

$$w = \frac{1}{2} \Re \left[ \frac{1}{2} \mathbf{E} \cdot \mathbf{E}^* + \frac{1}{2} \mu \mathbf{H} \cdot \mathbf{H}^* \right]$$

(energy density)

$$\mathbf{P} = \frac{1}{2} \Re \left[ \mathbf{E} \times \mathbf{H}^* \right]$$

(Poynting vector)

$$\frac{dP_{\text{loss}}}{dV} = \frac{1}{2} \Re \left[ J_\text{tot} \cdot \mathbf{E}^* \right]$$

(ohmic losses)

where $J_\text{tot} = \mathbf{J} + j\omega \mathbf{D}$ is the total current in the right-hand side of Ampère’s law and accounts for both conducting and dielectric losses. The time-averaged version of Poynting’s theorem is discussed in Problem 1.5.

The expression (1.9.6) for the energy density $w$ was derived under the assumption that both $\varepsilon$ and $\mu$ were constants independent of frequency. In a dispersive medium, $\varepsilon$, $\mu$ become functions of frequency. In frequency bands where $\varepsilon(\omega)$, $\mu(\omega)$ are essentially constants, we may rewrite Eq. (1.1.1) in the form:

$$\nabla \times \mathbf{E} = -\varepsilon(\omega) \mu(\omega) \mathbf{J} \quad \nabla \times \mathbf{H} = \mathbf{J} \quad \nabla \cdot \mathbf{D} = \rho \quad \nabla \cdot \mathbf{B} = 0$$

(1.9.8)

As in Eq. (1.8.3), we would like to interpret the first two terms in the right-hand side as the time derivative of the energy density, that is,
1.9. Harmonic Time Dependence

Anticipating a phasor-like representation, we may assume complex-valued fields and derive also the following relationship from Maxwell’s equations:

\[ \nabla \times \frac{1}{2} \text{Re}[\mathbf{F} \times \mathbf{H}] = \frac{1}{2} \text{Re}[\mathbf{E} \cdot \mathbf{E}] - \frac{1}{2} \text{Re}[\mathbf{B} \cdot \mathbf{B}] - \frac{1}{2} \text{Re}[\mathbf{F} \cdot \mathbf{F}] \]  

(1.9.9)

from which we may identify a “time-averaged” version of \( \frac{d\mathbf{E}}{dt} \),

\[ \frac{d\mathbf{E}}{dt} = \frac{1}{2} \text{Re}[\mathbf{E} \times \mathbf{H}] + \frac{1}{2} \text{Re}[\mathbf{H} \times \mathbf{B}] \]  

(1.9.10)

In a dispersive dielectric, the constitutive relation between \( \mathbf{D} \) and \( \mathbf{E} \) can be written as follows in the time and frequency domains:

\[
\mathbf{D}(t) = \int_{-\infty}^{\infty} \epsilon(t - t') \mathbf{E}(t') \, dt' \quad \Leftrightarrow \quad \mathbf{D}(\omega) = \epsilon(\omega) \mathbf{E}(\omega)
\]

(1.9.11)

where the Fourier transforms are defined by

\[
\epsilon(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \epsilon(\omega) e^{j\omega t} \, d\omega \quad \Leftrightarrow \quad \epsilon(\omega) = \int_{-\infty}^{\infty} \epsilon(t) e^{-j\omega t} \, dt
\]

(1.9.12)

The time-derivative of \( \mathbf{D}(t) \) is then

\[
\dot{\mathbf{D}}(t) = \int_{-\infty}^{\infty} \dot{\epsilon}(t - t') \mathbf{E}(t') \, dt'
\]

(1.9.13)

where it follows from Eq. (1.9.12) that

\[
\dot{\epsilon}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} j\omega \epsilon(\omega) e^{j\omega t} \, d\omega
\]

(1.9.14)

Following [168], we assume a quasi-harmonic representation for the electric field, \( \mathbf{E}(t) = \mathbf{E}_0(t) e^{j\omega_0 t} \), where \( \mathbf{E}_0(t) \) is a slowly-varying function of time. Equivalently, in the frequency domain we have \( \epsilon(\omega) = \epsilon_0(\omega - \omega_0) \), assumed to be concentrated in a small neighborhood of \( \omega_0 \), say, \( |\omega - \omega_0| \leq \Delta \omega \). Because \( \epsilon(\omega) \) multiplies the narrowband function \( \epsilon(\omega) \), we may expand \( \epsilon(\omega) \) in a Taylor series around \( \omega_0 \) and keep only the linear terms, that is, inside the integral (1.9.14), we may replace:

\[
\omega \epsilon(\omega) = a_0 + b_0(\omega - \omega_0), \quad a_0 = \omega_0 \epsilon(\omega_0), \quad b_0 = \frac{d}{d\omega} \frac{\epsilon(\omega)}{\omega} \bigg|_{\omega_0}
\]

(1.9.15)

Inserting this into Eq. (1.9.14), we obtain the approximation

\[
\dot{\epsilon}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} j\omega \frac{\epsilon(\omega)}{\omega} e^{j\omega t} \, d\omega = \frac{d}{dt} \frac{\epsilon(\omega)}{\omega} \bigg|_{\omega_0}
\]

(1.9.16)

where \( \delta(t) \) the Dirac delta function. This approximation is justified only insofar as it is used inside Eq. (1.9.13). Inserting (1.9.16) into Eq. (1.9.13), we find

\[
\dot{\mathbf{D}}(t) = \int_{-\infty}^{\infty} [ja_0 \delta(t - t') + b_0 (\dot{\omega}_0 - j\omega_0) \delta(t) \mathbf{E}(t')] \, dt' = j a_0 \mathbf{E}(t) + b_0 (\dot{\omega}_0 - j\omega_0) \mathbf{E}(t)
\]

(1.9.17)

\[
= j a_0 \mathbf{E}_0(t) e^{j\omega_0 t} + b_0 (\dot{\omega}_0 - j\omega_0) (\mathbf{E}_0(t) e^{j\omega_0 t})
\]

\[
= [ja_0 \mathbf{E}_0(t) + b_0 \dot{\mathbf{E}}_0(t)] e^{j\omega_0 t}
\]

Because we assume that \( \epsilon(\omega) \) is real (i.e., lossless) in the vicinity of \( \omega_0 \), it follows that:

\[
\frac{1}{2} \text{Re}[\mathbf{E} \times \mathbf{H}] = \frac{1}{2} \text{Re}[\mathbf{E}_0(t) \times (ja_0 \mathbf{E}_0(t) + b_0 \dot{\mathbf{E}}_0(t))]
\]

\[
= \frac{1}{2} b_0 \text{Re}[\mathbf{E}_0(t) \times \mathbf{E}_0(t)]
\]

or,

\[
\frac{1}{2} \text{Re}[\mathbf{E} \times \mathbf{H}] = \frac{d}{dt} \left[ \frac{1}{4} b_0 |\mathbf{E}_0(t)|^2 \right] = \frac{d}{dt} \left[ \frac{1}{4} \text{Re}[\mathbf{E}(\omega) e^{j\omega t} |\mathbf{E}(\omega)|^2] \right]
\]

(1.9.18)

Dropping the subscript 0, we see that the quantity under the time derivative in the right-hand side may be interpreted as a time-averaged energy density for the electric field. A similar argument can be given for the magnetic energy term of Eq. (1.9.7).

We will see in the next section that the energy density (1.9.7) consists of two parts: one part is the same as that in the vacuum case; the other part arises from the kinetic and potential energy stored in the polarizable molecules of the dielectric medium.

In a dispersive dielectric, the constitutive relation between \( \mathbf{D} \) and \( \mathbf{E} \) can be written as follows in the time and frequency domains:

\[
\mathbf{D}(t) = \int_{-\infty}^{\infty} \epsilon(t - t') \mathbf{E}(t') \, dt' \quad \Leftrightarrow \quad \mathbf{D}(\omega) = \epsilon(\omega) \mathbf{E}(\omega)
\]

(1.9.11)

where the Fourier transforms are defined by

\[
\epsilon(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \epsilon(\omega) e^{j\omega t} \, d\omega \quad \Leftrightarrow \quad \epsilon(\omega) = \int_{-\infty}^{\infty} \epsilon(t) e^{-j\omega t} \, dt
\]

(1.9.12)

The time-derivative of \( \mathbf{D}(t) \) is then

\[
\dot{\mathbf{D}}(t) = \int_{-\infty}^{\infty} \dot{\epsilon}(t - t') \mathbf{E}(t') \, dt'
\]

(1.9.13)

where it follows from Eq. (1.9.12) that

\[
\dot{\epsilon}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} j\omega \epsilon(\omega) e^{j\omega t} \, d\omega
\]

(1.9.14)

For the dispersive (and lossless) case this generalizes to [391,467]

\[
\dot{\mathbf{D}} = \frac{1}{2} \text{Re}[\epsilon_0 \mu_0 \mathbf{E} \times \mathbf{H}^*]
\]

(1.10.1)

For the dispersive (and lossless) case this generalizes to [391,467]

\[
\dot{\mathbf{D}} = \frac{1}{2} \text{Re}[\epsilon_0 \mu_0 \mathbf{E} \times \mathbf{H}^* + \frac{k}{2} \left( \frac{d}{d\omega} |\mathbf{E}|^2 + \frac{d\mu}{d\omega} |\mathbf{H}|^2 \right)]
\]

(1.10.19)

1.10 Simple Models of Dielectrics, Conductors, and Plasmas

A simple model for the dielectric properties of a material is obtained by considering the motion of a bound electron in the presence of an applied electric field. As the electric field tries to separate the electron from the positively charged nucleus, it creates an electric dipole moment. Averaging this dipole moment over the volume of the material gives rise to a macroscopic dipole moment per unit volume.

A simple model for the dynamics of the displacement \( x \) of the bound electron is as follows (with \( \dot{x} = dx/dt \)):

\[
m \ddot{x} = eE - kx - m \dot{x}
\]

(1.10.1)

where we assumed that the electric field is acting in the x-direction and that there is a spring-like restoring force due to the binding of the electron to the nucleus, and a friction-type force proportional to the velocity of the electron.

The spring constant \( k \) is related to the resonance frequency of the spring via the relationship \( \omega_0 = \sqrt{k/m} \), or, \( k = m\omega_0^2 \). Therefore, we may rewrite Eq. (1.10.1) as

\[
\dot{x} + \gamma \dot{x} + \omega_0^2 x = \frac{e}{m} E
\]

(1.10.2)
1.11. Dielectrics

The limit \( \omega_0 = 0 \) corresponds to unbound electrons and describes the case of good conductors. The frictional term \( \gamma \) arises from collisions that tend to slow down the electron. The parameter \( \gamma \) is a measure of the rate of collisions per unit time, and therefore, \( \tau = 1/\gamma \) will represent the mean-time between collisions.

In a typical conductor, \( \tau \) is of the order of \( 10^{-14} \) seconds, for example, for copper, \( \tau = 2.4 \times 10^{-14} \) sec and \( \gamma = 4.1 \times 10^{13} \) sec\(^{-1} \). The case of a tenuous, collisionless, plasma can be obtained in the limit \( \gamma = 0 \). Thus, the above simple model can describe the following cases:

- a. Dielectrics, \( \omega_0 \neq 0, \gamma 
eq 0 \).
- b. Conductors, \( \omega_0 = 0, \gamma 
eq 0 \).
- c. Collisionless Plasmas, \( \omega_0 = 0, \gamma = 0 \).

The basic idea of this model is that the applied electric field tends to separate positive from negative charges, thus, creating an electric dipole moment. In this sense, the model contains the basic features of ionic/molecular polarization arising from the separation of positive and negative ions by the applied field, or polar materials that have a permanent dipole moment.

1.11 Dielectrics

The applied electric field \( E(t) \) in Eq. (1.10.2) can have any time dependence. In particular, if we assume it is sinusoidal with frequency \( \omega \), \( E(t) = E_0 e^{j\omega t} \), then, Eq. (1.10.2) will have the solution \( x(t) = x_0 e^{j\omega t} \), where the phasor \( x \) must satisfy:

\[
-\omega^2 x + j\omega y x + \omega_0^2 x = \frac{e}{m} E
\]

which is obtained by replacing time derivatives by \( \partial_t \rightarrow j\omega \). Its solution is:

\[
x = \frac{e}{\omega_0^2 - \omega^2 + j\omega y} \quad \text{(1.11.1)}
\]

The corresponding velocity of the electron will also be sinusoidal \( v(t) = v_0 e^{j\omega t} \), where \( v = k = j\alpha x \). Thus, we have:

\[
v = j\omega x = \frac{j\omega e}{\omega_0^2 - \omega^2 + j\omega y} \quad \text{(1.11.2)}
\]

From Eqs. (1.11.1) and (1.11.2), we can find the polarization per unit volume \( P \). We assume that there are \( N \) such elementary dipoles per unit volume. The individual electric dipole moment is \( p = ex \). Therefore, the polarization per unit volume will be:

\[
P = Np = Ne x = \frac{Ne^2}{\omega_0^2 - \omega^2 + j\omega y} = \epsilon_0 \chi(\omega) E \quad \text{(1.11.3)}
\]

The electric flux density will be then:

\[
D = \epsilon_0 E + P = \epsilon_0 (1 + \chi(\omega)) E = \epsilon(\omega) E
\]

where the effective permittivity \( \epsilon(\omega) \) is:

\[
\epsilon(\omega) = \epsilon_0 + \frac{Ne^2}{\omega_0^2 - \omega^2 + j\omega y} \quad \text{(1.11.4)}
\]

This can be written in a more convenient form, as follows:

\[
\epsilon(\omega) = \epsilon_0 + \frac{\epsilon_0 \omega_p^2}{\omega_0^2 - \omega^2 + j\omega y} \quad \text{(1.11.5)}
\]

where \( \omega_p^2 \) is the so-called plasma frequency of the material defined by:

\[
\omega_p^2 = \frac{Ne^2}{\epsilon_0 m} \quad \text{(plasma frequency)} \quad \text{(1.11.6)}
\]

The model defined by (1.11.5) is known as a "Lorentz dielectric." The corresponding susceptibility, defined through \( \epsilon(\omega) = \epsilon_0 (1 + \chi(\omega)) \), is:

\[
\chi(\omega) = \frac{\omega_p^2}{\omega^2 - \omega_0^2 + j\omega y} \quad \text{(1.11.7)}
\]

For a dielectric, we may assume \( \omega_0 \neq 0 \). Then, the low-frequency limit \( (\omega = 0) \) of Eq. (1.11.5), gives the nominal dielectric constant:

\[
\epsilon(0) = \epsilon_0 + \frac{\epsilon_0 \omega_p^2}{\omega_0^2} = \epsilon_0 + \frac{Ne^2}{m\omega_0^2} \quad \text{(1.11.8)}
\]

The real and imaginary parts of \( \epsilon(\omega) \) characterize the refractive and absorptive properties of the material. By convention, we define the imaginary part with the negative sign (because we use \( e^{j\omega t} \) time dependence):

\[
\epsilon(\omega) = \epsilon'(\omega) - j\epsilon''(\omega) \quad \text{(1.11.9)}
\]

It follows from Eq. (1.11.5) that:

\[
\epsilon'(\omega) = \epsilon_0 + \frac{\epsilon_0 \omega_p^2 (\omega_0^2 - \omega^2)}{(\omega^2 - \omega_0^2)^2 + y^2 \omega^2}, \quad \epsilon''(\omega) = \frac{\epsilon_0 \omega_p^4 y \omega}{(\omega^2 - \omega_0^2)^2 + y^2 \omega^2} \quad \text{(1.11.10)}
\]

Fig. 1.11.1 shows a plot of \( \epsilon'(\omega) \) and \( \epsilon''(\omega) \). Around the resonant frequency \( \omega_0 \), the real part \( \epsilon'(\omega) \) behaves in an anomalous manner, that is, it drops rapidly with frequency to values less than \( \epsilon_0 \) and the material exhibits strong absorption. The term "normal dispersion" refers to an \( \epsilon'(\omega) \) that is an increasing function of \( \omega \), as is the case to the far left and right of the resonant frequency.
1.11. Dielectrics

Real dielectric materials exhibit, of course, several such resonant frequencies corresponding to various vibrational modes and polarization mechanisms (e.g., electronic, ionic, etc.) The permittivity becomes the sum of such terms:

\[ \epsilon(\omega) = \epsilon_0 + \epsilon_0 \sum_i \frac{N_i e_i^2 / m_i \epsilon_0}{\omega_i^2 - \omega^2 + j\omega \gamma_i} \]  

(1.11.11)

A more correct quantum-mechanical treatment leads essentially to the same formula:

\[ \epsilon(\omega) = \epsilon_0 + \epsilon_0 \sum_j f_{ji} (N_i - N_j) e^2 / m \epsilon_0 \]  

(1.11.12)

where \( \omega_{ji} \) are transition frequencies between energy levels, that is, \( \omega_{ji} = (E_j - E_i) / h \), and \( N_i, N_j \) are the populations of the lower, \( E_i \), and upper, \( E_j \), energy levels. The quantities \( f_{ji} \) are called “oscillator strengths.” For example, for a two-level atom we have:

\[ \epsilon(\omega) = \epsilon_0 + \epsilon_0 \frac{f \omega_p^2}{\omega_0^2 - \omega^2 + j\omega \gamma} \]  

(1.11.13)

where we defined:

\[ \omega_0 = \omega_{21}, \quad f = f_{21} \frac{N_1 - N_2}{N_1 + N_2}, \quad \omega_f^2 = \frac{(N_1 + N_2) e^2}{m \epsilon_0} \]

Normally, lower energy states are more populated, \( N_i > N_j \), and the material behaves as a classical absorbing dielectric. However, if there is population inversion, \( N_i < N_j \), then the corresponding permittivity term changes sign. This leads to a negative imaginary part, \( \epsilon''(\omega) \), representing a gain. Fig. 1.11.2 shows the real and imaginary parts of Eq. (1.11.13) for the case of a negative effective oscillator strength \( f = -1 \).

The normal and anomalous dispersion bands still correspond to the bands where the real part \( \epsilon'(\omega) \) is an increasing or decreasing, respectively, function of frequency. But now the normal behavior is only in the neighborhood of the resonant frequency, whereas far from it, the behavior is anomalous.

Setting \( n(\omega) = \sqrt{\epsilon(\omega)} / \epsilon_0 \) for the refractive index, Eq. (1.11.11) can be written in the following form, known as the Sellmeier equation (where the \( B_i \) are constants):

\[ n^2(\omega) = 1 + \sum_i \frac{B_i \omega_i^2}{\omega_i^2 - \omega^2 + j\omega \gamma_i} \]  

(1.11.14)

In practice, Eq. (1.11.14) is applied in frequency ranges that are far from any resonance so that one can effectively set \( \gamma_i = 0 \):

\[ n^2(\omega) = 1 + \sum_i \frac{B_i \omega_i^2}{\omega_i^2 - \omega^2} = 1 + \sum_i \frac{B_i \lambda^2}{\lambda^2 - \lambda_i^2} \]  

(Sellmeier equation)  

(1.11.15)

where \( \lambda, \lambda_i \) denote the corresponding free-space wavelengths (e.g., \( \lambda = 2\pi c / \omega \)). In practice, refractive index data are fitted to Eq. (1.11.15) using 2–4 terms over a desired frequency range. For example, fused silica (SiO\(_2\)) is very accurately represented over the range \( 0 \leq \omega \lambda \leq 3 \mu m \) by the following formula [156], where \( \lambda \) and \( \lambda_i \) are in units of \( \mu m \):

\[ n^2 = 1 + \frac{0.6961663 \lambda^2}{\lambda^2 - (0.0684043)^2} + \frac{0.4079426 \lambda^2}{\lambda^2 - (0.1162414)^2} + \frac{0.8974794 \lambda^2}{\lambda^2 - (9.896161)^2} \]  

(1.11.16)

1.12 Conductors

The conductivity properties of a material are described by Ohm’s law, Eq. (1.3.15). To derive this law from our simple model, we use the relationship \( J = \rho V \), where the volume density of the conduction charges is \( \rho = Ne \). It follows from Eq. (1.11.2) that

\[ J = \rho V = NeV = \frac{j\omega Ne^2}{\omega_0^2 - \omega^2 + j\omega \gamma} = \frac{\sigma(\omega)}{\omega} E \]

and therefore, we identify the conductivity \( \sigma(\omega) \):

\[ \sigma(\omega) = \frac{j\omega Ne^2}{\omega_0^2 - \omega^2 + j\omega \gamma} = \frac{j\omega \epsilon_0 \omega_f^2}{\omega_0^2 - \omega^2 + j\omega \gamma} \]  

(1.12.1)

We note that \( \sigma(\omega) / j\omega \) is essentially the electric susceptibility considered above. Indeed, we have \( J = NeV = Nej\omega \alpha x = j\omega P \), and thus, \( P = J / j\omega = (\sigma(\omega) / j\omega) E \). It follows that \( \epsilon(\omega) - \epsilon_0 = \sigma(\omega) / j\omega \), and

\[ \epsilon(\omega) = \epsilon_0 + \frac{\epsilon_0 \omega_f^2}{\omega_0^2 - \omega^2 + j\omega \gamma} = \epsilon_0 + \frac{\sigma(\omega)}{j\omega} \]  

(1.12.2)
Since in a metal the conduction charges are unbound, we may take \( \omega_0 = 0 \) in Eq. (1.12.1). After canceling a common factor of \( j\omega \), we obtain:

\[
\sigma(\omega) = \frac{\varepsilon_0 \omega_p^2}{\gamma + j\omega} \tag{1.12.3}
\]

The model defined by (1.12.3) is known as the "Drude model." The nominal conductivity is obtained at the low-frequency limit, \( \omega = 0 \):

\[
\sigma = \frac{\varepsilon_0 \omega_p^2}{\gamma} = \frac{Ne^2}{m}\gamma \tag{nominal conductivity} \tag{1.12.4}
\]

**Example 1.12.1:** Copper has a mass density of \( 8.9 \times 10^6 \text{ gr/m}^3 \) and atomic weight of 63.54 (grams per mole). Using Avogadro’s number of \( 6 \times 10^{23} \) atoms per mole, and assuming one conduction electron per atom, we find for the volume density \( N \):

\[
N = \frac{6 \times 10^{23}}{63.54} \frac{\text{atoms}}{\text{mole}} \times \frac{8.9 \times 10^6 \text{ gr/m}^3}{\text{gr}} \times \frac{1 \text{ electron}}{1 \text{ atom}} = 8.4 \times 10^28 \text{ electrons/m}^3
\]

It follows that:

\[
\sigma = \frac{Ne^2}{m\gamma} = \frac{(8.4 \times 10^{28})(1.6 \times 10^{-19})^2}{(9.1 \times 10^{-31})(4.1 \times 10^{13})} = 5.8 \times 10^7 \text{ Siemens/m}
\]

where we used \( e = 1.6 \times 10^{-19}, m = 9.1 \times 10^{-31}, \gamma = 4.1 \times 10^{13} \). The plasma frequency of copper can be calculated by

\[
f_p = \frac{\omega_p}{2\pi} = \frac{1}{2\pi} \frac{\sqrt{Ne^2}}{m\varepsilon_0} = 2.6 \times 10^{15} \text{ Hz}
\]

which lies in the ultraviolet range. For frequencies such that \( \omega \ll \gamma \), the conductivity (1.12.3) may be considered to be independent of frequency and equal to the dc value of Eq. (1.12.4). This frequency range covers most present-day RF applications. For example, assuming \( \omega \leq 0.1\gamma \), we find \( f \leq 0.1\gamma/2\pi = 653 \text{ GHz} \).

So far, we assumed sinusoidal time dependence and worked with the steady-state responses. Next, we discuss the transient dynamical response of a conductor subject to an arbitrary time-varying electric field \( E(t) \).

Ohm’s law can be expressed either in the frequency-domain or in the time-domain with the help of the Fourier transform pair of equations:

\[
f(\omega) = \sigma(\omega)E(\omega) \iff f(t) = \int_{-\infty}^{\infty} \sigma(t - t')E(t')dt'
\tag{1.12.5}
\]

where \( \sigma(t) \) is the causal inverse Fourier transform of \( \sigma(\omega) \). For the simple model of Eq. (1.12.3), we have:

\[
\sigma(t) = \frac{\varepsilon_0 \omega_p^2}{\gamma} e^{-\gamma t}u(t)
\tag{1.12.6}
\]

where \( u(t) \) is the unit-step function. As an example, suppose the electric field \( E(t) \) is a constant electric field that is suddenly turned on at \( t = 0 \), that is, \( E(t) = Eu(t) \). Then, the time response of the current will be:

\[
f(t) = \int_{0}^{t} \sigma(t - t')E(t')dt' = \frac{\varepsilon_0 \omega_p^2}{\gamma} \int_{0}^{t} e^{-\gamma t'}E(1 - e^{-\gamma t'})
\]

where \( \sigma = \frac{\varepsilon_0 \omega_p^2}{\gamma} \) is the nominal conductivity of the material.

Thus, the current starts out at zero and builds up to the steady-state value of \( J = \sigma E \), which is the conventional form of Ohm’s law. The rise time constant is \( \tau = 1/\gamma \). We saw above that \( \gamma \) is extremely small—of the order of \( 10^{-14} \text{ sec} \)—for good conductors.

The building up of the current can also be understood in terms of the equation of motion of the conducting charges. Writing Eq. (1.10.2) in terms of the velocity of the charge, we have:

\[
\dot{v}(t) + yv(t) = \frac{e}{m}E(t)
\]

Assuming \( E(t) = Eu(t) \), we obtain the convolutional solution:

\[
v(t) = \int_{0}^{t} e^{-\gamma(t-t')} \frac{e}{m}E(t')dt' = \frac{e}{m\gamma}E(1 - e^{-\gamma t})
\]

For large \( t \), the velocity reaches the steady-state value \( v_\infty = (e/m\gamma)E \), which reflects the balance between the accelerating electric field force and the retarding frictional force, that is, \( m\gamma v_\infty = eE \). The quantity \( e/m\gamma \) is called the mobility of the conduction charges.

The steady-state current density results in the conventional Ohm’s law:

\[
J = Nev_\infty = \frac{Ne^2}{m\gamma} E = \sigma E
\]

A more accurate description of the permittivity properties of metals, especially at optical and infrared frequencies which are relevant in plasmonic waveguides, requires the addition of “interband” terms, generalizing the Drude model to the so-called Drude-Lorentz model of the form,

\[
\varepsilon(\omega) = 1 + \frac{f_\omega \omega_p^2}{\omega^2} + \sum_{i=1}^{k} \frac{f_i \omega_i^2}{\omega - \omega_i + j\omega \gamma_i}
\tag{Druwe-Lorentz model} \tag{1.12.7}
\]

Rakic, et al. [163] have fitted 11 metals, such as silver, gold, aluminum, copper, to such an expression with 5–6 terms, covering a wide range of frequencies and wavelengths, 25 THz < \( f < 1500 \) THz, or, equivalently, 200 nm < \( \lambda < 12 \mu \text{m} \). The MATLAB function, `drude`, implements the results of [163],

\[
\text{ep = drude(lambda,metal)} \tag{Druwe-Lorentz model for Silver, Gold, Copper, Aluminum}
\]

`lambda = vector of wavelengths in nanometers`

`metal = 's', 'g', 'c', 'a', for silver, gold, copper, aluminum`

`ep = complex relative permittivity (same size as lambda)`

\(^1\)For some improved models, see Refs. [164–167].
\section*{1.13 Charge Relaxation in Conductors}

Next, we discuss the issue of charge relaxation in good conductors \cite{147-150}. Writing (1.12.5) three-dimensionally and using (1.12.6), Ohm’s law reads in the time domain:

\[ J(r,t) = \sigma c(\omega) \int_{-\infty}^{t} e^{-\gamma(t-t')} \epsilon_0 E(r,t') \, dt' \]  

(1.13.1)

Taking the divergence of both sides and using charge conservation, \( \nabla \cdot J + \rho = 0 \), and Gauss’s law, \( \epsilon_0 \nabla \cdot E = \rho \), we obtain the following integro-differential equation for the charge density \( \rho(r,t) \):

\[ -\dot{\rho}(r,t) = \nabla \cdot J(r,t) = \sigma c(\omega) \int_{-\infty}^{t} e^{-\gamma(t-t')} \epsilon_0 \nabla \cdot E(r,t') \, dt' = \sigma c(\omega) \int_{-\infty}^{t} e^{-\gamma(t-t')} \rho(r,t') \, dt' \]

Differentiating both sides with respect to \( t \), we find that \( \rho \) satisfies the second-order differential equation:

\[ \rho(r,t) + \gamma \dot{\rho}(r,t) + \omega^2 \rho(r,t) = 0 \]  

(1.13.2)

whose solution is easily verified to be a linear combination of:

\[ e^{-\gamma t/2} \cos(\omega_{relax} t), \quad e^{-\gamma t/2} \sin(\omega_{relax} t), \text{ where } \omega_{relax} = \sqrt{\omega_p^2 - \frac{\gamma^2}{4}} \]

Thus, the charge density is an exponentially decaying sinusoid with a relaxation time constant that is twice the collision time \( \tau = 1/\gamma \):

\[ \tau_{relax} = \frac{2}{\omega_{relax}} = 2\tau \]  

(1.13.3)

Typically, \( \omega_p \gg \gamma \), so that \( \omega_{relax} \) is practically equal to \( \omega_p \). For example, using the numerical data of Example 1.12.1, we find for copper \( \tau_{relax} \approx 2\tau \approx 5 \times 10^{-14} \text{ sec} \). We calculate also: \( \tau_{relax} = \omega_{relax}/2\pi = 2.6 \times 10^{15} \text{ Hz} \). In the limit \( \gamma \to \infty \) or \( \tau \to 0 \), Eq. (1.13.2) reduces to the naive relaxation equation (1.7.3) (see Problem 1.9).

In addition to charge relaxation, the total relaxation time depends on the time it takes for the electric and magnetic fields to be extinguished from the inside of the conductor, as well as the time it takes for the accumulated surface charge densities to settle, the motion of the surface charges being damped because of ohmic losses. Both of these times depend on the geometry and size of the conductor \cite{149}.

\section*{1.14 Power Losses}

To describe a material with both dielectric and conductivity properties, we may take the susceptibility to be the sum of two terms, one describing bound polarized charges and the other unbound conduction charges. Assuming different parameters \( \{ \omega_0, \omega_p, \omega' \} \) for each term, we obtain the total permittivity:

\[ \epsilon(\omega) = \epsilon_0 + \frac{\epsilon_0 \omega_p \sigma c(\omega)}{\omega_0^2 - \omega^2 + j\omega \gamma_0} + \frac{\epsilon_0 \omega_p^2}{\omega_0 \gamma_0} \]  

(1.14.1)

Denoting the first two terms by \( \epsilon_d(\omega) \) and the third by \( \sigma c(\omega)/j\omega \), we obtain the total effective permittivity of such a material:

\[ \epsilon(\omega) = \epsilon_d(\omega) + \frac{\sigma c(\omega)/j\omega}{j\omega} \]  

(1.14.2)

In the low-frequency limit, \( \omega \to 0 \), the quantities \( \epsilon_d(0) \) and \( \sigma c(0) \) represent the nominal dielectric constant and conductivity of the material. We note also that we can write Eq. (1.14.2) in the form:

\[ j\omega \epsilon(\omega) = \sigma c(\omega) + j\omega \epsilon_d(\omega) \]  

(1.14.3)

These two terms characterize the relative importance of the \textit{conduction} current and the \textit{displacement} (polarization) current. The right-hand side in Ampère’s law gives the total effective current:

\[ J_{tot} = J + \frac{\partial D}{\partial t} = J + j\omega D = \sigma c(\omega) E + j\omega \epsilon_d(\omega) E = j\omega \epsilon(\omega) E \]

where the term \( J_{disp} = \partial D/\partial t = j\omega \epsilon_d(\omega) E \) represents the displacement current. The relative strength between conduction and displacement currents is the ratio:

\[ \frac{J_{cond}}{J_{disp}} = \left| \frac{\sigma c(\omega) E}{j\omega \epsilon_d(\omega) E} \right| = \frac{|\sigma c(\omega)|}{|\omega \epsilon_d(\omega)|} \]  

(1.14.4)

This ratio is frequency-dependent and establishes a \textit{dividing line} between a good conductor and a good dielectric. If the ratio is much larger than unity (typically, greater than 10), the material behaves as a good conductor; if the ratio is much smaller than one (typically, less than 0.1), then the material behaves as a good dielectric.

**Example 1.14.1:** This ratio can take a very wide range of values. For example, assuming a frequency of 1 GHz and using (for illustration purposes) the dc-values of the dielectric constants and conductivities, we find:

\[ \frac{J_{cond}}{J_{disp}} = \frac{\sigma}{j\omega \epsilon} = \begin{cases} \frac{\sigma}{j\omega \epsilon} = 10^9 & \text{for copper with } \sigma = 5.8 \times 10^7 \text{ S/m and } \epsilon = \epsilon_0 \\ \frac{\sigma}{j\omega \epsilon} = 10^{-9} & \text{for seawater with } \sigma = 4 \text{ S/m and } \epsilon = \epsilon_0 \\ \frac{\sigma}{j\omega \epsilon} = 2 \times 10^{-9} & \text{for a glass with } \sigma = 10^{-10} \text{ S/m and } \epsilon = 2\epsilon_0 \end{cases} \]

Thus, the ratio varies over 18 orders of magnitude! If the frequency is reduced by a factor of ten to 100 MHz, then all the ratios get multiplied by 10. In this case, seawater acts like a good conductor.

The time-averaged ohmic power losses per unit volume within a lossy material are given by Eq. (1.9.6). Writing \( \epsilon(\omega) = \epsilon'(\omega) - j\epsilon''(\omega) \), we have:

\[ J_{tot} = j\omega \epsilon'(\omega) E = j\omega \epsilon''(\omega) E + j\omega \epsilon(\omega) E \]

Denoting \( |E|^2 = E \cdot E^* \), it follows that:

\[ \frac{dP_{loss}}{dV} = \frac{1}{2} \text{Re}[J_{tot} \cdot E^*] = \frac{1}{2} |j\omega \epsilon''(\omega)| |E|^2 \]  

(ohmic losses)  

(1.14.5)
Writing \( \epsilon_d'(\omega) = \epsilon_d'(\omega) - j\epsilon_d''(\omega) \) and assuming that the conductivity \( \sigma_e(\omega) \) is real-valued for the frequency range of interest (as was discussed in Example 1.12.1), we find by equating real and imaginary parts of Eq. (1.14.2):

\[
\epsilon'(\omega) = \epsilon_d'(\omega), \quad \epsilon''(\omega) = \epsilon_d''(\omega) + \frac{\sigma_e(\omega)}{\omega} \quad (1.14.6)
\]

Then, the power losses can be written in a form that separates the losses due to conduction and those due to the polarization properties of the dielectric:

\[
dP_{\text{loss}} = \frac{1}{2} \left( \sigma_e(\omega) + \omega \epsilon_d''(\omega) \right) |E|^2 \quad \text{(ohmic losses)} \quad (1.14.7)
\]

A convenient way to quantify the losses is by means of the *loss tangent* defined in terms of the real and imaginary parts of the effective permittivity:

\[
\tan \theta = \frac{\epsilon''(\omega)}{\epsilon'(\omega)} \quad \text{(loss tangent)} \quad (1.14.8)
\]

where \( \theta \) is the *loss angle*. Eq. (1.14.8) may be written as the sum of two loss tangents, one due to conduction and one due to polarization. Using Eq. (1.14.6), we have:

\[
\tan \theta = \frac{\sigma_e(\omega)}{\omega \epsilon_d'(\omega)} = \frac{\sigma_e(\omega)}{\omega \epsilon_d'(\omega)} = \tan \theta_c + \tan \theta_d \quad (1.14.9)
\]

The ohmic loss per unit volume can be expressed in terms of the loss tangent as:

\[
\frac{dP_{\text{loss}}}{dV} = \frac{1}{2} \omega \epsilon_d'(\omega) \tan \theta |E|^2 \quad \text{(ohmic losses)} \quad (1.14.10)
\]

### 1.15 Plasmas

To describe a collisionless plasma, such as the ionosphere, the simple model considered in the previous sections can be specialized by choosing \( \omega_0 = \gamma = 0 \). Thus, the conductivity given by Eq. (1.12.3) becomes pure imaginary:

\[
\sigma(\omega) = \frac{\epsilon_0 \omega_p^2}{j \omega} \quad (1.15.1)
\]

The corresponding effective permittivity of Eq. (1.12.2) becomes purely real:

\[
\epsilon(\omega) = \epsilon_0 + \frac{\sigma(\omega)}{j \omega} = \epsilon_0 \left( 1 - \frac{\omega_p^2}{\omega^2} \right) \quad (1.15.1)
\]

The plasma frequency can be calculated from \( \omega_p^2 = Ne^2/m_e \). In the ionosphere, the electron density is typically \( N = 10^{12} \), which gives \( \omega_p = 9 \text{ MHz} \).

We will see in Sec. 2.6 that the propagation wavenumber of an electromagnetic wave propagating in a dielectric/conducting medium is given in terms of the effective permittivity by:

\[
k = \omega \sqrt{\mu \epsilon(\omega)}
\]

It follows that for a plasma:

\[
k = \omega \sqrt{\mu_0 \epsilon_0 \left( 1 - \frac{\omega_p^2}{\omega^2} \right)} = \frac{1}{c} \sqrt{\omega^2 - \omega_p^2} \quad (1.15.2)
\]

where we used \( c = 1/\sqrt{\mu_0 \epsilon_0} \).

If \( \omega > \omega_p \), the electromagnetic wave propagates without attenuation within the plasma. But if \( \omega < \omega_p \), the wavenumber \( k \) becomes imaginary and the wave gets attenuated. At such frequencies, a wave incident (normally) on the ionosphere from the ground cannot penetrate and gets reflected back.

### 1.16 Energy Density in Lossless Dispersive Dielectrics

The lossless case is obtained from Eq. (1.11.5) by setting \( \gamma = 0 \), which is equivalent to assuming that \( \omega \) is far from the resonance \( \omega_0 \). In this case the permittivity is:

\[
\epsilon(\omega) = \epsilon_0 \left[ 1 + \frac{\omega_p^2}{\omega_0^2 - \omega^2} \right]
\]

from which it follows that:

\[
\frac{d(\omega \epsilon)}{d\omega} = \epsilon_0 \left[ 1 + \frac{\omega_p^2 (\omega^2 + \omega_0^2)}{(\omega_0^2 - \omega^2)^2} \right] \quad (1.16.1)
\]

Thus, the electric part of the energy density (1.9.7) will be:

\[
w_e = \frac{1}{4} \frac{d(\omega \epsilon)}{d\omega} |E|^2 = \frac{1}{4} \epsilon_0 |E|^2 \left[ 1 + \frac{\omega_p^2 (\omega^2 + \omega_0^2)}{(\omega_0^2 - \omega^2)^2} \right] \quad (1.16.2)
\]

This expression can be given a nice interpretation: The first term on the right is the energy density in vacuum and the second corresponds to the mechanical (kinetic and potential) energy of the polarization charges \([160, 192]\). Indeed, the displacement and velocity of the polarization charges are in this case:

\[
x = \frac{eE}{m} \frac{\omega_0}{\omega_0^2 - \omega^2}, \quad v = j \omega \frac{x}{N}
\]

The time-averaged mechanical energy (per unit volume) is obtained by adding the kinetic and potential energies:

\[
w_{\text{mech}} = \frac{1}{2} \text{Re} \left[ N \left( \frac{1}{2} m |v|^2 + \frac{1}{2} m \omega_0^2 |x|^2 \right) \right] = \frac{1}{4} N \omega_0^2 |x|^2 \frac{\omega_0^2}{\omega_0^2 - \omega^2} |E|^2
\]

\[
= \frac{1}{4} N \omega_0^2 |x|^2 \frac{\omega_0^2}{\omega_0^2 - \omega^2} |E|^2 + \frac{1}{4} \epsilon_0 |E|^2 \left[ \frac{\omega_0^2 (\omega^2 + \omega_0^2)}{(\omega_0^2 - \omega^2)^2} \right]
\]

where we used the definition (1.11.6) of the plasma frequency. It follows that Eq. (1.16.2) can be written as the sum:

\[
w_e = \frac{1}{4} \frac{d(\omega \epsilon)}{d\omega} |E|^2 + \frac{1}{4} \epsilon_0 |E|^2 + w_{\text{mech}} = w_{\text{vac}} + w_{\text{mech}} \quad (1.16.3)
\]
1.17 Kramers-Kronig Dispersion Relations

The convolutional form of Eq. (1.3.13) implies causality, that is, the value of \( D(r, t) \) at the present time \( t \) depends only on the past values of \( E(r, t') \), \( t' \leq t \).

This condition is equivalent to requiring that the dielectric response \( \epsilon(t) \) be a right-sided (causal) function of time, that is, \( \epsilon(t) = 0 \) for \( t < 0 \). Then, Eq. (1.3.13) may be written as ordinary convolution by extending the integration range over all times:

\[
D(r, t) = \int_{-\infty}^{t} \epsilon(t - t') E(r, t') \, dt' = \int_{-\infty}^{\infty} \epsilon(t - t') E(r, t') \, dt'
\]

Because \( D(r, t) = \epsilon_0 E(r, t) + P(r, t) \), we may define the time-domain susceptibility function \( \chi(t) \) through:

\[
\epsilon(t) = \epsilon_0 \delta(t) + \epsilon_0 \chi(t) \tag{1.17.1}
\]

where \( \delta(t) \) is the Dirac delta function. Therefore, if \( \epsilon(t) \) is causal, so is \( \chi(t) \). The polarization is then given by:

\[
P(r, t) = \epsilon_0 \int_{-\infty}^{t} \chi(t - t') E(r, t') \, dt' = \epsilon_0 \int_{-\infty}^{\infty} \chi(t - t') E(r, t') \, dt' \tag{1.17.2}
\]

In the frequency domain, this becomes multiplicative: \( P(\mathbf{r}, \omega) = \epsilon_0 \chi(\omega) E(\mathbf{r}, \omega) \). The Kramers-Kronig relations are the frequency-domain expression of causality and relate the real and imaginary parts of the susceptibility function \( \chi(\omega) \). Here, the functions \( \chi(t) \) and \( \chi(\omega) \) are Fourier transform pairs:

\[
\chi(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \chi(t) e^{-j\omega t} \, dt \quad \leftrightarrow \quad \chi(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \chi(\omega) e^{j\omega t} \, d\omega \tag{1.17.3}
\]

The causality condition, \( \chi(t) = 0 \) for \( t < 0 \), can be expressed in terms of the unit-step function \( u(t) \) in the equivalent manner:

\[
\chi(t) = \chi(t) u(t), \quad \text{for all} \ t \tag{1.17.4}
\]

Using the property that the Fourier transform of a product of two time functions is the convolution of their Fourier transforms, it follows that Eq. (1.17.4) can be written in the equivalent frequency-domain form:

\[
\chi(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \chi(\omega') U(\omega - \omega') \, d\omega' \tag{1.17.5}
\]

where \( U(\omega) \) is the Fourier transform of the unit-step. Eq. (1.17.5) is essentially the Kramers-Kronig relation. The function \( U(\omega) \) is given by the well-known expression:

\[
U(\omega) = \lim_{\epsilon \rightarrow 0^+} \frac{1}{j\omega + \epsilon} = \mathcal{P} \frac{1}{j\omega} + \pi \delta(\omega) \tag{1.17.6}
\]

where \( \mathcal{P} \) denotes the “principal value.” Inserting (1.17.6) into (1.17.5), we have:

\[
\chi(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \chi(\omega') \left[ \mathcal{P} \frac{1}{j(\omega - \omega')} + \pi \delta(\omega - \omega') \right] \, d\omega' = \frac{1}{2\pi j} \int_{-\infty}^{\infty} \frac{\chi(\omega')}{\omega - \omega'} \, d\omega' + \frac{1}{2} \chi(\omega) \tag{1.17.7}
\]

Rearranging terms and canceling a factor of \( 1/2 \), we obtain the Kramers-Kronig relation in its complex-valued form:

\[
\chi(\omega) = \frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} \frac{\chi(\omega')}{\omega - \omega'} \, d\omega' \tag{Kramers-Kronig} \tag{1.17.8}
\]

The reason for applying this relation to \( \chi(\omega) \) instead of \( \epsilon(\omega) \) is that \( \chi(\omega) \) falls off sufficiently fast for large \( \omega \) to make the integral in (1.17.5) convergent, whereas \( \epsilon(\omega) \) tends to the constant \( \epsilon_0 \).

Setting \( \chi(\omega) = \chi_r(\omega) - j\chi_i(\omega) \) and separating (1.17.7) into its real and imaginary parts, we obtain the conventional form of the Kramers-Kronig dispersion relations:

\[
\begin{align*}
\chi_r(\omega) &= \frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} \frac{\chi_i(\omega')}{\omega - \omega'} \, d\omega' \tag{Kramers-Kronig relations} \\
\chi_i(\omega) &= -\frac{1}{\pi} \mathcal{P} \int_{-\infty}^{\infty} \frac{\chi_r(\omega')}{\omega - \omega'} \, d\omega'
\end{align*}
\]

Because the time-response \( \chi(t) \) is real-valued, its Fourier transform \( \chi(\omega) \) will satisfy the Hermitian symmetry property \( \chi(-\omega) = \chi^*(\omega) \), which is equivalent to the even symmetry of its real part, \( \chi_r(-\omega) = \chi_r(\omega) \), and the odd symmetry of its imaginary part, \( \chi_i(-\omega) = -\chi_i(\omega) \). Taking advantage of these symmetries, the range of integration in (1.17.8) can be folded in half resulting in:

\[
\begin{align*}
\chi_r(\omega) &= \frac{2}{\pi} \mathcal{P} \int_{0}^{\infty} \frac{\chi_i(\omega')}{\omega^2 - \omega'^2} \, d\omega' \\
\chi_i(\omega) &= -\frac{2}{\pi} \mathcal{P} \int_{0}^{\infty} \frac{\omega \chi_r(\omega')}{\omega^2 - \omega'^2} \, d\omega'
\end{align*}
\]

There are several other ways to prove the Kramers-Kronig relations. For example, a more direct way is to state the causality condition in terms of the signum function \( \text{sign}(t) \). Indeed, because \( u(t) = (1 + \text{sign}(t))/2 \), Eq. (1.17.4) may be written in the equivalent form \( \chi(t) = \chi(t) \text{sign}(t) \). Then, Eq. (1.17.7) follows by applying the same frequency-domain convolution argument using the Fourier transform pair:

\[
\text{sign}(t) \leftrightarrow \mathcal{P} \frac{2}{j\omega} \tag{1.17.10}
\]

Alternatively, the causality condition can be expressed as \( u(-t)\chi(t) = 0 \). This approach is explored in Problem 1.12. Another proof is based on the analyticity properties of \( \chi(\omega) \). Because of the causality condition, the Fourier integral in (1.17.3) can be restricted to the time range \( 0 < t < \infty \):

\[
\chi(\omega) = \int_{-\infty}^{\infty} e^{-j\omega t} \chi(t) dt = \int_{0}^{\infty} e^{-j\omega t} \chi(t) dt \tag{1.17.11}
\]

This implies that \( \chi(\omega) \) can be analytically continued into the lower half \( \omega \)-plane, so that replacing \( \omega \) by \( w = \omega - j\alpha \) with \( \alpha \geq 0 \) still gives a convergent Fourier integral

\footnote{The right-hand side without the \( \beta \) in (1.17.7) is known as a Hilbert transform. Exchanging the roles of \( t \) and \( \omega \), such transforms, known also as 90° phase shifters, are used widely in signal processing for generating single-sideband communications signals.}
1.18. Group Velocity, Energy Velocity

in Eq. (1.17.11). Any singularities in $\chi(\omega)$ lie in the upper-half plane. For example, the simple model of Eq. (1.11.7) has poles at $\omega = \pm \omega_0 + j\gamma /2$, where $\omega_0 = \sqrt{\omega_0^2 - \gamma^2 /4}$.

Next, we consider a clockwise closed contour $C = C^* + C^\infty$ consisting of the real axis $C^*$ and an infinite semicircle $C^\infty$ in the lower half-plane. Because $\chi(\omega)$ is analytic in the region enclosed by $C$, Cauchy's integral theorem implies that for any point $w$ enclosed by $C$, that is, lying in the lower half-plane, we must have:

$$\chi(w) = -\frac{1}{2\pi j} \int_{C} \frac{\chi(w')}{{w'} - w} \, dw'$$

(1.17.12)

where the overall minus sign arises because $C$ was taken to be clockwise. Assuming that $\chi(\omega)$ falls off sufficiently fast for large $\omega$, the contribution of the infinite semicircle can be ignored, thus leaving only the integral over the real axis. Setting $w = \omega - j\epsilon$ and taking the limit $\epsilon \to 0^+$, we obtain the identical relationship to Eq. (1.17.5):

$$\chi(\omega) = \lim_{\epsilon \to 0^+} \frac{1}{2\pi j} \int_{-\infty}^{\infty} \chi(\omega') \frac{\epsilon}{\omega' - \omega + j\epsilon} \, d\omega'$$

An interesting consequence of the Kramers-Kronig relations is that there cannot exist a dielectric medium that is purely lossless, that is, such that $\chi_i(\omega) = 0$ for all $\omega$, because this would also require that $\chi_r(\omega) = 0$ for all $\omega$.

However, in all materials, $\chi_i(\omega)$ is significantly non-zero only in the neighborhoods of the medium's resonant frequencies, as for example in Fig. 1.11.1. In the frequency bands that are sufficiently far from the resonant bands, $\chi_i(\omega)$ may be assumed to be essentially zero. Such frequency bands are called transparency bands [168].

1.18 Group Velocity, Energy Velocity

Assuming a nonmagnetic material ($\mu = \mu_0$), a complex-valued refractive index may be defined by:

$$n(\omega) = n_r(\omega) - jn_i(\omega) = \sqrt{1 + \chi(\omega)} = \sqrt{\frac{\epsilon(\omega)}{\epsilon_0}}$$

(1.18.1)

where $n_r, n_i$ are its real and imaginary parts. Setting $\chi = \chi_r - j\chi_i$ we have the condition $n_r - jn_i = \sqrt{1 + \chi_r - j\chi_i}$. Upon squaring, this splits into the two real-valued equations $n_r^2 - n_i^2 = 1 + \chi_r$ and $2n_r n_i = \chi_i$, with solutions:

$$n_r = \sqrt{\frac{(1 + \chi_r)^2 + \chi_i^2}{2}(1 + \chi_r)}^{1/2}$$

$$n_i = \text{sign}(\chi_i) \sqrt{\frac{(1 + \chi_r)^2 + \chi_i^2}{2}(1 + \chi_r)}^{1/2} = \frac{\chi_i}{2n_r}$$

(1.18.2)

This form preserves the sign of $\chi_i$, that is, $n_i$ and $\chi_i$ are both positive for absorbing media, or both negative for gain media. The following approximate solution is often used, which can be justified whenever $|\chi| \ll 1$ (for example, in gases):

$$n_r(\omega) - jn_i(\omega) \approx \sqrt{1 + \chi(\omega)} \approx 1 + \frac{\chi(\omega)}{2} \Rightarrow n_r = 1 + \frac{1}{2} \chi_r, \quad n_i = \frac{1}{2} \chi_i$$

(1.18.3)

We will see in Chap. 2 that a single-frequency uniform plane wave propagating, say, in the positive $z$-direction, has a wavenumber $k = \omega n/c = \omega(n_r - jn_i)/c = \beta - j\alpha$, where $c$ is the speed of light in vacuum. Therefore, the wave will have a space-time dependence:

$$e^{j(\omega t - \beta z)} = e^{-\alpha z} e^{j(\omega t - j\alpha z)} = e^{-\alpha z} e^{j(\omega t - j\chi_i z/c)}$$

(1.18.4)

The real part $n_r$ defines the phase velocity of the wave, $v_p = \omega / \beta = c/n_r$, whereas the imaginary part $n_i$, or $\alpha = \omega n_i/c$, corresponds to attenuation or gain depending on the sign of $n_i$ or $\chi_i$.

When several such plane waves are superimposed to form a propagating pulse, we will see in Sec. 3.5 that the peak of the pulse (i.e., the point on the pulse where all the individual frequency components add up in phase), propagates with the so-called group velocity defined by:

$$v_g = \frac{d\omega}{d\beta} = \frac{1}{d\beta / d\omega} = \frac{c}{n_r + \omega dn_r / d\omega} = \frac{c}{n_r + \omega dn_i / d\omega}$$

(1.18.5)

A group refractive index may be defined through $v_g = c/n_g \mu$, or, $n_g = c / v_g$:

$$n_g = \frac{d(n_r)}{d\omega} = n_r + \omega dn_r / d\omega = n_r - \lambda dn_r / d\lambda$$

(1.18.6)

where $\lambda$ is the free-space wavelength related to $\omega$ by $\lambda = 2\pi c / \omega$, and we used the differentiation property that $\omega d/d\omega = -\lambda d/d\lambda$.

Within an anomalous dispersion region, $n_i$ is decreasing rapidly with $\omega$, that is, $dn_i / d\omega < 0$, as in Fig. 1.11.1. This results in a group velocity $v_g$ given by Eq. (1.18.5), that may be larger than $c$ or even negative. Such velocities are called "superluminal." Light pulses propagating at superluminal group velocities are referred to as "fast light" and we discuss them further in Sec. 3.9.

Within a normal dispersion region (e.g., to the far left and far right of the resonant frequency $\omega_0$ in Fig. 1.11.1), $n_r$ is an increasing function of $\omega$, $dn_r / d\omega > 0$, which results in $v_g < c$. In specially engineered materials such as those exhibiting "electromagnetically induced transparency," the slope $dn_r / d\omega$ may be made so steep that the resulting group velocity $v_g$ becomes extremely small, $v_g \ll c$. This is referred to as "slow light."

We close this section by showing that for lossless dispersive media, the energy velocity of a plane wave is equal to the group velocity defined by (1.18.5). This result is quite general, regardless of the frequency dependence of $\epsilon(\omega)$ and $\mu(\omega)$ (as long as these quantities are real).
1.19 Problems

1.1 Prove the vector algebra identities:

\[ A \times (B \times C) = B(A \cdot C) - C(A \cdot B) \quad (BAC-CAB identity) \]
\[ A \cdot (B \times C) = B \cdot (C \times A) - C \cdot (A \times B) \]
\[ |A \times B|^2 + |A \cdot B|^2 = |A|^2 |B|^2 \]
\[ A = \hat{n} \times A \times \hat{n} + (\hat{n} \cdot A) \hat{n} \]

\( \hat{n} \) is any unit vector.

In the last identity, does it a make a difference whether \( \hat{n} \times A \times \hat{n} \) is taken to mean \( \hat{n} \times (A \times \hat{n}) \) or \( (\hat{n} \times A) \times \hat{n} \)?

1.2 Prove the vector analysis identities:

\[ \nabla \times (\nabla \phi) = 0 \]
\[ \nabla \cdot (\nabla \phi \psi) = \phi \nabla^2 \psi + \nabla \phi \cdot \nabla \psi \]
\[ \nabla \cdot (\nabla \psi - \psi \nabla \phi) = \phi \nabla^2 \psi - \psi \nabla^2 \phi \]
\[ \nabla \cdot (\phi A) = (\nabla \phi) \cdot A + \phi \nabla \cdot A \]
\[ \nabla \times (\phi A) = (\nabla \phi) \times A + \phi \nabla \times A \]
\[ \nabla \cdot (\nabla \times A) = 0 \]
\[ \nabla \cdot (A \times B) = B \cdot (\nabla \times A) - A \cdot (\nabla \times B) \]
\[ \nabla \times (\nabla \times A) = (\nabla \cdot A) \nabla - \nabla (\nabla \cdot A) \]

1.3 Consider the infinitesimal volume element \( dV = dx dy dz \) shown below, such that its upper half lies in medium \( \epsilon_1 \) and its lower half in medium \( \epsilon_2 \). The axes are oriented such that \( \hat{n} = \hat{z} \).

Applying the integrated form of Ampère’s law to the infinitesimal face \( abcd \), show that

\[ H_{2y} - H_{1y} = J_x \Delta z + \frac{\partial D_y}{\partial t} \Delta z \]

In the limit \( \Delta z \to 0 \), the second term in the right-hand side may be assumed to go to zero, whereas the first term will be non-zero and may be set equal to a surface current density, that is, \( J_\Sigma = \text{lim}_{\Delta z \to 0} (J_x \Delta z) \). Show that this leads to the boundary condition \( H_{1y} - H_{2y} = -J_x \). Similarly, show that \( H_{1z} - H_{2z} = J_y \), and that these two boundary conditions can be combined vectorially into Eq. (1.5.4).

1.4 Show that the time average of the product of two harmonic quantities \( A(t) = \text{Re}[A_0 e^{j\omega t}] \) and \( B(t) = \text{Re}[B_0 e^{j\omega t}] \) with phasors \( A, B \) is given by:

\[ \text{Re} \{ A(t) B(t) \} = \frac{1}{T} \int_0^T A(t) B(t) \, dt = \frac{1}{2} \text{Re} \{ AB^* \} \]

where \( T = 2\pi/\omega \) is one period. Then, show that the time-averaged values of the cross and dot products of two time-harmonic vector quantities \( \mathbf{A}(t) = \text{Re}[A_0 e^{j\omega t}] \) and \( \mathbf{B}(t) = \text{Re}[B_0 e^{j\omega t}] \) can be expressed in terms of the corresponding phasors as follows:

\[ \text{Re} \{ \mathbf{A}(t) \times \mathbf{B}(t) \} = \frac{1}{2} \text{Re} \{ \mathbf{A} \times \mathbf{B}^* \}, \quad \text{Re} \{ \mathbf{A}(t) \cdot \mathbf{B}(t) \} = \frac{1}{2} \text{Re} \{ \mathbf{A} \cdot \mathbf{B}^* \} \]

1.5 Assuming that \( \mathbf{B} = \mu \mathbf{H} \), show that Maxwell’s equations (1.9.2) imply the following complex-valued version of Poynting’s theorem:

\[ \mathbf{S} \cdot (\mathbf{E} \times \hat{H}^* ) = -j\omega \mu \mathbf{H} \cdot \hat{H}^* - \mathbf{E} \cdot \mathbf{J}_\text{tot}^* \]

where \( \mathbf{J}_\text{tot} = \mathbf{J} + j\omega \mathbf{D} \)
Extracting the real-parts of both sides and integrating over a volume \( V \) bounded by a closed surface \( S \), show the time-averaged form of energy conservation:

\[
- \frac{1}{2} \int \frac{1}{2} \text{Re}[E \times H^*] \cdot dS = \frac{1}{2} \int \text{Re}[E \cdot J_{\text{ex}}] \, dV
\]

which states that the net time-averaged power flowing into a volume is dissipated into heat. For a lossless dielectric, show that the above integrals are zero and provide an interpretation.

1.6 Assuming that \( D = \epsilon E \) and \( B = \mu H \), show that Maxwell’s equations (1.1.1) imply the following relationships:

\[
p \epsilon E_x + (D \times \frac{\partial B}{\partial t}) = \nabla \cdot (\epsilon E_x - \frac{1}{2} \epsilon E^2)
\]

\[
(\mathbf{J} \times \mathbf{B})_x + (\frac{\partial D}{\partial t} \times \mathbf{B}) = \nabla \cdot (\mu H_x H - \frac{1}{2} \mu E^2 + \frac{1}{2} \mu H^2)
\]

where the subscript \( x \) means the \( x \)-component. From these, derive the following relationship that represents momentum conservation:

\[
f_x + \frac{2 \gamma}{\gamma^2 + \omega^2} = \nabla \cdot T_x
\]

(1.19.1)

where \( f_x \), \( G_x \) are the \( x \)-components of the vectors \( f = \rho E + J \times B \) and \( G = D \times B \), and \( T_x \) is defined to be the vector (equal to Maxwell’s stress tensor acting on the unit vector \( \hat{x} \)):

\[
T_x = \epsilon E_x E + \mu H_x H - \frac{1}{2} (\epsilon E^2 + \mu H^2)
\]

Write similar equations of the \( y, z \) components. The quantity \( G_x \) is interpreted as the field momentum (in the \( x \)-direction) per unit volume, that is, the momentum density.

1.7 Show that the causal and stable time-domain dielectric response corresponding to Eq. (1.11.5) is given as follows:

\[
\epsilon(t) = \epsilon_0 \delta(t) + \epsilon_0 \chi(t), \quad \chi(t) = \frac{\omega_0^2}{\omega^2} e^{-\gamma t/2} \sin(\omega_0 t) u(t)
\]

(1.19.2)

where \( u(t) \) is the unit-step function and \( \omega_0 = \sqrt{\epsilon_0 \mu_0} \gamma/2 \), and we must assume that \( \gamma < 2 \omega_0 \), as is typically the case in practice. Discuss the solution for the case \( \gamma/2 > \omega_0 \).

1.8 Show that the plasma frequency for electrons can be expressed in the simple numerical form:

\[
\omega_p = 9 \sqrt{N}, \quad \text{where} \quad f_p \text{ is in Hz and } N \text{ is the electron density in electrons/m}^3. \quad \text{What is } f_p \text{ for the ionsospher if } N = 10^{12} \text{? [Ans. 9 MHz.]}
\]

1.9 Show that the relaxation equation (1.13.2) can be written in the following form in terms of the dc-conductivity \( \sigma \) defined by Eq. (1.12.4):

\[
\frac{1}{\gamma} \rho(r,t) + \rho(r,t) = \frac{\sigma}{\epsilon_0} \rho(r,t) = 0
\]

Then, show that it reduces to the naive relaxation equation (1.7.3) in the limit \( \tau = 1/\gamma \to 0 \). Show also that in this limit, Ohm’s law (1.13.1) takes the instantaneous form \( J = \sigma E \), from which the naive relaxation constant \( \tau_{\text{relax}} = \epsilon_0/\sigma \) was derived.

1.10 Conductors and plasmas exhibit anisotropic and birefringent behavior when they are in the presence of an external magnetic field. The equation of motion of conduction electrons in a constant external magnetic field is \( m \frac{\partial v}{\partial t} = e (E + v \times B) - \frac{\partial p}{\partial t} \), with the collisional term included. Assume the magnetic field is in the \( z \)-direction, \( B = B_z \), and that \( E = \hat{x}E_x + \hat{y}E_y \) and \( v = \hat{x}v_x + \hat{y}v_y \).

a. Show that in component form, the above equations of motion read:

\[
\dot{v}_x = \frac{e}{m} E_x + \omega_B v_y - \gamma v_x
\]

\[
\dot{v}_y = \frac{e}{m} E_y - \omega_B v_x - \gamma v_y
\]

What is the cyclotron frequency in Hz for electrons in the Earth’s magnetic field \( B = 0.4 \text{ gauss} = 0.4 \times 10^{-4} \text{ Tesla} \)? [Ans. 1.12 MHz.]

b. To solve this system, work with the combinations \( v_x \pm JV_y \). Assuming harmonic time-dependence, show that the solution is:

\[
v_x \pm JV_y = \frac{e}{m} (E_x \pm J E_y)
\]

\[
y + J(\omega \pm \omega_B)
\]

c. Define the induced currents as \( \mathbf{J} = N \mathbf{e} v \). Show that:

\[
J_x \pm J_y = \sigma_x(\omega)(E_x \pm J E_y), \quad \sigma_x(\omega) = \frac{\gamma \sigma_0}{\gamma + J(\omega \pm \omega_B)}
\]

where \( \sigma_0 = \frac{\epsilon N e^2}{\mu y} \) is the dc value of the conductivity.

d. Show that the \( t \)-domain version of part (c) is:

\[
\int_0^t J_x(t) \pm J_y(t) \, dt = \int_0^\infty \sigma_x(t) (t-t') (E_x(t') \pm j E_y(t')) \, dt'
\]

where \( \sigma_x(t) = \gamma \sigma_0 e^{-\gamma t} \text{ is the inverse Fourier transform of } \sigma_x(\omega) \) and \( u(t) \) is the unit-step function.

e. Rewrite part (d) in component form:

\[
\int_0^t \sigma_x(t-t') E_x(t') \pm j \sigma_y(t-t') E_y(t') \, dt'
\]

\[
\int_0^t \sigma_y(t-t') E_y(t') \pm j \sigma_x(t-t') E_x(t') \, dt'
\]

and identify the quantities \( \sigma_{xx}(t), \sigma_{xy}(t), \sigma_{yx}(t), \sigma_{yy}(t) \).

f. Evaluate part (e) in the special case \( E_x(t) = E_x u(t) \) and \( E_y(t) = E_y u(t) \), where \( E_x, E_y \) are constants, and show that after a long time the steady-state version of part (e) will be:

\[
J_x = \sigma_0 E_x + \frac{b E_Y}{1 + b^2}
\]

\[
J_y = \sigma_0 E_y - \frac{b E_x}{1 + b^2}
\]
where \( b = \omega_B / \gamma \). If the conductor has finite extent in the \( y \)-direction, as shown above, then no steady current can flow in this direction, \( J_y = 0 \). This implies that if an electric field is applied in the \( x \)-direction, an electric field will develop across the \( y \)-ends of the conductor, \( E_y = bE_x \). The conduction charges will tend to accumulate either on the right or left side of the conductor, depending on the sign of \( b \), which depends on the sign of the electric charge \( e \). This is the Hall effect and is used to determine the sign of the conduction charges in semiconductors, e.g., positive holes for \( p \)-type, or negative electrons for \( n \)-type.

What is the numerical value of \( b \) for electrons in copper if \( B \) is 1 gauss? [Ans. 4.3×10⁻⁷.]

g. For a collisionless plasma \( (y = 0) \), show that its dielectric behavior is determined from

\[
\begin{align*}
\varepsilon_x(\omega) &= \varepsilon_0 \left( 1 - \frac{\omega_p^2}{\omega(\omega + \omega_p)} \right)
\end{align*}
\]

where \( \omega_p \) is the plasma frequency. Thus, the plasma exhibits birefringence.

1.11 This problem deals with various properties of the Kramers-Kronig dispersion relations for the electric susceptibility, given by Eq. (1.17.8).

a. Using the symmetry properties \( \chi_r(\omega) = \chi_r(-\omega) \) and \( \chi_i(\omega) = -\chi_i(-\omega) \), show that (1.17.8) can be written in the folded form of Eq. (1.17.9).

b. Using the definition of principal-value integrals, show the following integral:

\[
\mathcal{P} \int_{0}^{\infty} \frac{d\omega'}{\omega'^2 - \omega^2} = 0
\]

\textit{Hint:} You may use the following indefinite integral:

\[
\int \frac{dx}{a^2 - x^2} = \frac{1}{2a} \ln \left| \frac{a + x}{a - x} \right|
\]

c. Using Eq. (1.19.3), show that the relations (1.17.9) may be rewritten as ordinary integrals (without the \( \mathcal{P} \) instruction) as follows:

\[
\begin{align*}
\chi_r(\omega) &= \frac{2}{\pi} \int_{0}^{\infty} \frac{\omega' \chi_i(\omega') - \omega \chi_i(\omega)}{\omega'^2 - \omega^2} \ d\omega' \\
\chi_i(\omega) &= -\frac{2}{\pi} \int_{0}^{\infty} \frac{\omega \chi_i(\omega') - \omega' \chi_i(\omega)}{\omega'^2 - \omega^2} \ d\omega'
\end{align*}
\]

\textit{Hint:} You will need to argue that the integrands have no singularity at \( \omega' = \omega \).

d. For a simple oscillator model of dielectric polarization, the susceptibility is given by:

\[
\chi(\omega) = \chi_r(\omega) - j\chi_i(\omega) = \frac{\omega_0^2}{\omega^2 - \omega_0^2 + j\gamma\omega} = \frac{\omega_0^2 (\omega_0^2 - \omega^2)}{(\omega_0^2 - \omega^2)^2 + \gamma^2 \omega^2} - \frac{\gamma \omega \omega_p^2}{(\omega_0^2 - \omega^2)^2 + \gamma^2 \omega^2}
\]

Show that for this model the quantities \( \chi_r(\omega) \) and \( \chi_i(\omega) \) satisfy the modified Kramers-Kronig relationships (1.19.4).

\textit{Hint:} You may use the following definite integrals, for which you may assume that \( 0 < \gamma < 2\omega_0 \):

\[
\begin{align*}
\frac{2}{\pi} \int_{0}^{\infty} \frac{dx}{(\omega_0^2 - x^2)^2 + \gamma^2 x^2} &= \frac{1}{\gamma \omega_0^4}, \quad \frac{2}{\pi} \int_{0}^{\infty} \frac{x^2 \ dx}{(\omega_0^2 - x^2)^2 + \gamma^2 x^2} &= \frac{1}{\gamma^3}
\end{align*}
\]

Indeed, show that these integrals may be reduced to the following ones, which can be found in standard tables of integrals:

\[
\begin{align*}
\frac{2}{\pi} \int_{0}^{\infty} \frac{dy}{1 - 2y^2 \cos \theta + y^4} &= \frac{2}{\pi} \int_{0}^{\infty} \frac{y^2 \ dy}{1 - 2y^2 \cos \theta + y^4} = \frac{1}{\sqrt{2}(1 - \cos \theta)}
\end{align*}
\]

where \( \sin(\theta/2) = y/(2\omega_0) \).

e. Consider the limit of Eq. (1.19.5) as \( y \to 0 \). Show that in this case the functions \( \chi_r, \chi_i \) are given as follows, and that they still satisfy the Kramers-Kronig relations:

\[
\chi_r(\omega) = \frac{\pi \omega_p^2}{2\omega_0} (\delta(\omega - \omega_0) - \delta(\omega + \omega_0))
\]

1.12 Derive the Kramers-Kronig relationship of Eq. (1.17.7) by starting with the causality condition \( \chi(t)u(-t) = 0 \) and translating it to the frequency domain, that is, expressing it as the convolution of the Fourier transforms of \( \chi(t) \) and \( u(-t) \).

1.13 An isotropic homogeneous lossless dielectric medium is moving with uniform velocity \( v \) with respect to a fixed coordinate frame \( S \). In the frame \( S' \) moving with dielectric, the constitutive relations are assumed to be the usual ones, that is, \( D' = eE' \) and \( B' = \mu H' \). Using the Lorentz transformations given in Eq. (K.30) of Appendix K, show that the constitutive relations take the following form in the fixed frame \( S \):

\[
D = eE + av \times (H - cv \times E), \quad B = \mu H - av \times (E + \mu v \times H), \quad a = \frac{\epsilon_B - \epsilon_0 \mu_0}{1 - \epsilon \mu v^2}
\]
2

Uniform Plane Waves

2.1 Uniform Plane Waves in Lossless Media

The simplest electromagnetic waves are uniform plane waves propagating along some fixed direction, say the \( z \)-direction, in a lossless medium \( \{ \epsilon, \mu \} \).

The assumption of uniformity means that the fields have no dependence on the transverse coordinates \( x, y \) and are functions only of \( z, t \). Thus, we look for solutions of Maxwell’s equations of the form: \( E(x, y, z, t) = E(z, t) \) and \( H(x, y, z, t) = H(z, t) \).

Because there is no dependence on \( x, y \), we set the partial derivatives \( \partial_x = 0 \) and \( \partial_y = 0 \). Then, the gradient, divergence, and curl operations take the simplified forms:

\[
\nabla = \hat{z} \frac{\partial}{\partial z}, \quad \nabla \cdot E = \frac{\partial E_z}{\partial z}, \quad \nabla \times E = \hat{z} \times \frac{\partial E_z}{\partial z} = - \hat{x} \frac{\partial E_y}{\partial z} + \hat{y} \frac{\partial E_x}{\partial z}.
\]

Assuming that \( \mathbf{D} = \epsilon \mathbf{E} \) and \( \mathbf{B} = \mu \mathbf{H} \), the source-free Maxwell’s equations become:

\[
\begin{align*}
\nabla \times E &= -\mu \frac{\partial H}{\partial t} \\
\nabla \times H &= \epsilon \frac{\partial E}{\partial t} \\
\nabla \cdot E &= 0 \\
\nabla \cdot H &= 0
\end{align*}
\]

An immediate consequence of uniformity is that \( \mathbf{E} \) and \( \mathbf{H} \) do not have components along the \( z \)-direction, that is, \( E_z = H_z = 0 \). Taking the dot-product of Ampère’s law with the unit vector \( \hat{z} \), and using the identity \( \hat{z} \cdot (\hat{z} \times \mathbf{A}) = 0 \), we have:

\[
\hat{z} \cdot \left( \hat{z} \times \frac{\partial E_z}{\partial z} \right) = \epsilon \hat{z} \cdot \frac{\partial E_z}{\partial t} = 0 \quad \Rightarrow \quad \frac{\partial E_z}{\partial t} = 0
\]

Because also \( \partial_z E_z = 0 \), it follows that \( E_z \) must be a constant, independent of \( z, t \). Excluding static solutions, we may take this constant to be zero. Similarly, we have \( H_z = 0 \). Thus, the fields have components only along the \( x, y \) directions:

\[
E_x(z, t) = \hat{x} E_x(z, t) + \hat{y} E_y(z, t) \quad \text{(transverse fields)} \quad (2.1.2)
\]

These fields must satisfy Faraday’s and Ampère’s laws in Eqs. (2.1.1). We rewrite these equations in a more convenient form by replacing \( \epsilon \) and \( \mu \) by:

\[
\epsilon = \frac{1}{\eta c}, \quad \mu = \frac{\eta}{c}, \quad \text{where} \quad c = \frac{1}{\sqrt{\mu \epsilon}}, \quad \eta = \sqrt{\mu \epsilon} \quad (2.1.3)
\]

Thus, \( c, \eta \) are the speed of light and characteristic impedance of the propagation medium. Then, the first two of Eqs. (2.1.1) may be written in the equivalent forms:

\[
\hat{z} \times \frac{\partial E}{\partial z} = -\frac{1}{c} \frac{\partial H}{\partial t}
\]

The first may be solved for \( \partial_z E \) by crossing it with \( \hat{z} \). Using the BAC-CAB rule, and noting that \( \hat{z} \cdot E \) has no \( z \)-component, we have:

\[
\hat{z} \cdot \left( \hat{z} \times \frac{\partial E_z}{\partial z} \right) = \hat{z} \cdot \left( -\hat{x} \frac{\partial E_y}{\partial z} + \hat{y} \frac{\partial E_x}{\partial z} \right) = \hat{z} \cdot \left( -\hat{x} \frac{\partial E_y}{\partial z} \right) = 0
\]

where we used \( \hat{z} \cdot \partial_z E = \partial_z E_z = 0 \) and \( \hat{z} \cdot \hat{z} = 1 \). It follows that Eqs. (2.1.4) may be replaced by the equivalent system:

\[
\frac{\partial E_z}{\partial t} = -\frac{1}{c \mu} \left( \eta \mathbf{H} \times \hat{z} \right)
\]

Now all the terms have the same dimension. Eqs. (2.1.5) imply that both \( \mathbf{E} \) and \( \mathbf{H} \) satisfy the one-dimensional wave equation. Indeed, differentiating the first equation with respect to \( z \) and using the second, we have:

\[
\frac{\partial^2 E}{\partial z^2} = -\frac{1}{c^2} \frac{\partial}{\partial t} \left( \eta \mathbf{H} \times \hat{z} \right) = \frac{1}{c^2} \frac{\partial^2 E}{\partial t^2}
\]

and similarly for \( \mathbf{H} \). Rather than solving the wave equation, we prefer to work directly with the coupled system (2.1.5). The system can be decoupled by introducing the so-called forward and backward electric fields defined as the linear combinations:

\[
E_+ = \frac{1}{2} \left( \mathbf{E} + \eta \mathbf{H} \times \hat{z} \right) \quad \text{(forward fields)} \quad (2.1.7)
\]

\[
E_- = \frac{1}{2} \left( \mathbf{E} - \eta \mathbf{H} \times \hat{z} \right) \quad \text{(backward fields)}
\]
Component-wise, these are:

\[ E_{x\pm} = \frac{1}{2} \left( E_x \pm \eta H_y \right), \quad E_{y\pm} = \frac{1}{2} \left( E_y \pm \eta H_x \right) \]  

(2.1.8)

We show next that \( E_+ (z, t) \) corresponds to a forward-moving wave, that is, moving towards the positive \( z \)-direction, and \( E_- (z, t) \), to a backward-moving wave. Eqs. (2.1.7) can be inverted to express \( \mathbf{E}, \mathbf{H} \) in terms of \( E_+, E_- \). Adding and subtracting them, and using the BAC-CAB rule and the orthogonality conditions \( \hat{z} \cdot \mathbf{E}_z = 0 \), we obtain:

\[
\begin{align*}
E(z, t) &= E_+ (z, t) + E_- (z, t) \\
H(z, t) &= \frac{1}{\eta} \hat{z} \times [E_+ (z, t) - E_- (z, t)]
\end{align*}
\]  

(2.1.9)

In terms of the forward and backward fields \( E_\pm \), the system of Eqs. (2.1.5) decouples into two separate equations:

\[
\begin{align*}
\frac{\partial E_+}{\partial z} &= -\frac{1}{c} \frac{\partial E_+}{\partial t} \\
\frac{\partial E_-}{\partial z} &= +\frac{1}{c} \frac{\partial E_-}{\partial t}
\end{align*}
\]  

(2.1.10)

Indeed, using Eqs. (2.1.5), we verify:

\[
\frac{\partial}{\partial z} \left( \mathbf{E} \mp \eta \mathbf{H} \times \hat{z} \right) = -\frac{1}{c} \frac{\partial}{\partial t} \eta \mathbf{H} \times \hat{z} = +\frac{1}{c} \frac{\partial}{\partial t} \mathbf{E} \mp \eta \mathbf{H} \times \hat{z}
\]

Eqs. (2.1.10) can be solved by noting that the forward field \( E_+ (z, t) \) must depend on \( z, t \) only through the combination \( z - ct \) (for a proof, see Problem 2.1). If we set \( E_+ (z, t) = F(z - ct) \), where \( F(\zeta) \) is an arbitrary function of its argument \( \zeta = z - ct \), then we will have:

\[
\begin{align*}
\frac{\partial E_+}{\partial z} &= \frac{\partial}{\partial \zeta} F(z - ct) = \frac{\partial \zeta}{\partial z} \frac{\partial F(\zeta)}{\partial \zeta} = \frac{\partial F(\zeta)}{\partial \zeta} = \frac{\partial E_+}{\partial \zeta} = -\frac{1}{c} \frac{\partial E_+}{\partial t}
\end{align*}
\]

Vectorially, \( \mathbf{F} \) must have only \( x, y \) components, \( \mathbf{F} = \hat{x} F_x + \hat{y} F_y \), that is, it must be transverse to the propagation direction, \( \hat{z} \cdot \mathbf{F} = 0 \).

Similarly, we find from the second of Eqs. (2.1.10) that \( E_- (z, t) \) must depend on \( z, t \) through the combination \( z + ct \), so that \( E_- (z, t) = G(z + ct) \), where \( G(\xi) \) is an arbitrary (transverse) function of \( \xi = z + ct \). In conclusion, the most general solutions for the forward and backward fields of Eqs. (2.1.10) are:

\[
\begin{align*}
E_+ (z, t) &= F(z - ct) \\
E_- (z, t) &= G(z + ct)
\end{align*}
\]  

(2.1.11)

with arbitrary functions \( F \) and \( G \), such that \( \hat{z} \cdot \mathbf{F} = \hat{z} \cdot \mathbf{G} = 0 \).

Inserting these into the inverse formula (2.1.9), we obtain the most general solution of (2.1.5), expressed as a linear combination of forward and backward waves:

\[
\begin{align*}
E(z, t) &= F(z - ct) + G(z + ct) \\
H(z, t) &= \frac{1}{\eta} \hat{z} \times \left[ F(z - ct) - G(z + ct) \right]
\end{align*}
\]  

(2.1.12)

The term \( E_+ (z, t) = F(z - ct) \) represents a wave propagating with speed \( c \) in the positive \( z \)-direction, while \( E_- (z, t) = G(z + ct) \) represents a wave traveling in the negative \( z \)-direction.

To see this, consider the forward field at a later time \( t + \Delta t \). During the time interval \( \Delta t \), the wave moves in the positive \( z \)-direction by a distance \( \Delta z = c \Delta t \). Indeed, we have:

\[
\begin{align*}
E_+ (z, t + \Delta t) &= F(z - c (t + \Delta t)) = F(z - c \Delta t - ct) \\
E_+ (z - \Delta z, t) &= F((z - \Delta z) - ct) = F(z - c \Delta t - ct) \\
&\Rightarrow E_+ (z, t + \Delta t) = E_+ (z - \Delta z, t)
\end{align*}
\]

This states that the forward field at time \( t + \Delta t \) is the same as the field at time \( t \), but translated to the right along the \( z \)-axis by a distance \( \Delta z = c \Delta t \). Equivalently, the field at location \( z + \Delta z \) at time \( t \) is the same as the field at location \( z \) at the earlier time \( t - \Delta t = t - c \Delta t / c \), that is,

\[
E_+ (z + \Delta z, t) = E_+ (z, t - \Delta t)
\]

Similarly, we find that \( E_- (z, t + \Delta t) = E_- (z + \Delta z, t) \), which states that the backward field at time \( t + \Delta t \) is the same as the field at time \( t \), translated to the left by a distance \( \Delta z = c \Delta t \). Fig. 2.1.1 depicts these two cases.

\[
\begin{align*}
E_+(z,t) &\quad c \quad E_+(z,t+\Delta t) = E_+(z-\Delta z,t) \\
E_-(z,t) &\quad \Delta z = c \Delta t \\
E_-(z,t+\Delta t) = E_-(z+\Delta z,t) &\quad \Delta z = c \Delta t \quad c \quad E_-(z,t)
\end{align*}
\]

Fig. 2.1.1 Forward and backward waves.

The two special cases corresponding to forward waves only \( (G = 0) \), or to backward ones \( (F = 0) \), are of particular interest. For the forward case, we have:

\[
\begin{align*}
E(z, t) &= F(z - ct) \\
H(z, t) &= \frac{1}{\eta} \hat{z} \times F(z - ct) = \frac{1}{\eta} \hat{z} \times E(z, t)
\end{align*}
\]  

(2.1.13)
2.1. Uniform Plane Waves in Lossless Media

This solution has the following properties: (a) The field vectors \( E \) and \( H \) are perpendicular to each other, \( E \cdot H = 0 \), while they are transverse to the \( z \)-direction, (b) The three vectors \([E, H, \hat{z}]\) form a right-handed vector system as shown in the figure, in the sense that \( E \times H \) points in the direction of \( \hat{z} \), (c) The ratio of \( E \) to \( H \times \hat{z} \) is independent of \( z \) and \( t \) and equals the characteristic impedance \( \eta \) of the propagation medium; indeed:

\[
H(z,t) = \frac{1}{\eta} \hat{z} \times E(z,t) \Rightarrow E(z,t) = \eta H(z,t) \times \hat{z} \quad (2.1.14)
\]

The electromagnetic energy of such forward wave flows in the positive \( z \)-direction. With the help of the BAC-CAB rule, we find for the Poynting vector:

\[
P = E \times H = \hat{z} \frac{1}{\eta} |F|^2 = c \hat{z} c |F|^2 \quad (2.1.15)
\]

where we denoted \( |F|^2 = F \cdot F \) and replaced \( 1/\eta = c \). The electric and magnetic energy densities (per unit volume) turn out to be equal to each other. Because \( \hat{z} \) and \( F \) are mutually orthogonal, we have for the cross product \( |\hat{z} \times F| = |\hat{z}||F| = |F| \). Then,

\[
w_e = \frac{1}{2} \epsilon |E|^2 = \frac{1}{2} \epsilon |F|^2
\]

\[
w_m = \frac{1}{2} \mu |H|^2 = \frac{1}{2} \mu \frac{1}{\eta^2} |\hat{z} \times F|^2 = \frac{1}{2} \epsilon |F|^2 = w_e
\]

where we replaced \( \mu/\eta^2 = \epsilon \). Thus, the total energy density of the forward wave will be:

\[
w = w_e + w_m = 2w_e = c|F|^2 \quad (2.1.16)
\]

In accordance with the flux/density relationship of Eq. (1.6.2), the transport velocity of the electromagnetic energy is found to be:

\[
\nu = \frac{P}{w} = \frac{c \hat{z} c |F|^2}{c|F|^2} = c \hat{z}
\]

As expected, the energy of the forward-moving wave is being transported at a speed \( c \) along the positive \( z \)-direction. Similar results can be derived for the backward-moving solution that has \( F = 0 \) and \( G \neq 0 \). The fields are now:

\[
E(z,t) = G(z + ct)
\]

\[
H(z,t) = -\frac{1}{\eta} \hat{z} \times G(z + ct) = -\frac{1}{\eta} \hat{z} \times E(z,t)
\]

(2.1.17)

The Poynting vector becomes \( \mathbf{P} = E \times H = -c \hat{z} c |G|^2 \) and points in the negative \( z \)-direction, that is, the propagation direction. The energy transport velocity is \( \nu = -c \hat{z} \). Now, the vectors \([E, H, \hat{z}]\) form a right-handed system, as shown. The ratio of \( E \) to \( H \) is still equal to \( \eta \), provided we replace \( \hat{z} \) with \( -\hat{z} \):

\[
H(z,t) = \frac{1}{\eta} (-\hat{z}) \times E(z,t) \Rightarrow E(z,t) = \eta H(z,t) \times (-\hat{z})
\]

In the general case of Eq. (2.1.12), the \( E/H \) ratio does not remain constant. The Poynting vector and energy density consist of a part due to the forward wave and a part due to the backward one:

\[
P = E \times H = c \hat{z} (\epsilon|F|^2 - \epsilon|G|^2)
\]

\[
w = \frac{1}{2} c|E|^2 + \frac{1}{2} \mu |H|^2 = \epsilon|F|^2 + \epsilon|G|^2
\]

Example 2.1.1: A source located at \( z = 0 \) generates an electric field \( E(0,t) = \hat{x} E_0 u(t) \), where \( u(t) \) is the unit-step function, and \( E_0 \), a constant. The field is launched towards the positive \( z \)-direction. Determine expressions for \( E(z,t) \) and \( H(z,t) \).

Solution: For a forward-moving wave, we have \( E(z,t) = F(z - ct) = F(0 - c(t - z/c)) \), which implies that \( E(z,t) \) is completely determined by \( E(z,0) \), or alternatively, by \( E(0,t) \):

\[
E(z,t) = E(0,t - z/c) = \hat{x} E_0 (t - z/c)
\]

Using this property, we find for the electric and magnetic fields:

\[
E(z,t) = E(0,t - z/c) = \hat{x} E_0 (t - z/c)
\]

\[
H(z,t) = \frac{1}{\eta} \hat{z} \times E(z,t) = \frac{\hat{y} E_0}{\eta} u(t - z/c)
\]

Because of the unit-step, the non-zero values of the fields are restricted to \( t - z/c \geq 0 \), or, \( z \leq ct \), that is, at time \( t \) the wavefront has propagated only up to position \( z = ct \). The figure shows the expanding wavefronts at time \( t \) and \( t + \Delta t \). □

Example 2.1.2: Consider the following three examples of electric fields specified at \( t = 0 \), and describing forward or backward fields as indicated:

\[
E(z,0) = \hat{x} E_0 \cos(kz) \quad \text{(forward-moving)}
\]

\[
E(z,0) = \hat{y} E_0 \cos(kz) \quad \text{(backward-moving)}
\]

\[
E(z,0) = \hat{x} E_1 \cos(k_1 z) + \hat{y} E_2 \cos(k_2 z) \quad \text{(forward-moving)}
\]

where \( k, k_1, k_2 \) are given wavenumbers (measured in units of radians/m). Determine the corresponding fields \( E(z,t) \) and \( H(z,t) \).

Solution: For the forward-moving cases, we replace \( z \) by \( z - ct \), and for the backward-moving case, \( z + ct \). We find in the three cases:

\[
E(z,t) = \hat{x} E_0 \cos(k(z - ct)) \quad \text{(forward)}
\]

\[
E(z,t) = \hat{y} E_0 \cos(k(z + ct)) \quad \text{(forward)}
\]

\[
E(z,t) = \hat{x} E_1 \cos(\omega_1 t - k_1 z) + \hat{y} E_2 \cos(\omega_2 t - k_2 z) \quad \text{(forward)}
\]

where \( \omega = kc \), and \( \omega_1 = k_1 c, \omega_2 = k_2 c \). The corresponding magnetic fields are:

\[
H(z,t) = \frac{1}{\eta} \hat{z} \times E(z,t) = \hat{y} \frac{E_0}{\eta} \cos(\omega t - kz) \quad \text{(forward)}
\]

\[
H(z,t) = -\frac{1}{\eta} \hat{z} \times E(z,t) = \hat{x} \frac{E_0}{\eta} \cos(\omega t + kz) \quad \text{(backward)}
\]

\[
H(z,t) = \frac{1}{\eta} \hat{z} \times E(z,t) = \hat{y} \frac{E_1}{\eta} \cos(\omega_1 t - k_1 z) - \hat{x} \frac{E_2}{\eta} \cos(\omega_2 t - k_2 z)
\]
2.2 Monochromatic Waves

Uniform, single-frequency, plane waves propagating in a lossless medium are obtained as a special case of the previous section by assuming the harmonic time-dependence:

\[ E(x, y, z, t) = E(z) e^{jkz} \]
\[ H(x, y, z, t) = H(z) e^{jkz} \]  

(2.2.1)

where \( E(z) \) and \( H(z) \) are transverse with respect to the \( z \)-direction.

Maxwell’s equations (2.1.5), or those of the decoupled system (2.1.10), may be solved very easily by replacing time derivatives by \( \partial_t \rightarrow j\omega \). Then, Eqs. (2.1.10) become the first-order differential equations (see also Problem 2.3):

\[ \frac{\partial E_x(z)}{\partial z} = \frac{-\eta}{\mu} E_y(z), \quad \text{where} \quad k = \frac{\omega}{c} = \omega/\sqrt{\mu\epsilon} \]

(2.2.2)

with solutions:

\[ E_+(z) = \frac{1}{\eta} \hat{\mathbf{z}} \times E_x(z) = \frac{1}{\eta} (\hat{\mathbf{z}} \times E_0) e^{-j kz} = H_0 e^{-j kz} \]

(2.2.3)

\[ E_-(z) = -\frac{1}{\eta} \hat{\mathbf{z}} \times E_x(z) = -\frac{1}{\eta} (\hat{\mathbf{z}} \times E_0) e^{j kz} = H_0 e^{j kz} \]

(2.2.4)

where \( E_0 \) are arbitrary (complex-valued) constant vectors such that \( \hat{\mathbf{z}} \cdot E_0 = 0 \). The corresponding magnetic fields are:

\[ H_+(z) = \frac{1}{\eta} \hat{\mathbf{z}} \times E_+(z) = \frac{1}{\eta} (\hat{\mathbf{z}} \times E_0) e^{-j kz} = H_0 e^{-j kz} \]

\[ H_-(z) = -\frac{1}{\eta} \hat{\mathbf{z}} \times E_-(z) = -\frac{1}{\eta} (\hat{\mathbf{z}} \times E_0) e^{j kz} = H_0 e^{j kz} \]

(2.2.5)

where we defined the constant amplitudes of the magnetic fields:

\[ H_0 = \pm \frac{1}{\eta} \hat{\mathbf{z}} \times E_0 \]

(2.2.6)

Inserting (2.2.3) into (2.1.9), we obtain the general solution for single-frequency waves, expressed as a superposition of forward and backward components:

\[ E(z) = E_0 e^{-j kz} + E_0 e^{j kz} \]

\[ H(z) = \frac{1}{\eta} \hat{\mathbf{z}} \times \left[ E_0 e^{-j kz} - E_0 e^{j kz} \right] \]

(2.2.7)

Setting \( E_0 = \hat{\mathbf{x}} A_x + \hat{\mathbf{y}} B_y \), and noting that \( \hat{\mathbf{z}} \times E_0 = \hat{\mathbf{z}} \times (\hat{\mathbf{x}} A_x + \hat{\mathbf{y}} B_y) = \hat{\mathbf{y}} A_x - \hat{\mathbf{x}} B_y \), we may rewrite (2.2.6) in terms of its cartesian components:

\[ E_x(z) = A_x e^{-j kz} + A_x e^{j kz}, \quad E_y(z) = B_y e^{-j kz} + B_y e^{j kz} \]

\[ H_x(z) = -\frac{1}{\eta} \left[ A_x e^{-j kz} - A_x e^{j kz} \right], \quad H_y(z) = \frac{1}{\eta} \left[ B_y e^{-j kz} - B_y e^{j kz} \right] \]

(2.2.8)

Wavefronts are defined, in general, to be the surfaces of constant phase. A forward moving wave \( E(z) = E_0 e^{-j kz} \) corresponds to the time-varying field:

\[ E(z, t) = E_0 e^{-j\omega t} \]

\[ H(z, t) = H_0 e^{-j\omega t} \]

(2.2.9)

A surface of constant phase is obtained by setting \( \varphi(z, t) = \) const. Denoting this constant by \( \varphi_0 = k z_0 \) and using the property \( c = \omega/k \), we obtain the condition:

\[ \varphi(z, t) = \varphi_0 \Rightarrow k z - \omega t = k z_0 \Rightarrow z = ct + z_0 \]

(2.2.10)

Thus, the wavefront is the \( xy \)-plane intersecting the \( z \)-axis at the point \( z = ct + z_0 \), moving forward with velocity \( c \). This justifies the term “plane wave.”

A backward-moving wave will have planar wavefronts parametrized by \( z = -ct + z_0 \), that is, moving backwards. A wave that is a linear combination of forward and backward components, may be thought of as having two planar wavefronts, one moving forward, and the other backward.

The relationships (2.2.5) imply that the vectors \( \{E_0+, H_0+, \hat{\mathbf{z}}\} \) and \( \{E_0-, H_0-, -\hat{\mathbf{z}}\} \) will form right-handed orthogonal systems. The magnetic field \( H_0 \) is perpendicular to the electric field \( E_0 \), and the cross-product \( E_0 \times H_0 \) points towards the direction of propagation, that is, \( \pm \hat{\mathbf{z}} \). Fig. 2.2.1 depicts the case of a forward propagating wave.

![Forward uniform plane wave](image-url)
scale factor $n$ compared to the free-space values, whereas the wavenumber $k$ is increased by a factor of $n$. Indeed, using the definitions $c = 1/\sqrt{\mu_0\varepsilon}$ and $\eta = \sqrt{\mu_0/\varepsilon}$, we have:

$$c = \frac{c_0}{n}, \quad \eta = \frac{\eta_0}{n}, \quad \lambda = \frac{\lambda_0}{n}, \quad k = nk_0$$

(2.2.10)

**Example 2.2.1:** A microwave transmitter operating at the carrier frequency of 6 GHz is protected by a Plexiglas radome whose permittivity is $\varepsilon = 3\varepsilon_0$.

The refractive index of the radome is $n = \sqrt{\varepsilon/\varepsilon_0} = \sqrt{3} = 1.73$. The free-space wavelength and the wavelength inside the radome material are:

$$\lambda_0 = \frac{c_0}{f} = \frac{3 \times 10^8}{6 \times 10^9} = 0.5 \text{ m}, \quad \lambda = \frac{\lambda_0}{n} = \frac{5}{1.73} = 2.9 \text{ cm}$$

We will see later that if the radome is to be transparent to the wave, its thickness must be chosen to be equal to one-half wavelength, $l = \lambda/2$. Thus, $l = 2.9/2 = 1.45 \text{ cm}$.

**Example 2.2.2:** The nominal speed of light in vacuum is $c_0 = 3 \times 10^8 \text{ m/s}$. Because of the relationship $c_0 = \lambda f$, it may be expressed in the following suggestive units that are appropriate in different application contexts:

- 5000 km × 60 Hz (power systems)
- 300 m × 1 MHz (AM radio)
- 40 m × 7.5 MHz (amateur radio)
- 3 m × 100 MHz (FM radio, TV)
- 30 cm × 1 GHz (cell phones)
- 10 cm × 3 GHz (waveguides, radar)
- 3 cm × 10 GHz (radar, satellites)
- 0.3 mm × 1 THz (biotech, security, spectroscopy)
- 1.5 μm × 200 THz (optical fibers, THz applications)
- 500 nm × 600 THz (visible spectrum)
- 100 nm × 3000 THz (UV)

Similarly, in terms of length/time of propagation:

- 5000 km/120 msec (geosynchronous satellites)
- 300 km/msec (power lines)
- 300 m/msec (transmission lines)
- 30 cm/msec (circuit boards)
- 300 μm/ps (nanocircuits)

The typical half-wave monopole antenna (half of a half-wave dipole over a ground plane) has length $\lambda/4$ and is used in many applications, such as AM, FM, and cell phones. Thus, one can predict that the lengths of AM radio, FM radio, and cell phone antennas will be of the order of 75 m, 0.75 m, and 7.5 cm, respectively.

A more detailed list of electromagnetic frequency bands is given in Appendix B. The precise value of $c_0$ and the values of other physical constants are given in Appendix A.

Wave propagation effects become important, and cannot be ignored, whenever the physical length of propagation is comparable to the wavelength $\lambda$. It follows from Eqs. (2.2.2) that the incremental change of a forward-moving electric field in propagating from $z$ to $z + \Delta z$ is:

$$\frac{|\Delta E_z|}{|E_z|} = k\Delta z = 2\pi \frac{\Delta z}{\lambda}$$

(2.2.11)

Thus, the change in the electric field can be ignored only if $\Delta z \ll \lambda$, otherwise, propagation effects must be taken into account.

For example, for an integrated circuit operating at 10 GHz, we have $\lambda = 3 \text{ cm}$, which is comparable to the physical dimensions of the circuit.

Similarly, a cellular base station antenna is connected to the transmitter circuits by several meters of coaxial cable. For a 1-GHz system, the wavelength is 0.3 m, which implies that a 30-meter cable will be equivalent to 100 wavelengths.

### 2.3 Energy Density and Flux

The time-averaged energy density and flux of a uniform plane wave can be determined by Eq. (1.9.6). As in the previous section, the energy is shared equally by the electric and magnetic fields (in the forward or backward cases.) This is a general result for most wave propagation and waveguide problems.

The energy flux will be in the direction of propagation. For either a forward- or a backward-moving wave, we have from Eqs. (1.9.6) and (2.2.5):

$$w_e = \frac{1}{2} \text{Re} \left[ \frac{1}{2} \varepsilon E_x(z) \cdot E^*_x(z) \right] = \frac{1}{2} \text{Re} \left[ \frac{1}{2} \varepsilon E_{0x} e^{-jkz} \cdot E^*_{0x} e^{jkz} \right] = \frac{1}{4} \varepsilon |E_{0x}|^2$$

$$w_m = \frac{1}{2} \text{Re} \left[ \frac{1}{2} \mu H_y(z) \cdot H^*_y(z) \right] = \frac{1}{4} \mu |H_{0y}|^2 = \frac{1}{4} \frac{1}{\eta^2} |\hat{z} \times E_{0x}|^2 = \frac{1}{4} \varepsilon |E_{0x}|^2 = w_e$$

Thus, the electric and magnetic energy densities are equal and the total density is:

$$w = w_e + w_m = 2w_e = \frac{1}{2} \varepsilon |E_{0x}|^2$$

(2.3.1)

For the time-averaged Poynting vector, we have similarly:

$$\mathbf{P} = \frac{1}{2} \text{Re} \left[ E_x(z) \times H^*_y(z) \right] = \frac{1}{2\eta} \text{Re} \left[ E_{0x} \times (\pm \hat{z} \times E^*_{0y}) \right]$$

Using the BAC-CAB rule and the orthogonality property $\hat{z} \cdot E_{0x} = 0$, we find:

$$\mathbf{P} = \pm \frac{1}{2\eta} |E_{0x}|^2 = \pm \frac{1}{2} \varepsilon |E_{0x}|^2$$

(2.3.2)

Thus, the energy flux is in the direction of propagation, that is, $\pm \hat{z}$. The corresponding energy velocity is, as in the previous section:

$$\mathbf{v} = \frac{\mathbf{P}}{w} = \pm \hat{z}$$

(2.3.3)

In the more general case of forward and backward waves, we find:

$$w = \frac{1}{4} \text{Re} \left[ \varepsilon (E(z) \cdot E^*(z) + \mu H(z) \cdot H^*(z)) \right] = \frac{1}{2} \varepsilon |E_{0x}|^2 + \frac{1}{2} \varepsilon |E_{0y}|^2$$

$$\mathbf{P} = \frac{1}{2} \text{Re} \left[ E(z) \times H^*(z) \right] = \hat{z} \left( \frac{1}{2\eta} |E_{0x}|^2 - \frac{1}{2\eta} |E_{0y}|^2 \right)$$

(2.3.4)
Thus, the total energy is the sum of the energies of the forward and backward components, whereas the net energy flux (to the right) is the difference between the forward and backward fluxes.

### 2.4 Wave Impedance

For forward or backward fields, the ratio of $E(z)$ to $H(z) \times \hat{z}$ is constant and equal to the characteristic impedance of the medium. Indeed, it follows from Eq. (2.2.4) that

$$E_x(z) = \pm \eta H_y(z) \hat{z}$$

However, this property is not true for the more general solution given by Eqs. (2.2.6). In general, the ratio of $E(z)$ to $H(z) \times \hat{z}$ is called the wave impedance. Because of the vectorial character of the fields, we must define the ratio in terms of the corresponding $x$- and $y$-components:

$$Z_x(z) = \frac{[E(z)]_x}{[H(z) \times \hat{z}]_x} = \frac{E_x(z)}{H_y(z)}$$

$$Z_y(z) = \frac{[E(z)]_y}{[H(z) \times \hat{z}]_y} = \frac{-E_y(z)}{-H_x(z)}$$

Using the cartesian expressions of Eq. (2.2.7), we find:

$$Z_x(z) = \frac{E_x(z)}{H_y(z)} = \frac{\eta A_+ e^{-jkz} + A_- e^{jkz}}{A_+ e^{-jkz} - A_- e^{jkz}}$$

$$Z_y(z) = \frac{-E_y(z)}{-H_x(z)} = \frac{\eta B_+ e^{-jkz} + B_- e^{jkz}}{B_+ e^{-jkz} - B_- e^{jkz}}$$

The wave impedances are nontrivial functions of $z$. For forward waves (that is, with $A_- = B_- = 0$), we have $Z_x(z) = Z_y(z) = \eta$. For backward waves ($A_+ = B_+ = 0$), we have $Z_x(z) = Z_y(z) = -\eta$.

The wave impedance is a very useful concept in the subject of multiple dielectric interfaces and the matching of transmission lines. We will explore its use later on.

### 2.5 Polarization

Consider a forward-moving wave and let $E_0 = \hat{x} A_+ + \hat{y} B_+$ be its complex-valued phasor amplitude, so that $E(z) = E_0 e^{-jkz} = (\hat{x} A_+ + \hat{y} B_+) e^{-jkz}$. The time-varying field is obtained by restoring the factor $e^{j\omega t}$:

$$E(z,t) = (\hat{x} A_+ + \hat{y} B_+) e^{j\omega t - jkz}$$

The polarization of a plane wave is defined to be the direction of the electric field. For example, if $B_+ = 0$, the $E$-field is along the $x$-direction and the wave will be linearly polarized.

More precisely, polarization is the direction of the time-varying real-valued field $\mathbf{E}(z,t) = \Re[E(z,t)]$. At any fixed point $z$, the vector $\mathbf{E}(z,t)$ may be along a fixed linear direction or it may be rotating as a function of $t$, tracing a circle or an ellipse.

The polarization properties of the plane wave are determined by the relative magnitudes and phases of the complex-valued constants $A_+, B_+$. Writing them in their polar forms $A_+ = A e^{j\phi_a}$ and $B_+ = B e^{j\phi_b}$, where $A, B$ are positive magnitudes, we obtain:

$$E(z,t) = (\hat{x} A e^{j\phi_a} + \hat{y} B e^{j\phi_b}) e^{j\omega t - jkz} = \hat{x} A e^{j(\omega t - k z + \phi_a)} + \hat{y} B e^{j(\omega t - k z + \phi_b)}$$

(2.5.1)

Extracting real parts and setting $\mathbf{E}(z,t) = \Re[E(z,t)] = \hat{x} E_x(z,t) + \hat{y} E_y(z,t)$, we find the corresponding real-valued $x, y$ components:

$$E_x(z,t) = \Re[A e^{j(\omega t - k z + \phi_a)}]$$

$$E_y(z,t) = \Re[B e^{j(\omega t - k z + \phi_b)}]$$

(2.5.2)

For a backward moving field, we replace $k$ by $-k$ in the same expression. To determine the polarization of the wave, we consider the time-dependence of these fields at some fixed point along the $z$-axis, say at $z = 0$:

$$E_x(t) = A \cos(\omega t + \phi_a)$$

$$E_y(t) = B \cos(\omega t + \phi_b)$$

(2.5.3)

The electric field vector $\mathbf{E}(t) = \hat{x} E_x(t) + \hat{y} E_y(t)$ will be rotating on the $xy$-plane with angular frequency $\omega$, with its tip tracing, in general, an ellipse. To see this, we expand Eq. (2.5.3) using a trigonometric identity:

$$E_x(t) = A \left[ \cos \omega t \cos \phi_a - \sin \omega t \sin \phi_a \right]$$

$$E_y(t) = B \left[ \cos \omega t \cos \phi_b - \sin \omega t \sin \phi_b \right]$$

Solving for $\cos \omega t$ and $\sin \omega t$ in terms of $E_x(t), E_y(t)$, we find:

$$\cos \omega t \sin \phi = \frac{E_y(t)}{B} \sin \phi_a - \frac{E_x(t)}{A} \sin \phi_b$$

$$\sin \omega t \sin \phi = \frac{E_y(t)}{B} \cos \phi_a - \frac{E_x(t)}{A} \cos \phi_b$$

where we defined the relative phase angle $\phi = \phi_a - \phi_b$.

Forming the sum of the squares of the two equations and using the trigonometric identity $\sin^2 \omega t + \cos^2 \omega t = 1$, we obtain a quadratic equation for the components $E_x$ and $E_y$, which describes an ellipse on the $E_x, E_y$ plane:

$$\left( \frac{E_x(t)}{B} \sin \phi_a - \frac{E_x(t)}{A} \sin \phi_b \right)^2 + \left( \frac{E_y(t)}{B} \cos \phi_a - \frac{E_y(t)}{A} \cos \phi_b \right)^2 = \sin^2 \phi$$

This simplifies into:

$$\frac{E_x^2}{A_1^2} + \frac{E_y^2}{B^2} - 2 \cos \phi \frac{E_x E_y}{AB} = \sin^2 \phi$$

(2.5.4)
Depending on the values of the three quantities \{A, B, \phi\} this polarization ellipse may be an ellipse, a circle, or a straight line. The electric field is accordingly called elliptically, circularly, or linearly polarized.

To get linear polarization, we set $\phi = 0$ or $\phi = \pi$, corresponding to $\phi_a = \phi_b = 0$, or $\phi_a = 0, \phi_b = -\pi$, so that the phasor amplitudes are $E_0 = \hat{x} A \pm \hat{y} B$. Then, Eq. (2.5.4) degenerates into:

$$\frac{\mathcal{E}_x^2}{A^2} + \frac{\mathcal{E}_y^2}{B^2} + \frac{\mathcal{E}_x \mathcal{E}_y}{AB} = 0 \quad \Rightarrow \quad \left( \frac{\mathcal{E}_x}{A} \pm \frac{\mathcal{E}_y}{B} \right)^2 = 0$$

representing the straight lines:

$$\mathcal{E}_x = \frac{B}{A} \mathcal{E}_x \quad \text{slope } B/A$$
$$\mathcal{E}_y = -\frac{B}{A} \mathcal{E}_x \quad \text{slope } -B/A$$

The fields (2.5.2) take the forms, in the two cases $\phi = 0$ and $\phi = \pi$:

$$\begin{align*}
\mathcal{E}_x(t) &= A \cos \omega t \\
\mathcal{E}_y(t) &= B \cos \omega t \\
\mathcal{E}_x(t) &= -B \cos \omega t \\
\mathcal{E}_y(t) &= -A \cos \omega t
\end{align*}$$

To get circular polarization, we set $A = B$ and $\phi = \pm \pi/2$. In this case, the polarization ellipse becomes the equation of a circle:

$$\frac{\mathcal{E}_x^2}{A^2} + \frac{\mathcal{E}_y^2}{A^2} = 1$$

The sense of rotation, in conjunction with the direction of propagation, defines left-circular versus right-circular polarization. For the case, $\phi_a = 0$ and $\phi_b = -\pi/2$, we have $\phi = \phi_a - \phi_b = \pi/2$ and complex amplitude $E_0 = A(\hat{x} + j\hat{y})$. Then,

$$\begin{align*}
\mathcal{E}_x(t) &= A \cos \omega t \\
\mathcal{E}_y(t) &= A \cos (\omega t - \pi/2) = A \sin \omega t
\end{align*}$$

Thus, the tip of the electric field vector rotates counterclockwise on the $xy$-plane. To decide whether this represents right or left circular polarization, we use the IEEE convention[115], which is as follows.

Curl the fingers of your left and right hands into a fist and point both thumbs towards the direction of propagation. If the fingers of your right (left) hand are curling in the direction of rotation of the electric field, then the polarization is right (left) polarized.

Thus, in the present example, because we had a forward-moving field and the field is turning counterclockwise, the polarization will be right-circular. If the field were moving backwards, then it would be left-circular. For the case, $\phi = -\pi/2$, arising from $\phi_a = 0$ and $\phi_b = \pi/2$, we have complex amplitude $E_0 = A(\hat{x} - j\hat{y})$. Then, Eq. (2.5.3) becomes:

$$\mathcal{E}_x(t) = A \cos \omega t \\
\mathcal{E}_y(t) = A \cos (\omega t + \pi/2) = -A \sin \omega t$$

The tip of the electric field vector rotates clockwise on the $xy$-plane. Since the wave is moving forward, this will represent left-circular polarization. Fig. 2.5.1 depicts the four cases of left/right polarization with forward/backward waves.

---

Footnote:

1Most engineering texts use the IEEE convention and most physics texts, the opposite convention.
2.5. Polarization

Finally, if $A \neq B$ and $\phi$ is arbitrary, then the major/minor axes of the ellipse (2.5.4) will be rotated relative to the $x, y$ directions. Fig. 2.5.2 illustrates the general case.

![](image.png)

Fig. 2.5.2 General polarization ellipse.

It can be shown (see Problem 2.15) that the tilt angle $\theta$ is given by:

$$
\tan 2\theta = \frac{2AB}{A^2 - B^2} \cos \phi
$$

(2.5.5)

The ellipse semi-axes $A', B'$, that is, the lengths $OC$ and $OD$, are given by:

$$
A' = \frac{1}{2} (A^2 + B^2) + \frac{s}{2} \sqrt{(A^2 - B^2)^2 + 4A^2B^2 \cos^2 \phi}
$$

$$
B' = \frac{1}{2} (A^2 + B^2) - \frac{s}{2} \sqrt{(A^2 - B^2)^2 + 4A^2B^2 \cos^2 \phi}
$$

(2.5.6)

where $s = \text{sign}(A - B)$. These results are obtained by defining the rotated coordinate system of the ellipse axes:

$$
\mathbf{E}'_x = \mathbf{E}_x \cos \theta + \mathbf{E}_y \sin \theta
$$

$$
\mathbf{E}'_y = \mathbf{E}_y \cos \theta - \mathbf{E}_x \sin \theta
$$

(2.5.7)

and showing that Eq. (2.5.4) transforms into the standardized form:

$$
\frac{E'^2}{A'^2} + \frac{E'^2}{B'^2} = 1
$$

(2.5.8)

The polarization ellipse is bounded by the rectangle with sides at the end-points $\pm A, \pm B$, as shown in the figure. To decide whether the elliptic polarization is left- or right-handed, we may use the same rules depicted in Fig. 2.5.1.

The angle $\chi$ subtended by the major to minor ellipse axes shown in Fig. 2.5.2 is given as follows and is discussed further in Problem 2.13:

$$
\sin 2\chi = \frac{2AB}{A^2 + B^2} \sin \phi, \quad -\frac{\pi}{4} \leq \chi \leq \frac{\pi}{4}
$$

(2.5.9)

that is, it can be shown that $\tan \chi = B'/A'$ or $A'/B'$, whichever is less than one.

Example 2.5.1: Determine the real-valued electric and magnetic field components and the polarization of the following fields specified in their phasor form (given in units of V/m):

a. $E(z) = -3j\hat{x}e^{-jkz}$

b. $E(z) = (3\hat{x} + 4\hat{y})e^{+jkz}$

c. $E(z) = (-4\hat{x} + 3\hat{y})e^{-jkz}$

d. $E(z) = (3e^{i\pi/8}\hat{x} + 3\hat{y})e^{+jkz}$

e. $E(z) = (4\hat{x} + 3e^{-i\pi/8}\hat{y})e^{-jkz}$

f. $E(z) = (3e^{-i\pi/8}\hat{x} + 4e^{i\pi/8}\hat{y})e^{-jkz}$

g. $E(z) = (4e^{i\pi/4}\hat{x} + 3e^{-i\pi/4}\hat{y})e^{+jkz}$

h. $E(z) = (3e^{-i\pi/2}\hat{x} + 4e^{i\pi/4})e^{-jkz}$

Solution: Restoring the $e^{i\omega t}$ factor and taking real-parts, we find the $x,y$ electric field components, according to Eq. (2.5.2):

a. $\mathbf{E}_x(z, t) = 3 \cos(\omega t + \pi/2), \quad \mathbf{E}_y(z, t) = 0$

b. $\mathbf{E}_x(z, t) = 3 \cos(\omega t + k\pi), \quad \mathbf{E}_y(z, t) = 4 \cos(\omega t + k\pi)$

c. $\mathbf{E}_x(z, t) = 4 \cos(\omega t + \pi/3), \quad \mathbf{E}_y(z, t) = 3 \cos(\omega t - k\pi)$

d. $\mathbf{E}_x(z, t) = 3 \cos(\omega t + k\pi/3), \quad \mathbf{E}_y(z, t) = 3 \cos(\omega t - k\pi)$

e. $\mathbf{E}_x(z, t) = 4 \cos(\omega t - k\pi/4), \quad \mathbf{E}_y(z, t) = 3 \cos(\omega t + k\pi/4)$

Since these are either forward or backward waves, the corresponding magnetic fields are obtained by using the formula $\mathbf{H}(z, t) = \frac{1}{\eta} \times \mathbf{E}(z, t)/\eta$. This gives the $x,y$ components:

(cases a, c, e, g): $\mathbf{H}_x(z, t) = \frac{1}{\eta} \mathbf{E}_y(z, t), \quad \mathbf{H}_y(z, t) = \frac{1}{\eta} \mathbf{E}_x(z, t)$

(cases b, d, f, h): $\mathbf{H}_x(z, t) = \frac{1}{\eta} \mathbf{E}_y(z, t), \quad \mathbf{H}_y(z, t) = \frac{1}{\eta} \mathbf{E}_x(z, t)$

To determine the polarization vectors, we evaluate the electric fields at $z = 0$:

a. $\mathbf{E}_x(t) = 3 \cos(\omega t - \pi/2), \quad \mathbf{E}_y(t) = 0$

b. $\mathbf{E}_x(t) = 3 \cos(\omega t), \quad \mathbf{E}_y(t) = 4 \cos(\omega t)$

c. $\mathbf{E}_x(t) = 4 \cos(\omega t + \pi), \quad \mathbf{E}_y(t) = 3 \cos(\omega t)$

d. $\mathbf{E}_x(t) = 3 \cos(\omega t + \pi/3), \quad \mathbf{E}_y(t) = 3 \cos(\omega t)$

e. $\mathbf{E}_x(t) = 4 \cos(\omega t), \quad \mathbf{E}_y(t) = 3 \cos(\omega t - \pi/4)$

f. $\mathbf{E}_x(t) = 3 \cos(\omega t - \pi/4), \quad \mathbf{E}_y(t) = 4 \cos(\omega t + \pi/8)$

g. $\mathbf{E}_x(t) = 4 \cos(\omega t + \pi/4), \quad \mathbf{E}_y(t) = 3 \cos(\omega t - \pi/2)$

h. $\mathbf{E}_x(t) = 3 \cos(\omega t - \pi/2), \quad \mathbf{E}_y(t) = 4 \cos(\omega t + \pi/4)$

The polarization ellipse parameters $A, B,$ and $\phi = \phi_d - \phi_e$, as well as the computed semi-major axes $A', B'$, tilt angle $\theta$, sense of rotation of the electric field, and polarization...
2. Uniform Plane Waves

We saw in Sec. 1.14 that power losses may arise because of conduction and/or material polarization. A wave propagating in a lossy medium will set up a conduction current \( J_{\text{cond}} = \sigma E \) and a displacement (polarization) current \( J_{\text{disp}} = j \omega \epsilon dE = j \omega \epsilon_c E \). Both currents will cause ohmic losses. The total current is the sum:

\[
J_{\text{tot}} = J_{\text{cond}} + J_{\text{disp}} = (\sigma + j \omega \epsilon_d) E = j \omega \epsilon_c E
\]

where \( \epsilon_c \) is the effective complex dielectric constant introduced in Eq. (1.14.2):

\[
j\omega \epsilon_c = \sigma + j \omega \epsilon_d \quad \Rightarrow \quad \epsilon_c = \epsilon_d - j \frac{\sigma}{\omega} \quad (2.6.1)
\]

The quantities \( \sigma, \epsilon_d \) may be complex-valued and frequency-dependent. However, we will assume that over the desired frequency band of interest, the conductivity \( \sigma \) is real-valued; the permittivity of the dielectric may be assumed to be complex, \( \epsilon_d = \epsilon'_d - j \epsilon'_d' \).

Thus, the effective \( \epsilon_c \) has real and imaginary parts:

\[
\epsilon_c = \epsilon' - j \epsilon'' = \epsilon'_d - j \left( \epsilon'_d' + \frac{\sigma}{\omega} \right) \quad (2.6.2)
\]

Power losses arise from the non-zero imaginary part \( \epsilon'' \). We recall from Eq. (1.14.5) that the time-averaged ohmic power losses per unit volume are given by:

\[
\frac{dP_{\text{loss}}}{dV} = \frac{1}{2} \text{Re} \left[ J_{\text{tot}} \cdot E^* \right] = \frac{1}{2} \text{Re} (\epsilon'' |E|^2) = \frac{1}{2} (\sigma + \omega \epsilon'_d' |E|^2) \quad (2.6.3)
\]

Uniform plane waves propagating in such lossy medium will satisfy Maxwell’s equations (1.9.2), with the right-hand side of Ampère’s law given by \( j \omega \mu H = j \omega \epsilon_c E \).

The assumption of uniformity (\( \hat{E}_x = \hat{E}_y = 0 \)), will imply again that the fields \( E, H \) are transverse to the direction \( \hat{z} \). Then, Faraday’s and Ampère’s equations become:

\[
\nabla \times E = -j \omega \mu H \quad \Rightarrow \quad \hat{z} \times \hat{E}_z = -j \omega \mu H \quad (2.6.4)
\]

\[
\nabla \times H = j \omega \epsilon_c E \quad \Rightarrow \quad \hat{z} \times \hat{E}_z = j \omega \epsilon_c E
\]

These may be written in a more convenient form by introducing the complex wave-number \( k_c \) and complex characteristic impedance \( \eta_c \) defined by:

\[
k_c = \omega \sqrt{\mu \epsilon_c}, \quad \eta_c = \frac{\mu}{\sqrt{\epsilon_c}} \quad (2.6.5)
\]

They correspond to the usual definitions \( k = \omega / c = \omega \sqrt{\mu / \epsilon} \) and \( \eta = \sqrt{\mu / \epsilon} \) with the replacement \( \epsilon \rightarrow \epsilon_c \). Noting that \( \omega \mu = k_c \eta_c \) and \( \omega \epsilon_c = k_c / \eta_c \), Eqs. (2.6.4) may
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be written in the following form (using the orthogonality property $\hat{z} \cdot E = 0$ and the BAC-CAB rule on the first equation):

$$\frac{\partial}{\partial z} \begin{bmatrix} E \\ \eta_n H \times \hat{z} \end{bmatrix} = \begin{bmatrix} 0 & -jk_c \\ -jk_c & 0 \end{bmatrix} \begin{bmatrix} E \\ \eta_n H \times \hat{z} \end{bmatrix}$$

(2.6.6)

To decouple them, we introduce the forward and backward electric fields:

$$E_z = \frac{1}{2} (E + \eta_n H \times \hat{z}) \quad \Rightarrow \quad E = E_z + E_-$$.  
$$E_z = \frac{1}{2} (E - \eta_n H \times \hat{z}) \quad \Rightarrow \quad H = \frac{1}{\eta_c} \hat{z} \times [E_z - E_-]$$

(2.6.7)

Then, Eqs. (2.6.6) may be replaced by the equivalent system:

$$\frac{\partial}{\partial z} \begin{bmatrix} E_z \\ E_- \end{bmatrix} = \begin{bmatrix} jk_c & 0 \\ 0 & jk_c \end{bmatrix} \begin{bmatrix} E_z \\ E_- \end{bmatrix}$$

(2.6.8)

with solutions:

$$E_z(z) = E_{0,z} e^{jk_c z}, \quad \text{where} \quad \hat{z} \cdot E_{0,z} = 0$$

(2.6.9)

Thus, the propagating electric and magnetic fields are linear combinations of forward and backward components:

$$E(z) = E_0 e^{-jk_c z} + E_{-} e^{jk_c z}$$

$$H(z) = \frac{1}{\eta_c} \hat{z} \times [E_0 e^{-jk_c z} - E_{-} e^{jk_c z}]$$

(2.6.10)

In particular, for a forward-moving wave we have:

$$E(z) = E_0 e^{-jk_c z}, \quad H(z) = H_0 e^{-jk_c z}, \quad \text{with} \quad \hat{z} \cdot E_0 = 0, \quad H_0 = \frac{1}{\eta_c} \hat{z} \times E_0$$

(2.6.11)

Eqs. (2.6.10) are the same as in the lossless case but with the replacements $k \rightarrow k_c$ and $\eta \rightarrow \eta_c$. The lossless case is obtained in the limit of a purely real-valued $\epsilon_c$.

Because $k_c$ is complex-valued, we define the phase and attenuation constants $\beta$ and $\alpha$ as the real and imaginary parts of $k_c$, that is,

$$k_c = \beta - j\alpha = \sqrt{\frac{\omega \mu}{\epsilon_c}}$$

(2.6.12)

We may also define a complex refractive index $n_c = k_c/k_0$ that measures $k_c$ relative to its free-space value $k_0 = \omega/c_0 = \omega/\sqrt{\mu_0 \epsilon_0}$. For a non-magnetic medium, we have:

$$n_c = k_c/k_0 = \sqrt{\frac{\epsilon_c}{\epsilon_0}} = \sqrt{\frac{\epsilon_c - j\epsilon''_c}{\epsilon_0}} = n_r - jn_i$$

(2.6.13)

where $n_r,n_i$ are the real and imaginary parts of $n_c$. The quantity $n_i$ is called the extinction coefficient and $n_r$, the refractive index. Another commonly used notation is the propagation constant $\gamma$ defined by:

$$\gamma = jk_c = \alpha + j\beta$$

(2.6.14)

It follows from $\gamma = \alpha + j\beta = jk_c = jk_0 n_c = jk_0 (n_r - jn_i)$ that $\beta = k_0 n_i$, and $\alpha = k_0 n_r$. The nomenclature about phase and attenuation constants has its origins in the propagation factor $e^{-jk_c z}$. We can write it in the alternative forms:

$$e^{-jk_c z} = e^{-\alpha z} e^{-j\beta z} = e^{-k_0 n_i z} e^{-k_0 n_r z}$$

(2.6.15)

Thus, the wave amplitudes attenuate exponentially with the factor $e^{-\alpha z}$, and oscillate with the phase factor $e^{-j\beta z}$. The energy of the wave attenuates by the factor $e^{-2\alpha z}$, as can be seen by computing the Poynting vector. Because $e^{-jk_c z}$ is no longer a pure phase factor and $\eta_c$ is not real, we have for the forward-moving wave of Eq. (2.6.11):

$$P(z) = \frac{1}{2} \text{Re} \left( E(z) \times H^*(z) \right) = \frac{1}{2} \text{Re} \left( \frac{1}{\eta_c} E_0 \times (\hat{z} \times E_0^*) e^{-\alpha z} e^{-j\beta z} \right)$$

(2.6.16)

$$= \frac{1}{2} \text{Re}(\eta_c^{-1}) |E_0|^2 e^{-2\alpha z} = |\hat{z} P(0)| e^{-2\alpha z} = \hat{z} P(z)$$

Thus, the power per unit area flowing past the point $z$ in the forward $z$-direction will be:

$$P(z) = \hat{z} P(0) e^{-2\alpha z}$$

(2.6.17)

The quantity $P(0)$ is the power per unit area flowing past the point $z = 0$. Denoting the real and imaginary parts of $\eta_c$ by $\eta', \eta''$, so that $\eta_c = \eta' + j\eta''$, and noting that $|E_0| = |\eta_c H_0 \times \hat{z}| = |\eta_c| |H_0|$, we may express $P(0)$ in the equivalent forms:

$$P(0) = \frac{1}{2} \text{Re}(\eta_c^{-1}) |E_0|^2 = \frac{1}{2} \eta' |H_0|^2$$

(2.6.18)

The attenuation coefficient $\alpha$ is measured in nepers per meter. However, a more practical way of expressing the power attenuation is in dB per meter. Taking logs of Eq. (2.6.16), we have for the dB attenuation at $z$, relative to $z = 0$:

$$A_{dB}(z) = -10 \log_{10} \left[ \frac{P(z)}{P(0)} \right] = 20 \log_{10} (e) \alpha z = 8.686 \alpha z$$

(2.6.19)

where we used the numerical value $20 \log_{10} e = 8.686$. Thus, the quantity $A_{dB}$ is 8.686 $\alpha$ is the attenuation in dB per meter:

$$\alpha_{dB} = 8.686 \alpha \quad \text{(dB/m)}$$

(2.6.20)

Another way of expressing the power attenuation is by means of the so-called penetration or skin depth defined as the inverse of $\alpha$:

$$\delta = \frac{1}{\alpha} \quad \text{(skin depth)}$$

(2.6.21)

Then, Eq. (2.6.18) can be rewritten in the form:

$$A_{dB}(z) = 8.686 \frac{Z}{\delta} \quad \text{(attenuation in dB)}$$

(2.6.22)
This gives rise to the so-called “9-dB per delta” rule, that is, every time \( z \) is increased by a distance \( \delta \), the attenuation increases by 8.686 \( \times \) 9 dB.

A useful way to represent Eq. (2.6.16) in practice is to consider its infinitesimal version obtained by differentiating it with respect to \( z \) and solving for \( \alpha \):

\[
P'(z) = -2\alpha P(0) e^{-2\alpha z} = -2\alpha P(z) \Rightarrow \alpha = -\frac{P'(z)}{2P(z)}
\]

The quantity \( P'_{\text{loss}} = -P' \) represents the power lost from the wave per unit length (in the propagation direction.) Thus, the attenuation coefficient is the ratio of the power loss per unit length to twice the power transmitted:

\[
\alpha = \frac{P_{\text{loss}}}{2P_{\text{trans}}}
\]

(2.6.22)

If there are several physical mechanisms for the power loss, then \( \alpha \) becomes the sum over all possible cases. For example, in a waveguide or a coaxial cable filled with a slightly lossy dielectric, power will be lost because of the small conduction/polarization currents set up within the dielectric and also because of the ohmic losses in the walls of the guiding conductors, so that the total \( \alpha \) will be \( \alpha = \alpha_{\text{dielectric}} + \alpha_{\text{walls}} \).

Next, we verify that the exponential loss of power from the propagating wave is due to ohmic heat losses. In Fig. 2.6.1, we consider a volume \( dV = l dA \) of area \( dA \) and length \( l \) along the \( z \)-direction.

![Fig. 2.6.1 Power flow in lossy dielectric.](image)

From the definition of \( P(z) \) as power flow per unit area, it follows that the power entering the area \( dA \) at \( z = 0 \) will be \( dP_{\text{in}} = P(0) dA \), and the power leaving that area at \( z = l \), \( dP_{\text{out}} = P(l) dA \). The difference \( dP_{\text{loss}} = dP_{\text{in}} - dP_{\text{out}} = [P(0) - P(l)] dA \) will be the power lost from the wave within the volume \( l dA \). Because \( P(l) = P(0) e^{-2\alpha l} \), we have for the power loss per unit area:

\[
\frac{dP_{\text{loss}}}{dA} = P(0) - P(l) = P(0) (1 - e^{-2\alpha l}) = \frac{1}{2} \text{Re}(\eta^{-1}) |E_0|^2 (1 - e^{-2\alpha l})
\]

(2.6.23)

On the other hand, according to Eq. (2.6.3), the ohmic power loss per unit volume will be \( \omega c \eta^{-1} |E(z)|^2/2 \). Integrating this quantity from \( z = 0 \) to \( z = l \) will give the total ohmic losses within the volume \( l dA \) of Fig. 2.6.1. Thus, we have:

\[
dP_{\text{ohmic}} = \frac{1}{2} \omega c \eta^{-1} \int_0^l |E(z)|^2 dz dA = \frac{1}{2} \omega c \eta^{-1} \int_0^l |E_0|^2 e^{-2\alpha z} dz dA,
\]

or,

\[
dP_{\text{ohmic}} = \frac{\omega c \eta^{-1}}{4\alpha} |E_0|^2 (1 - e^{-2\alpha l})
\]

(2.6.24)

Are the two expressions in Eqs. (2.6.23) and (2.6.24) equal? The answer is yes, as follows from the following relationship among the quantities \( \eta, c, \alpha \) (see Problem 2.17):

\[
\text{Re}(\eta^{-1}) = \frac{\omega c \eta^{-1}}{2\alpha}
\]

(2.6.25)

Thus, the power lost from the wave is entirely accounted for by the ohmic losses within the propagation medium. The equality of (2.6.23) and (2.6.24) is an example of the more general relationship proved in Problem 1.5.

In the limit \( l \to \infty \), we have \( P(l) = 0 \), so that \( dP_{\text{ohmic}}/dA = P(0) \), which states that all the power that enters at \( z = 0 \) will be dissipated into heat inside the semi-infinite medium. Using Eq. (2.6.17), we summarize this case:

\[
\frac{dP_{\text{ohmic}}}{dA} = \frac{1}{2} \text{Re}(\eta^{-1}) |E_0|^2 = \frac{1}{2} \eta^{-1} |H_0|^2
\]

(ohmic losses)

(2.6.26)

This result will be used later on to calculate ohmic losses of waves incident on lossy dielectric or conductor surfaces, as well as conductor losses in waveguide and transmission line problems.

**Example 2.6.1:** The absorption coefficient \( \alpha \) of water reaches a minimum over the visible spectrum—a fact undoubtedly responsible for why the visible spectrum is visible. Recent measurements [145] of the absorption coefficient show that it starts at about 0.01 nepers/m at 380 nm (violet), decreases to a minimum value of 0.0044 nepers/m at 418 nm (blue), and then increases steadily reaching the value of 0.5 nepers/m at 600 nm (red). Determine the penetration depth \( \delta \) in meters, for each of the three wavelengths.

**Solution:** The penetration depths \( \delta = 1/\alpha \) are:

\[
\delta = 100, 227.3, 2 \text{ m for } \alpha = 0.01, 0.0044, 0.5 \text{ nepers/m}
\]

Using Eq. (2.6.21), we may solve for the depth \( z = (A/8.686)\delta \). Since a decrease of the light intensity (power) by a factor of 10 is equivalent to \( A = 10 \) dB, we find \( z = (10/8.686)\delta = 1.128\delta \), which gives: \( z = 112.8, 256.3, 2.3 \) m. A decrease by a factor of 100 = 10\(^{20}\) corresponds to \( A = 20 \) dB, effectively doubling the above depths.
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Example 2.6.2: A microwave oven operating at 2.45 GHz is used to defrost a frozen food having complex permittivity \( \epsilon_c = (4 - j)\epsilon_0 \) farad/m. Determine the strength of the electric field at a depth of 1 cm and express it in \( \text{dB} \) and as a percentage of its value at the surface. Repeat if \( \epsilon_c = (45 - 15j)\epsilon_0 \) farad/m.

Solution: The free-space wavenumber is \( k_0 = \omega / \sqrt{\mu_0 \epsilon_0} = 2\pi / \lambda_0 = 2\pi (2.45 \times 10^9) / (3 \times 10^8) = 51.31 \text{ rad/m} \). Using \( k_c = \omega / \sqrt{\mu_c \epsilon_c} = k_0 / \sqrt{\epsilon_c / \epsilon_0} \), we calculate the wavenumbers:

\[
\begin{align*}
k_c &= \beta - j\omega = 51.31 \sqrt{4 - j} = 51.31 (2.02 - 0.25j) = 103.41 - 12.73j \text{ m}^{-1} \\
k_c &= \beta - j\omega = 51.31 \sqrt{45 - j} = 51.31 (6.80 - 1.10j) = 348.84 - 56.61j \text{ m}^{-1}
\end{align*}
\]

The corresponding attenuation constants and penetration depths are:

\[
\alpha = 12.73 \text{ neper/m}, \quad \delta = 7.86 \text{ cm} \\
\alpha = 56.61 \text{ neper/m}, \quad \delta = 1.77 \text{ cm}
\]

It follows that the attenuations at 1 cm will be in \( \text{dB} \) and in absolute units:

\[
\begin{align*}
A_1 &= 8.686 \zeta / \delta = 1.1 \text{ dB, } 10^{-A_1 / 20} = 0.88 \\
A_2 &= 8.686 \zeta / \delta = 4.9 \text{ dB, } 10^{-A_2 / 20} = 0.57
\end{align*}
\]

Thus, the fields at a depth of 1 cm are 88% and 57% of their values at the surface. The complex permittivities of some foods may be found in [146].

A convenient way to characterize the degree of ohmic losses is by means of the loss tangent, originally defined in Eq. (1.14.8). Here, we set:

\[
\tau = \tan \delta = \frac{\epsilon''}{\epsilon'} = \frac{\sigma + \omega \epsilon''}{\omega \epsilon'}
\]

Then, \( \epsilon_c = \epsilon' - j \epsilon'' = \epsilon'(1 - j \tau) = \epsilon'(1 - j \tau) \). Therefore, \( k_c, \eta_c \) may be written as:

\[
k_c = \omega / \sqrt{\mu_c \epsilon_c} (1 - j \tau)^{1/2}, \quad \eta_c = \sqrt{\frac{\mu}{\epsilon_d}} (1 - j \tau)^{-1/2}
\]

The quantities \( \epsilon_d = 1 / \sqrt{\mu_c \epsilon_c} \) and \( \eta_d = \sqrt{\mu / \epsilon_d} \) would be the speed of light and characteristic impedance of an equivalent lossless dielectric with permittivity \( \epsilon_d \).

In terms of the loss tangent, we may characterize weakly lossy media versus strongly lossy ones by the conditions \( \tau \ll 1 \) versus \( \tau \gg 1 \), respectively. These conditions depend on the operating frequency \( \omega \):

\[
\frac{\sigma + \omega \epsilon''}{\omega \epsilon'} \ll 1 \quad \text{versus} \quad \frac{\sigma + \omega \epsilon''}{\omega \epsilon'} \gg 1
\]

The expressions (2.6.28) may be simplified considerably in these two limits. Using the small-\( x \) Taylor series expansion \( (1 + x)^{1/2} \approx 1 + x/2 \), we find in the weakly lossy case \( (1 - j \tau)^{1/2} \approx 1 - j \tau/2 \), and similarly, \( (1 - j \tau)^{-1/2} \approx 1 + j \tau/2 \).

On the other hand, if \( \tau \gg 1 \), we approximate \( (1 - j \tau)^{1/2} \approx -j \tau^{1/2} = e^{-j\pi/4 + \tau^{1/2}} \), where we wrote \( (-j)^{1/2} = (e^{-j\pi/4})^{1/2} = e^{-j\pi/4} \). Similarly, \( (1 - j \tau)^{-1/2} \approx e^{j\pi/4} \tau^{-1/2} \).

Thus, we summarize the two limits:

\[
\begin{align*}(1 - j \tau)^{1/2} &= \left\{ \begin{array}{ll}
1 - j \frac{\tau}{2}, & \text{if } \tau \ll 1 \\
e^{-j\pi/4 \tau^{1/2}}, & \text{if } \tau \gg 1
\end{array} \right. \\
(1 - j \tau)^{-1/2} &= \left\{ \begin{array}{ll}
1 + j \frac{\tau}{2}, & \text{if } \tau \ll 1 \\
e^{j\pi/4 \tau^{-1/2}}, & \text{if } \tau \gg 1
\end{array} \right.
\end{align*}
\]

2.7 Propagation in Weakly Lossy Dielectrics

In the weakly lossy case, the propagation parameters \( k_c, \eta_c \) become:

\[
k_c = \beta - j\alpha = \omega \sqrt{\mu_c \epsilon_d} (1 - j \tau) = \omega \sqrt{\mu_c \epsilon_d} \left( 1 - j \frac{\sigma + \omega \epsilon''}{\omega \epsilon'} \right)
\]

\[
\eta_c = \eta' + j\eta'' = \sqrt{\frac{\mu}{\epsilon_d}} (1 + j \tau) = \sqrt{\frac{\mu}{\epsilon_d}} \left( 1 + j \frac{\sigma + \omega \epsilon''}{\omega \epsilon'} \right)
\]

Thus, the phase and attenuation constants are:

\[
\beta = \omega \sqrt{\mu_c \epsilon_d} = \frac{\omega}{c_d} \quad \alpha = \frac{1}{2} \sqrt{\frac{\mu}{\epsilon_d}} (\sigma + \omega \epsilon'') = \frac{1}{2} \eta_d (\sigma + \omega \epsilon'')
\]

For a slightly conducting dielectric with \( \epsilon'' = 0 \) and a small conductivity \( \sigma \), Eq. (2.7.2) implies that the attenuation coefficient \( \alpha \) is frequency-independent in this limit.

Example 2.7.1: Seawater has \( \sigma = 4 \) Siemens/m and \( \epsilon_d = 81 \epsilon_0 \) (so that \( \epsilon_d' = 81 \epsilon_0, \epsilon_d'' = 0 \)).

Then, \( \eta_d = \sqrt{\epsilon_d / \epsilon_0} = 9 \), and \( c_d = c_0 / \eta_d = 0.33 \times 10^8 \) m/sec and \( \eta_d = \eta_0 / \eta_d = 377/9 = 41.89 \Omega \). The attenuation coefficient (2.7.2) will be:

\[
\alpha = \frac{1}{2} \eta_d \sigma = \frac{1}{2} \frac{41.89 \times 4}{83.78 \text{ neper/m}} = \alpha_{dB} = 8.686 \alpha = 728 \text{ dB/m}
\]

The corresponding skin depth is \( \delta = 1/\alpha = 1.19 \text{ cm} \). This result assumes that \( \sigma \ll \omega \epsilon_d' \), which can be written in the form \( \omega \gg \sigma / \epsilon_d' \), or \( f \gg f_0 \), where \( f_0 = \sigma / (2\pi \epsilon_d') \). Here, we have \( f_0 = 888 \text{ MHz} \). For frequencies \( f \ll f_0 \), we must use the exact equations (2.6.28). For example, we find:

\[
\begin{align*}
f &= 1 \text{ kHz}, \quad \alpha_{dB} = 1.09 \text{ dB/m}, \quad \delta = 7.96 \text{ m} \\
f &= 1 \text{ MHz}, \quad \alpha_{dB} = 34.49 \text{ dB/m}, \quad \delta = 25.18 \text{ cm} \\
f &= 1 \text{ GHz}, \quad \alpha_{dB} = 6726.69 \text{ dB/m}, \quad \delta = 1.29 \text{ cm}
\end{align*}
\]

Such extremely large attenuations explain why communication with submarines is impossible at high RF frequencies.
2.8 Propagation in Good Conductors

A conductor is characterized by a large value of its conductivity \( \sigma \), while its dielectric constant may be assumed to be real-valued \( \varepsilon_d = \varepsilon \) (typically equal to \( \varepsilon_0 \)). Thus, its complex permittivity and loss tangent will be:

\[
\varepsilon_c = \varepsilon - j \frac{\omega \mu \sigma}{\omega c}, \quad \tau = \frac{\sigma}{\omega c} \tag{2.8.1}
\]

A good conductor corresponds to the limit \( \tau \gg 1 \), or, \( \sigma \gg \omega c \). Using the approximations of Eqs. (2.6.29) and (2.6.30), we find for the propagation parameters \( k_c, \eta_c \):

\[
k_c = \beta - j \alpha = \omega \sqrt{\mu \sigma} \sqrt{\frac{2}{\omega}} (1 - j) = \sqrt{\frac{\omega \mu \sigma}{2}} (1 - j), \quad \eta_c = \frac{\gamma}{\sqrt{\mu \sigma}} \sqrt{\frac{1}{\omega}} (1 + j) = \sqrt{\frac{\omega \mu}{2 \sigma}} (1 + j) \tag{2.8.2}
\]

Thus, the parameters \( \beta, \alpha, \delta \) are:

\[
\beta = \alpha = \sqrt{\frac{\omega \mu \sigma}{2}} \quad \delta = \frac{1}{\alpha} = \sqrt{\frac{2}{\omega \mu \sigma}} = \frac{1}{\sqrt{\omega \mu \sigma}} \tag{2.8.3}
\]

where we replaced \( \omega = 2\pi f \). The complex characteristic impedance \( \eta_c \) can be written in the form \( \eta_c = R_s (1 + j) \), where \( R_s \) is called the surface resistance and is given by the equivalent forms (where \( \eta = \sqrt{\mu \sigma} \)):

\[
R_s = \eta = \sqrt{\frac{\omega \mu \sigma}{2 \sigma}} = \sqrt{\frac{\omega \mu}{2 \sigma}} = \frac{\alpha}{\sigma \delta} \tag{2.8.4}
\]

Example 2.8.1: For copper we have \( \sigma = 5.8 \times 10^7 \) Siemens/m. The skin depth at frequency \( f \) is:

\[
\delta = \frac{1}{\sqrt{\pi f \mu \sigma}} = \frac{1}{\sqrt{\pi \cdot 4\pi \cdot 10^{-7} \cdot 5.8 \cdot 10^7}} f^{-1/2} = 0.066 f^{-1/2} \quad (f \text{ in Hz})
\]

We find at frequencies of 1 kHz, 1 MHz, and 1 GHz:

\[
f = 1 \text{ kHz}, \quad \delta = 2.09 \text{ mm} \]
\[
f = 1 \text{ MHz}, \quad \delta = 0.07 \text{ mm} \]
\[
f = 1 \text{ GHz}, \quad \delta = 0.09 \mu\text{m}
\]

Thus, the skin depth is extremely small for good conductors at RF.

Because \( \delta \) is so small, the fields will attenuate rapidly within the conductor, depending on distance like \( e^{-\gamma z} = e^{-\alpha z} e^{-j\beta z} = e^{-z/\delta} e^{-j\beta z} \). The factor \( e^{-z/\delta} \) effectively confines the fields to within a distance \( \delta \) from the surface of the conductor.

This allows us to define equivalent “surface” quantities, such as surface current and surface impedance. With reference to Fig. 2.6.1, we define the surface current density by integrating the density \( J(z) = \sigma E(z) = \sigma E_0 e^{-j\gamma z} \) over the top-side of the volume \( l dA \), and taking the limit \( l \to \infty \):

\[
J_s = \int_0^\infty J(z) dz = \int_0^\infty \sigma E_0 e^{-j\gamma z} dz \tag{2.8.5}
\]

where we defined the surface impedance \( Z_s = \gamma/\sigma \). In the good-conductor limit, \( Z_s \) is equal to \( \eta_c \). Indeed, it follows from Eqs. (2.8.3) and (2.8.4) that:

\[
Z_s = \frac{\gamma}{\sigma} = \frac{\alpha + j \beta}{\sigma} = \frac{\alpha}{\sigma} (1 + j) = R_s (1 + j) = \eta_c
\]

Because \( H_0 \times \hat{z} = E_0/\eta_c \), it follows that the surface current will be related to the magnetic field intensity at the surface of the conductor by:

\[
J_s = H_0 \times \hat{z} = \hat{n} \times H_0 \tag{2.8.6}
\]

where \( \hat{n} = -\hat{z} \) is the outward normal to the conductor. The meaning of \( J_s \) is that it represents the current flowing in the direction of \( E_0 \) per unit length measured along the perpendicular direction to \( E_0 \), that is, the \( H_0 \) direction. It has units of A/m.

The total amount of ohmic losses per unit surface area of the conductor may be calculated from Eq. (2.6.26), which reads in this case:

\[
\frac{dP_{\text{ohmic}}}{dA} = \frac{1}{2} R_s |H_0|^2 = \frac{1}{2} R_s |J_s|^2 \quad (\text{ohmic loss per unit conductor area}) \tag{2.8.7}
\]

2.9 Skin Effect in Cylindrical Wires

![Fig. 2.9.1 Current distribution in cylindrical wire.](image)

Fig. 2.9.1 Current distribution in cylindrical wire.

2.10 Propagation in Oblique Directions

So far we considered waves propagating towards the \( z \)-direction. For single-frequency uniform plane waves propagating in some arbitrary direction in a lossless medium, the propagation factor is obtained by the substitution:
2.10. Propagation in Oblique Directions

The constant-phase (and constant-amplitude) wavefronts are the planes $k \cdot r =$ constant, or, $k \cdot r =$ constant. They are the planes perpendicular to the propagation direction $\hat{k}$.

As an example, consider a rotated coordinate system $\{x', y', z'\}$ in which the $z'$ axes are rotated by angle $\theta$ relative to the original $xz$ axes, as shown in Fig. 2.10.1. Thus, the new coordinates and corresponding unit vectors will be:

$$
\begin{align*}
&z' = z \cos \theta + x \sin \theta, \\
x' = x \cos \theta - z \sin \theta, \\
y' = y
\end{align*}
$$

We choose the propagation direction to be the new $z'$-axis, that is, $\hat{k} = \hat{z}'$, so that the wave vector $k = k \hat{z}'$ will have components $k_z = k \cos \theta$ and $k_x = k \sin \theta$.

The propagation phase factor becomes:

$$
e^{-jkz'} = e^{-j(z \cos \theta + x \sin \theta)} = e^{-j[k \cos \theta + x \sin \theta]} = e^{-jkz'}$$

Because $\{E_0, H_0, k\}$ form a right-handed vector system, the electric field may have components along the new transverse (with respect to $z'$) axes, that is, along $x'$ and $y'$. Thus, we may resolve $E_0$ into the orthogonal directions:

$$
E_0 = \hat{x}' A + \hat{y}' B = (\hat{x} \cos \theta - \hat{z} \sin \theta) A + \hat{y} B
$$

The corresponding magnetic field will be $H_0 = \hat{k} \times E_0 / \eta = \hat{z}' (\hat{x}' A + \hat{y}' B) / \eta$. Using the relationships $\hat{z}' \times \hat{x}' = \hat{y}'$ and $\hat{z}' \times \hat{y}' = -\hat{x}'$, we find:

$$
H_0 = \frac{1}{\eta} [\hat{y} A - \hat{x} B] = \frac{1}{\eta} [\hat{y} A - (\hat{x} \cos \theta - \hat{z} \sin \theta) B]
$$

The complete expressions for the fields are then:

$$
E(r, t) = [(\hat{x} \cos \theta - \hat{z} \sin \theta) A + \hat{y} B] e^{i(\omega t - k z')}
$$

$$
H(r, t) = \frac{1}{\eta} [\hat{y} A - (\hat{x} \cos \theta - \hat{z} \sin \theta) B] e^{i(\omega t - k z')}
$$
2.11. Complex or Inhomogeneous Waves

Written with respect to the rotated coordinate system \( \{ \hat{x}', \hat{y}', \hat{z}' \} \), the solutions become identical to those of Sec. 2.2:

\[
E(r, t) = [\hat{x}' A + \hat{y}' B] e^{i \omega t - j k c r}
\]
\[
H(r, t) = \frac{1}{\eta} [\hat{y}' A - \hat{x}' B] e^{i \omega t - j k c r}
\]

(2.10.10)

They are uniform in the sense that they do not depend on the new transverse coordinates \( x', y' \). The constant-phase planes are \( z' = \hat{z}' \cdot r = z \cos \theta + x \sin \theta \) = const.

The polarization properties of the wave depend on the relative phases and amplitudes of the complex constants \( A, B \), with the polarization ellipse lying on the \( x'y' \) plane.

\( \hat{x}' \) and \( \hat{y}' \) are the transverse electric (TE) and transverse magnetic (TM) polarization vectors, respectively. The TE case has an electric field transverse to \( z' \); the TM case has a magnetic field transverse to \( z' \). Fig. 2.10.1 depicts these two cases separately.

This nomenclature arises in the context of plane waves incident obliquely on interfaces, where the \( xz \) plane is the plane of incidence and the interface is the \( xy \) plane. The TE and TM cases are also referred to as having “perpendicular” and “parallel” polarization vectors with respect to the plane of incidence, that is, the \( E \)-field is perpendicular or parallel to the \( xz \) plane.

We may define the concept of transverse impedance as the ratio of the transverse (with respect to \( z' \)) components of the electric and magnetic fields. In particular, by analogy with the definitions of Sec. 2.4, we have:

\[
\eta_{TM} = \frac{E_x}{H_y} = \frac{A \cos \theta}{-\frac{1}{\eta} A} = \eta \cos \theta
\]
\[
\eta_{TE} = \frac{E_y}{H_x} = \frac{B}{-\frac{1}{\eta} B \cos \theta} = \eta \cos \theta
\]

(2.11.11)

Such transverse impedances play an important role in describing the transfer matrices of dielectric slabs at oblique incidence. We discuss them further in Chap. 7.

2.11 Complex or Inhomogeneous Waves

The steps leading to the wave solution (2.10.1) do not preclude a complex-valued wavevector \( \mathbf{k} \). For example, if the medium is lossy, we must replace \( \{ \eta, k \} \) by \( \{ \eta_c, k_c \} \), where \( k_c = \beta - j \alpha \), resulting from a complex effective permittivity \( \varepsilon_c \). If the propagation direction is defined by the unit vector \( \mathbf{k} \), chosen to be a rotated version of \( \hat{z} \), then the wavevector will be defined by \( \mathbf{k} = k_c \mathbf{k} = (\beta - j \alpha) \hat{\mathbf{k}} \). Because \( k_c = \omega \sqrt{\mu_c} \) and \( \mathbf{k} \cdot \mathbf{k} = 1 \), the vector \( \mathbf{k} \) satisfies the consistency condition (2.10.5):

\[
\mathbf{k} \cdot \mathbf{k} = k_c^2 = \omega^2 \mu_c \varepsilon_c
\]

(2.11.1)

The propagation factor will be:

\[
e^{-j \mathbf{k} \cdot r} = e^{-j k c r} = e^{-j (\beta - j \alpha) \hat{\mathbf{k}} \cdot r} = e^{-\alpha \hat{\mathbf{k}} \cdot r} e^{-j \beta \hat{\mathbf{k}} \cdot r}
\]

The wave is still a uniform plane wave in the sense that the constant-amplitude planes, \( \alpha \hat{\mathbf{k}} \cdot \mathbf{r} = \text{const.}, \) and the constant-phase planes, \( \beta \hat{\mathbf{k}} \cdot \mathbf{r} = \text{const.}, \) coincide with each other—being the planes perpendicular to the propagation direction. For example, the rotated solution (2.10.10) becomes in the lossy case:

\[
E(r, t) = [\hat{x}' A + \hat{y}' B] e^{i \omega t - j k_c c r} = [\hat{x}' A + \hat{y}' B] e^{i \omega t - (\beta + j \alpha) \hat{\mathbf{k}} \cdot \mathbf{r}}
\]
\[
H(r, t) = \frac{1}{\eta_c} [\hat{y}' A - \hat{x}' B] e^{i \omega t - j k_c c r} = \frac{1}{\eta_c} [\hat{y}' A - \hat{x}' B] e^{i \omega t - (\beta + j \alpha) \hat{\mathbf{k}} \cdot \mathbf{r}}
\]

(2.11.2)

In this solution, the real and imaginary parts of the wavevector \( \mathbf{k} = \beta - j \alpha \) are collinear, that is, \( \beta = \beta \hat{\mathbf{k}} \) and \( \alpha = \alpha \hat{\mathbf{k}} \).

More generally, there exist solutions having a complex wavevector \( \mathbf{k} = \beta - j \alpha \) such that \( \beta, \alpha \) are not collinear. The propagation factor becomes now:

\[
e^{-j \mathbf{k} \cdot r} = e^{-(\alpha + j \beta) \hat{\mathbf{k}} \cdot r} = e^{-\alpha \hat{\mathbf{k}} \cdot r} e^{-j \beta \hat{\mathbf{k}} \cdot r}
\]

(2.11.3)

If \( \alpha, \beta \) are not collinear, such a wave will not be a uniform plane wave because the constant-amplitude planes, \( \alpha \hat{\mathbf{k}} \cdot \mathbf{r} = \text{const.}, \) and the constant-phase planes, \( \beta \hat{\mathbf{k}} \cdot \mathbf{r} = \text{const.}, \) will be different. The consistency condition \( \mathbf{k} \cdot \mathbf{k} = k_c^2 = (\beta - j \alpha)^2 \) splits into the following two conditions obtained by equating real and imaginary parts:

\[
(\beta - j \alpha) \cdot (\beta - j \alpha) = (\beta - j \alpha)^2 \iff \beta \cdot \alpha = \alpha \beta = \beta^2 - \alpha^2
\]

(2.11.4)

With \( E_0 \) chosen to satisfy \( \mathbf{k} \cdot E_0 = (\beta - j \alpha) \cdot E_0 = 0 \), the magnetic field is computed from Eq. (2.10.2), \( H_0 = k \times E_0 / \omega \mu = (\beta - j \alpha) \times E_0 / \omega \mu \).

Let us look at an explicit construction. We choose \( \beta, \alpha \) to lie on the \( xz \) plane of Fig. 2.10.1, and resolve them as \( \beta = \beta_x \hat{\mathbf{x}} + \beta_z \hat{\mathbf{z}} \) and \( \alpha = \alpha_x \hat{\mathbf{x}} + \alpha_z \hat{\mathbf{z}} \). Thus,

\[
\mathbf{k} = \beta - j \alpha = (\beta_x - j \alpha_x) \hat{\mathbf{x}} + (\beta_z - j \alpha_z) \hat{\mathbf{z}} = \beta \hat{\mathbf{x}} + \beta \hat{\mathbf{z}}
\]

Then, the propagation factor (2.11.3) and conditions (2.11.4) read explicitly:

\[
e^{-j \mathbf{k} \cdot r} = e^{-(\alpha_x + j \beta_x) \hat{\mathbf{x}} \cdot r} e^{-(\alpha_z + j \beta_z) \hat{\mathbf{z}} \cdot r}
\]
\[
\beta_x^2 + \beta_z^2 - \alpha_x^2 - \alpha_z^2 = \beta^2 - \alpha^2
\]
\[
\beta_x \alpha_x + \beta_z \alpha_z = \beta \alpha
\]

(2.11.5)

Because \( \mathbf{k} \) is orthogonal to both \( \hat{\mathbf{y}} \) and \( \hat{\mathbf{y}} \times \mathbf{k} \), we construct the electric field \( E_0 \) as the following linear combination of TM and TE terms:

\[
E_0 = (\hat{\mathbf{y}} \times \mathbf{k}) A + \hat{\mathbf{y}} B,
\]

where \( \mathbf{k} = \frac{k}{k_c} = \frac{\beta - j \alpha}{\beta - j \alpha} \)

(2.11.6)

This satisfies \( \mathbf{k} \cdot E_0 = 0 \). Then, the magnetic field becomes:

\[
H_0 = \frac{k \times E_0}{\omega \mu} = \frac{1}{\eta_c} [\hat{\mathbf{y}} A - (\hat{\mathbf{y}} \times \mathbf{k}) B]
\]

(2.11.7)
2.12. Doppler Effect

The vector \( \mathbf{k} \) is complex-valued and satisfies \( \mathbf{k} \cdot \mathbf{k} = 1 \). These expressions reduce to Eq. (2.11.2), if \( \mathbf{k} = \mathbf{\hat{z}} \).

Waves with a complex \( \mathbf{k} \) are known as complex waves, or inhomogeneous waves. In applications, they always appear in connection with some interface between two media. The interface serves either as a reflecting/transmitting surface, or as a guiding surface.

For example, when plane waves are incident obliquely from a lossless dielectric onto a planar interface with a lossy medium, the waves transmitted into the lossy medium are of such complex type. Taking the interface to be the region \( z \geq 0 \), it turns out that the transmitted waves are characterized by attenuation only in the \( z \)-direction. Therefore, Eqs. (2.11.5) apply with \( \alpha_z > 0 \) and \( \alpha_x = 0 \). The parameter \( \beta_z \) is fixed by Snell’s law, so that Eqs. (2.11.5) provide a system of two equations in the two unknowns \( \beta_z \) and \( \alpha_z \). We discuss this further in Chap. 7.

Wave solutions with complex \( \mathbf{k} = \beta \mathbf{\hat{z}} - j \alpha \mathbf{\hat{x}} \) are possible even when the propagation medium is lossless so that \( \epsilon_c = \epsilon \) is real, and \( \beta = \omega \sqrt{\mu \epsilon} \) and \( \alpha = 0 \). Then, Eqs. (2.11.4) become \( \mathbf{k} \cdot \mathbf{k} = \beta^2 - \alpha \cdot \alpha = \beta^2 \) and \( \cdot \alpha = 0 \). Thus, the constant-amplitude and constant- phase planes are orthogonal to each other.

Examples of such waves are the evanescent waves in total internal reflection, various guided-wave problems, such as surface waves, leaky waves, and traveling-wave antennas. The most famous of these is the Zenneck wave, which is a surface wave propagating along a lossy ground, decaying exponentially with distance above and along the ground.

Another example of current interest is surface plasmons [593–631], which are surface waves propagating along the interface between a metal, such as silver, and a dielectric, such as air, with the fields decaying exponentially perpendicularly to the interface both in the air and the metal. We discuss them further in Sections 7.11 and 8.5.

For a classification of various types of complex waves and a review of several applications, including the Zenneck wave, see Refs. [902–909]. We will encounter some of these in Section 7.7.

The table below illustrates the vectorial directions and relative signs of some possible types, assuming that \( \alpha, \beta \) lie on the \( xz \) plane with the \( yz \) plane being the interface plane.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \alpha_z )</th>
<th>( \beta_z )</th>
<th>( \alpha_x )</th>
<th>( \alpha_x )</th>
<th>( \alpha_z )</th>
<th>( \beta_z )</th>
<th>( \alpha_x )</th>
<th>( \beta_x )</th>
<th>Complex wave type</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ( \to ) 0 ( \to ) 0 ( \to ) + ( \to ) + ( \to ) + ( \to )</td>
<td>( \to ) 0 ( \to ) 0 ( \to ) + ( \to ) + ( \to ) + ( \to )</td>
<td>oblique incidence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 ( \to ) 1 ( \to ) 1 ( \to ) + ( \to ) + ( \to ) + ( \to )</td>
<td>+ ( \to ) + ( \to ) + ( \to ) + ( \to )</td>
<td>evanescent surface wave</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \to ) ( \to ) ( \to ) ( \to )</td>
<td>+ ( \to ) + ( \to ) + ( \to ) + ( \to )</td>
<td>Zenneck surface wave</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \to ) ( \to ) ( \to ) ( \to )</td>
<td>+ ( \to ) + ( \to ) + ( \to ) + ( \to )</td>
<td>leaky wave</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.12 Doppler Effect

The Doppler effect is the frequency shift perceived by an observer whenever the source of the waves and the observer are in relative motion.

Besides the familiar Doppler effect for sound waves, such as the increase in pitch of the sound of an approaching car, ambulance, or train, the Doppler effect has several other applications, such as Doppler radar for aircraft tracking, weather radar, ground imaging, and police radar; several medical ultrasound applications, such as monitoring blood flow or imaging internal organs and fetuses; and astrophysical applications, such as measuring the red shift of light emitted by receding galaxies.

In the classical treatment of the Doppler effect, one assumes that the waves propagate in some medium (e.g., sound waves in air). If \( c \) is the wave propagation speed in the medium, the classical expression for the Doppler effect is given by:

\[
f_b = f_a \frac{c - v_b}{c - v_a}
\]

where \( f_a \) and \( f_b \) are the frequencies measured in the rest frames of the source \( S_a \) and observer \( S_b \), and \( v_a \) and \( v_b \) are the velocities of \( S_a \) and \( S_b \) with respect to the propagation medium, projected along their line of sight.

The algebraic sign of \( v_a \) is positive if \( S_a \) is moving toward \( S_b \) from the left, and the sign of \( v_b \) is positive if \( S_b \) is moving away from \( S_a \). Thus, there is a frequency increase whenever the source and the observer are approaching each other (\( v_a > 0 \) or \( v_b < 0 \)), and a frequency decrease if they are receding from each other (\( v_a < 0 \) or \( v_b > 0 \)).

Eq. (2.12.1) can be derived by considering the two cases of a moving source and a stationary observer, or a stationary source and a moving observer, as shown in Fig. 2.12.1.
\( (c - v_b) \). Therefore, the frequency perceived by the observer will be:

\[
\frac{f_b}{f_a} = \frac{c - v_b}{c} = \frac{c - v_b}{\lambda_a} \quad \text{(moving observer)} \tag{2.12.3}
\]

The combination of these two cases leads to Eq. (2.12.1). We have assumed in Eqs. (2.12.1)–(2.12.3) that \( v_a, v_b \) are less than \( c \) so that supersonic effects are not considered. A counter-intuitive aspect of the classical Doppler formula (2.12.1) is that it does not depend on the relative velocity \( (v_b - v_a) \) of the observer and source. Therefore, it makes a difference whether the source or the observer is moving. Indeed, when the observer is moving with \( v_r = v \) away from a stationary source, or when the source is moving with \( v_a = -v \) away from a stationary observer, then Eq. (2.12.1) gives:

\[
f_b = f_a \left(1 - \frac{v}{c}\right), \quad f_b = \frac{f_a}{1 + v/c} \tag{2.12.4}
\]

These two expressions are equivalent to first-order in \( v/c \). This follows from the Taylor series expansion \((1 + x)^{-1} = 1 - x\), which is valid for \( |x| \ll 1 \). More generally, to first order in \( v_a/c \) and \( v_b/c \), Eq. (2.12.1) does depend only on the relative velocity. In this case the Doppler shift \( \Delta f = f_b - f_a \) is given approximately by:

\[
\frac{\Delta f}{f_a} = \frac{v_a - v_b}{c} \tag{2.12.5}
\]

For Doppler radar this doubles to \( \Delta f/f_a = 2(v_a - v_b)/c \) because the wave suffers two Doppler shifts, one for the transmitted and one for the reflected wave. This is further discussed in Sec. 5.8.

For electromagnetic waves,\(^1\) the correct Doppler formula depends only on the relative velocity between observer and source and is given by the relativistic generalization of Eq. (2.12.1):

\[
f_b = f_a \sqrt{1 - \frac{v_b}{c}} = f_a \sqrt{1 - v_a/c} \tag{2.12.6}
\]

(\text{relativistic Doppler effect})

where \( v \) is the velocity of the observer relative to the source, which according to the Einstein addition theorem for velocities is given through the equivalent expressions:

\[
\begin{align*}
\nu &= \frac{v_b - v_a}{1 - v_b v_a/c^2} & \leftrightarrow v_a &= \frac{v_b + v}{1 + v_b v/c^2} & \leftrightarrow c - \frac{v}{c} &= \frac{c - v_b}{c + v_b} = \frac{c + v_a}{c - v_a} \tag{2.12.7}
\end{align*}
\]

Using the first-order Taylor series expansion \((1 + x)^{\pm 1/2} = 1 \pm x/2\), one can show that Eq. (2.12.6) can be written approximately as Eq. (2.12.5).

Next, we present a more precise discussion of the Doppler effect based on Lorentz transformations. Our discussion follows that of Einstein’s 1905 paper on special relativity [474]. Fig. 2.12.2 shows a uniform plane wave propagating in vacuum as viewed from the vantage point of two coordinate frames: a fixed frame \( S \) and a frame \( S’ \) moving towards the \( z \)-direction with velocity \( v \). We assume that the wavevector \( \mathbf{k} \) in \( S \) lies in the \( \mathbf{xz} \)-plane and forms an angle \( \theta \) with the \( \mathbf{z} \)-axis as shown.

\(^1\)The question of the existence of a medium (the ether) required for the propagation of electromagnetic waves precipitated the development of the special relativity theory.

As discussed in Appendix K, the transformation of the frequency-wavenumber four-vector \((\omega/c, \mathbf{k})\) between the frames \( S \) and \( S’ \) is given by the Lorentz transformation of Eq. (K.14). Because \( k_y = 0 \) and the transverse components of \( \mathbf{k} \) do not change, we will have \( k'_{y} = k_y = 0 \), that is, the wavevector \( \mathbf{k}' \) will still lie in the \( \mathbf{xz} \)-plane of the \( S’ \) frame.

The frequency and the other components of \( \mathbf{k} \) transform as follows:

\[
\begin{align*}
\omega' &= \omega(1 - \beta \cos \vartheta) \\
k'_{x} &= k_{x} \\
k'_{z} &= k_{z} - \beta \omega/c \\
\end{align*}
\tag{2.12.8}
\]

Setting \( k_z = k \cos \vartheta, k_x = k \sin \vartheta, \) with \( k = \omega/c, \) and similarly in the \( S' \) frame, \( k'_{z} = k' \cos \vartheta', k'_{x} = k' \sin \vartheta', \) with \( k' = \omega'/c, \) Eqs. (2.12.8) may be rewritten in the form:

\[
\begin{align*}
\omega' &= \omega y(1 - \beta \cos \vartheta) \\
\omega' \cos \vartheta' &= \omega y(\cos \vartheta - \beta) \\
\omega' \sin \vartheta' &= \omega \sin \vartheta \\
\end{align*}
\tag{2.12.9}
\]

The first equation is the relativistic Doppler formula, relating the frequency of the wave as it is measured by an observer in the moving frame \( S' \) to the frequency of a source in the fixed frame \( S \):

\[
f' = f y(1 - \beta \cos \vartheta) = f \frac{1 - \beta \cos \vartheta}{\sqrt{1 - \beta^2}} \tag{2.12.10}
\]

The last two equations in (2.12.9) relate the apparent propagation angles \( \vartheta, \vartheta' \) in the two frames. Eliminating \( \omega, \omega' \), we obtain the following equivalent expressions:

\[
\begin{align*}
\cos \vartheta' &= \cos \vartheta - \beta \\
\sin \vartheta' &= \frac{\sin \vartheta}{y(1 - \beta \cos \vartheta)} \\
\tan (\vartheta'/2) &= \frac{1 + \beta}{\sin \vartheta} \\
\end{align*}
\tag{2.12.11}
\]

where to obtain the last one we used the identity \( \tan (\varphi/2) = \sin \varphi/(1 + \cos \varphi) \). The difference in the propagation angles \( \vartheta, \vartheta' \) is referred to as the aberration of light due to motion. Using Eqs. (2.12.11), the Doppler equation (2.12.10) may be written in the alternative forms:

\[
f' = f y(1 - \beta \cos \vartheta) = f \frac{1 - \beta \cos \vartheta}{\sqrt{1 - \beta^2}} \tag{2.12.12}
\]
2.13. Propagation in Negative-Index Media

If the wave is propagating in the z-direction (θ = 0°), Eq. (2.12.10) gives:

\[ f' = f \sqrt{\frac{1 - \beta}{1 + \beta}} \]  

(2.12.13)

and, if it is propagating in the x-direction (θ = 90°), we obtain the so-called transverse Doppler effect: \( f' = f y \). The relativistic Doppler effect, including the transverse one, has been observed experimentally.

To derive Eq. (2.12.6), we consider two reference frames \( S_a, S_b \) moving along the z-direction with velocities \( v_a, v_b \) with respect to our fixed frame \( S \), and we assume that \( \theta = 0° \) in the frame \( S \). Let \( f_a, f_b \) be the frequencies of the wave as measured in the frames \( S_a, S_b \). Then, the separate application of Eq. (2.12.13) to \( S_a, S_b \) gives:

\[ f_a = f \sqrt{\frac{1 - \beta_a}{1 + \beta_a}}, \quad f_b = f \sqrt{\frac{1 - \beta_b}{1 + \beta_b}} \]

(2.12.14)

where \( \beta_a = v_a/c \) and \( \beta_b = v_b/c \). This is equivalent to Eq. (2.12.6). The case when the wave is propagating in an arbitrary direction \( \theta \) is given in Problem 2.27.

Next, we consider the transformation of the electromagnetic field components between the two frames. The electric field has the following form in \( S \) and \( S' \):

\[ E = E_0 e^{i(k_0 x - k_0 z - \omega t)}, \quad E' = E'_0 e^{i(k_0' x' - k_0' z' - \omega t')} \]

(2.12.15)

As we discussed in Appendix K, the propagation phase factors remain invariant in the two frames, that is, \( \omega t - k_0 z = \omega t' - k_0' z' = \omega t' - k_0' x' - k_0' z' \). Assuming a TE wave and using Eq. (2.10.9), the electric and magnetic field amplitudes will have the following form in the two frames:

\[
\begin{align*}
E_0 &= E_0 \hat{y}, & cB_0 &= \eta_0 H_0 = \hat{k} \times E_0 = E_0 (-\hat{x} \cos \theta + \hat{z} \sin \theta) \\
E'_0 &= E'_0 \hat{y}, & cB'_0 &= \eta_0 H'_0 = \hat{k} \times E'_0 = E'_0 (-\hat{x} \cos \theta' + \hat{z} \sin \theta')
\end{align*}
\]

(2.12.16)

Applying the Lorentz transformation properties of Eq. (K.31) to the above field components, we find:

\[
\begin{align*}
E'_y &= \gamma (E_y + \beta c B_x) \\
E'_0 &= E_0 \gamma (1 - \beta \cos \theta) \\
cB'_x &= \gamma (c B_x + \beta E_y) \\
E'_0 \cos \theta' &= -E'_0 \gamma (\cos \theta - \beta)
\end{align*}
\]

(2.12.17)

The first equation gives the desired relationship between \( E_0 \) and \( E'_0 \). The last two equations imply the same angle relationships as Eq. (2.12.11). The same relationship between \( E_0, E'_0 \) holds also for a TM wave defined by \( E_0 = E_0 (\hat{x} \cos \theta - \hat{z} \sin \theta) \).

2.13 Propagation in Negative-Index Media

In media with simultaneously negative permittivity and permeability, \( \epsilon < 0 \) and \( \mu < 0 \), the refractive index must be negative [391]. To see this, we consider a uniform plane wave propagating in a lossless medium:

\[ E_k(z,t) = E_0 e^{i(\omega z - k z)} \quad \text{and} \quad H_k(z,t) = H_0 e^{i(\omega z - k z)} \]

(2.12.18)

Then, Maxwell’s equations require the following relationships, which are equivalent to Faraday’s and Ampère’s laws, respectively:

\[ k E_0 = \omega \mu H_0, \quad k H_0 = \omega \epsilon E_0, \quad \text{or} \]

\[ \eta = \frac{E_0}{H_0} = \frac{\omega \mu}{k} = \frac{k}{\omega \epsilon} \Rightarrow k^2 = \omega^2 \epsilon \mu \]

(2.13.1)

Because the medium is lossless, \( k \) and \( \eta \) will be real and the time-averaged Poynting vector, which points in the z-direction, will be:

\[ P_z = \frac{1}{2} \text{Re} [E_0 H_0^*] = \frac{1}{2} \eta |E_0|^2 = \frac{1}{2} \eta |H_0|^2 \]

(2.13.2)

If we require that the energy flux be towards the positive z-direction, that is, \( P_z > 0 \), then we must have \( \eta > 0 \). Because \( \mu \) and \( \epsilon \) are negative, Eq. (2.13.1) implies that \( k \) must be negative, \( k < 0 \), in order for the ratio \( \eta = \omega \mu / k \) to be positive. Thus, in solving \( k^2 = \omega^2 \epsilon \mu \), we must choose the negative square root:

\[ k = -\omega / \sqrt{\epsilon} \mu \]

(2.13.3)

The refractive index \( n \) may be defined through \( k = k_0 n \), where \( k_0 = \omega / \sqrt{\mu_0 \epsilon_0} \) is the free-space wavenumber. Thus, we have \( n = k/k_0 = -\sqrt{\mu/\mu_0 \epsilon/\epsilon_0} = -\sqrt{\mu_0 \epsilon_0 / \mu \epsilon} = -\sqrt{\mu_0 \epsilon_0 / \mu \epsilon} \), expressed in terms of the relative permittivity and permeability. Writing \( \epsilon = -|\epsilon| \) and \( \mu = -|\mu| \), we have for the medium impedance:

\[ \eta = \frac{\omega \mu}{k} = -\omega |\mu| = -\frac{|\mu|}{|\epsilon|} = \sqrt{\frac{\mu_0 \epsilon_0}{\mu \epsilon}} \]

(2.13.4)

which can be written also as follows, where \( \eta_0 = \sqrt{\mu_0 / \epsilon_0} \):

\[ \eta = \frac{\mu_0}{\mu_0 n} = \eta_0 \frac{c_0 n}{\epsilon} \]

(2.13.5)

Thus, in negative-index media, the wave vector \( k \) and the phase velocity \( v_p = \omega / k = c_0 / n \) will be negative, pointing in opposite direction than the Poynting vector. As we saw in Sec. 1.18, for lossless negative-index media the energy transport velocity \( v_g \), which is in the direction of the Poynting vector, coincides with the group velocity \( v_g \). Thus, \( v_g = v_{en} > 0 \), while \( v_p < 0 \).

Two consequences of the negative refractive index, \( n < 0 \), are the reversal of Snell’s law discussed in Sec. 7.16 and the possibility of a perfect lens discussed in Sec. 8.6. These and other consequences of \( n < 0 \), such as the reversal of the Doppler and Cherenkov effects and the reversal of the field momentum, have been discussed by Veselago [391].

If the propagation is along an arbitrary direction defined by a unit-vector \( \hat{s} \) (i.e., a rotated version of \( \hat{z} \)), then we may define the wavevector by \( k = k \hat{s} \), with \( k \) to be determined, and look for solutions of Maxwell’s equations of the form:

\[ E(r, t) = E_0 e^{i(\omega t - k r)} \]

(2.13.6)
Gauss's laws require that the constant vectors \( E_0, H_0 \) be transverse to \( k \), or \( \hat{s} \), that is, \( \hat{s} \cdot E_0 = \hat{s} \cdot H_0 = 0 \). Then, Faraday's and Ampère's laws require that:

\[
H_0 = \frac{1}{\eta} (\hat{s} \times E_0), \quad \eta = \frac{\alpha \mu}{k} = \frac{k}{\omega \epsilon} \Rightarrow k^2 = \omega^2 \mu \epsilon
\]  

(2.13.7)

with a Poynting vector:

\[
P = \frac{1}{2} \text{Re} \left[ E_0 \times H_0^* \right] = \hat{s} \frac{1}{2 \eta} |E_0|^2
\]  

(2.13.8)

Thus, if \( P \) is assumed to be in the direction of \( \hat{s} \), then we must have \( \eta > 0 \), and therefore, \( k \) must be negative as in Eq. (2.13.3). It follows that the wavevector \( k = k \hat{s} \) will be in the opposite direction of \( \hat{s} \) and \( P \). Eq. (2.13.7) implies that the triplet \( \{E_0, H_0, \hat{s}\} \) is still a right-handed vector system, but \( \{E_0, H_0, k\} \) will be a left-handed system. This is the reason why Veselago [391] named such media left-handed media.\footnote{The term negative-index media is preferred in order to avoid confusion with chiral media.}

In a lossy negative-index medium, the permittivity and permeability will be complex-valued, \( \epsilon = \epsilon_r - j \epsilon_i \) and \( \mu = \mu_r - j \mu_i \), with negative real parts \( \epsilon_r, \mu_r < 0 \), and positive imaginary parts \( \epsilon_i, \mu_i > 0 \). Eq. (2.13.1) remains the same and will imply that \( k \) and \( \eta \) will be complex-valued. Letting \( k = \beta - j \alpha \), the fields will be attenuating as they propagate:

\[
E_x(z, t) = E_0 e^{-\alpha x} e^{j \beta z}, \quad H_y(z, t) = H_0 e^{-\alpha z} e^{j \beta z}
\]

and the Poynting vector will be given by:

\[
P_z = \frac{1}{2} \text{Re} \left[ E_x(z) H_y^*(z) \right] = \frac{1}{2} \text{Re} \left( \frac{1}{\eta} \right) |E_0|^2 e^{-2 \alpha z} = \frac{1}{2} \text{Re} (\eta) |H_0|^2 e^{-2 \alpha z}
\]  

(2.13.9)

The reflexive index is complex-valued, \( n = n_r - j n_i \), and is related to \( k \) through \( k = k_0 n \), or, \( \beta - j \alpha = k_0 (n_r - j n_i) \), or, \( \beta = k_0 n_r \) and \( \alpha = k_0 n_i \). Thus, the conditions of negative phase velocity \( \beta < 0 \), field attenuation \( \alpha > 0 \), and positive power flow can be stated equivalently as follows:

\[
n_r < 0, \quad n_i > 0, \quad \text{Re} (\eta) > 0
\]  

(2.13.10)

Next, we look at the necessary and sufficient conditions for a medium to satisfy these conditions. If we express \( \epsilon, \mu \) in their polar forms, \( \epsilon = |\epsilon| e^{-j \theta_e} \) and \( \mu = |\mu| e^{-j \theta_\mu} \), then, regardless of the signs of \( \epsilon_r, \mu_r \), the assumption that the medium is lossy, \( \epsilon_i, \mu_i > 0 \), requires that \( \sin \theta_e > 0 \) and \( \sin \theta_\mu > 0 \), and these are equivalent to the restrictions:

\[
0 \leq \theta_e \leq \pi, \quad 0 \leq \theta_\mu \leq \pi
\]  

(2.13.11)

To guarantee \( \alpha > 0 \), the wavenumber \( k \) must be computed by taking the positive square root of \( k^2 = \omega^2 \mu \epsilon = \omega^2 |\epsilon| |\mu| e^{-j(\theta_e + \theta_\mu)} \), that is,

\[
k = \beta - j \alpha = \sqrt{\mu \epsilon} e^{-j(\theta_e + \theta_\mu)}, \quad \theta_e = \frac{\theta_e + \theta_\mu}{2}
\]  

(2.13.12)

Indeed, the restrictions (2.13.11) imply the same for \( \theta_e \), that is, \( 0 \leq \theta_e \leq \pi \), or, equivalently, \( \sin \theta_e > 0 \), and hence \( \alpha > 0 \). Similarly, the quantities \( n, \eta \) are given by:

\[
n = |n| e^{-j \theta_e}, \quad \eta = |\eta| e^{-j \theta_\mu}, \quad \theta_\mu = \frac{\theta_e - \theta_\mu}{2}
\]  

(2.13.13)

where \(|n| = \sqrt{|\mu \epsilon|/|\mu_0 \epsilon_0|} \) and \(|\eta| = \sqrt{|\mu|/|\epsilon|} \). It follows that \( n_r = |n| \sin \theta_e > 0 \). Since \( n_r = |n| \cos \theta_\mu \) and \( \text{Re} (\eta) = |\eta| \cos \theta_\mu \), the conditions \( n_r < 0 \) and \( \text{Re} (\eta) > 0 \) will be equivalent to

\[
\cos \theta_e = \cos \left( \frac{\theta_e + \theta_\mu}{2} \right) < 0, \quad \cos \theta_\mu = \cos \left( \frac{\theta_e - \theta_\mu}{2} \right) > 0
\]  

(2.13.14)

Using some trigonometric identities, these conditions become equivalently:

\[
\cos (\theta_e/2) \cos (\theta_\mu/2) - \sin (\theta_e/2) \sin (\theta_\mu/2) < 0
\]

\[
\cos (\theta_e/2) \cos (\theta_\mu/2) + \sin (\theta_e/2) \sin (\theta_\mu/2) > 0
\]

which combine into

\[
- \sin (\theta_e/2) \sin (\theta_\mu/2) < \cos (\theta_e/2) \cos (\theta_\mu/2) < \sin (\theta_e/2) \sin (\theta_\mu/2)
\]

Because \( 0 \leq \theta_e/2 \leq \pi/2 \), we have \( \cos (\theta_e/2) \geq 0 \) and \( \sin (\theta_e/2) \geq 0 \), and similarly for \( \theta_\mu/2 \). Thus, the above conditions can be replaced by the simple equivalent inequality:

\[
\tan (\theta_e/2) \tan (\theta_\mu/2) > 1
\]  

(2.13.15)

A number of equivalent conditions have been given in the literature [412,440] for a medium to have negative phase velocity and positive power:

\[
(|\epsilon| - \epsilon_r) (|\mu| - \mu_r) > \epsilon_r \mu_r
\]

\[
\epsilon_r |\mu| + |\mu| |\epsilon| < 0 \quad \text{(2.13.16)}
\]

\[
\epsilon_r \mu_i + |\mu| |\epsilon_i| < 0
\]

They are all equivalent to condition (2.13.15). This can be seen by writing them in terms of the angles \( \theta_e, \theta_\mu \) and then using simple trigonometric identities, such as \( \tan (\theta_e/2) = (1 - \cos \theta_e) / \sin \theta_e \), to show their equivalence to (2.13.15):

\[
(1 - \cos \theta_e) (1 - \cos \theta_\mu) > \sin \theta_e \sin \theta_\mu
\]

\[
\cos \theta_e + \cos \theta_\mu < 0
\]  

(2.13.17)

\[
\cot \theta_e + \cot \theta_\mu < 0
\]

If the medium has negative real parts, \( \epsilon_r < 0 \) and \( \mu_r < 0 \), then the conditions (2.13.16) are obviously satisfied.

### 2.14 Problems

2.1 A function \( E(z, t) \) may be thought of as a function \( E(\zeta, \xi) \) of the independent variables \( \zeta = z - ct \) and \( \xi = z + ct \). Show that the wave equation (2.1.6) and the forward-backward equations (2.1.10) become in these variables:

\[
\frac{\partial^2 E}{\partial \zeta \partial \xi} = 0, \quad \frac{\partial E}{\partial \zeta} = 0, \quad \frac{\partial E}{\partial \xi} = 0
\]  

Thus, \( E \) may depend only on \( \zeta \) and \( E \) only on \( \xi \).
2.14. Problems

2.2 A source located at \( z = 0 \) generates an electromagnetic pulse of duration of \( T \) sec, given by \( E(0,t) = \mathcal{E}_0 [u(t) - u(t - T)] \), where \( u(t) \) is the unit step function and \( \mathcal{E}_0 \) is a constant. The pulse is launched towards the positive \( z \)-direction. Determine expressions for \( E(z,t) \) and \( H(z,t) \) and sketch them versus \( z \) at any given \( t \).

2.3 Show that for a single-frequency wave propagating along the \( z \)-direction the corresponding transverse fields \( E(z), H(z) \) satisfy the system of equations:

\[
\frac{\partial}{\partial z} \begin{bmatrix} E \\ H \times \hat{z} \end{bmatrix} = \begin{bmatrix} 0 & -j\omega c \\ -j\omega c & 0 \end{bmatrix} \begin{bmatrix} E \\ H \times \hat{z} \end{bmatrix}
\]

where the matrix equation is meant to apply individually to the \( x,y \) components of the vector entries. Show that the following similarity transformation diagonalizes the transition matrix, and discuss its role in decoupling and solving the above system in terms of forward and backward waves:

\[
\begin{bmatrix} 1 & \eta \\ 1 & -\eta \end{bmatrix} \begin{bmatrix} 0 & -j\omega c \\ -j\omega c & 0 \end{bmatrix} \begin{bmatrix} 1 & \eta \\ 1 & -\eta \end{bmatrix}^{-1} = \begin{bmatrix} -jk & 0 \\ 0 & jk \end{bmatrix}
\]

where \( k = \omega /c \), \( c = 1/\sqrt{\mu \varepsilon} \), and \( \eta = \sqrt{\mu /\varepsilon} \).

2.4 The visible spectrum has the wavelength range 380-780 nm. What is this range in THz? In particular, determine the frequencies of red, orange, yellow, green, blue, and violet having the nominal wavelengths of 700, 610, 590, 530, 470, and 420 nm.

2.5 What is the frequency in THz of a typical CO\(_2\) laser (used in laser surgery) having the far infrared wavelength of 20 \( \mu \)m?

2.6 What is the wavelength in meters or cm of a wave with the frequencies of 10 kHz, 10 MHz, and 10 GHz?

What is the frequency in GHz of the 21-cm hydrogen line observed in the cosmos?

What is the wavelength in cm of the typical microwave oven frequency of 2.45 GHz?

2.7 Suppose you start with \( E(z,t) = \mathcal{E}_0 e^{i(\omega t - kz)} \), but you do not yet know the relationship between \( k \) and \( \omega \) (you may assume they are both positive.) By inserting \( E(z,t) \) into Maxwell’s equations, determine the \( k-\omega \) relationship as a consequence of these equations. Determine also the magnetic field \( H(z,t) \) and verify that all of Maxwell’s equations are satisfied. Repeat the problem if \( E(z,t) = \mathcal{E}_0 e^{i(\omega t + kz)} \).

2.8 Determine the polarization types of the following waves, and indicate the direction, if linear, and the sense of rotation, if circular or elliptic:

a. \( E = E_0 (\hat{x} + \hat{y}) e^{-jkz} \)

c. \( E = E_0 (\hat{x} - \hat{y}) e^{jkz} \)

e. \( E = E_0 (\hat{x} - \hat{y}) e^{-jkz} \)

b. \( E = E_0 (\hat{x} - \sqrt{3} \hat{y}) e^{jkz} \)

d. \( E = E_0 (\hat{x} + \hat{y}) e^{j\phi} e^{jkz} \)

g. \( E = E_0 (\hat{x} - \hat{y}) e^{j\phi} e^{jkz} \)

f. \( E = E_0 (\hat{x} + \sqrt{3} \hat{y}) e^{-jkz} \)

e. \( E = E_0 (\hat{x} - \hat{y}) e^{-j\phi} e^{jkz} \)

2.9 A uniform plane wave, propagating in the \( z \)-direction in vacuum, has the following electric field:

\( \mathbf{E}(t,z) = 2\hat{x} \cos(\omega t - kz) + 4\hat{y} \sin(\omega t - kz) \)

a. Determine the vector phasor representing \( \mathbf{E}(t,z) \) in the complex form \( E = E_0 e^{i(\omega t - kz)} \).

2.10 A uniform plane wave propagating in vacuum along the \( z \) direction has real-valued electric field components:

\[
\mathcal{E}_x(z,t) = \cos(\omega t - kz) \quad \mathcal{E}_y(z,t) = 2 \sin(\omega t - kz)
\]

a. Its phasor form has the form \( E = (A \hat{x} + B \hat{y}) e^{j\phi} \). Determine the numerical values of the complex-valued coefficients \( A, B \) and the correct sign of the exponent.

b. Determine the polarization of this wave (left, right, linear, etc.). Explain your reasoning.

2.11 Consider the two electric fields, one given in its real-valued form, and the other, in its phasor form:

\( (t,z) = E_0 \cos(\omega t - kz) + \mathbf{j}E_0 \sin(\omega t - kz) \)

a. Determine the complex-phasor form of this electric field.

b. Determine the corresponding magnetic field \( \mathbf{H}(t,z) \) given in its real-valued form.

c. Determine the polarization type (left, right, linear, etc.) of this wave.

2.12 A uniform plane wave propagating in the \( z \)-direction has the following real-valued electric field:

\( \mathbf{E}(t,z) = \hat{x} \cos(\omega t - k(z + \pi/4)) + \hat{y} \sin(\omega t - k z + \pi/4) \)

a. Determine the polarization type of \( (t,z) \) in its phasor form.

b. Determine the corresponding magnetic field \( \mathbf{H}(t,z) \) given in its real-valued form.

c. Determine the polarization type (left, right, linear, etc.) of this wave.

2.13 Determine the polarization type (left, right, linear, etc.) and the direction of propagation of the following electric fields given in their phasor forms:

\( E(z) = \left[ (1 + j \sqrt{3}) \hat{x} + 2 \hat{y} \right] e^{jkz} \)

a. \( E(z) = \left[ (1 + j) \hat{x} - (1 - j) \hat{y} \right] e^{jkz} \)

c. \( E(z) = \left[ \hat{x} - \hat{z} + j \sqrt{3} \hat{y} \right] e^{j(kz + \pi/4)}/\sqrt{7} \)

2.14 Consider a forward-moving wave in its real-valued form:

\( \mathbf{E}(t,z) = \hat{x} A \cos(\omega t - kz + \phi_a) + \hat{y} B \cos(\omega t - kz + \phi_b) \)

Show that:

\( \mathbf{E}(t + \Delta t, z + \Delta x) \times \mathbf{E}(t, z) = \hat{z} AB \sin(\phi_a - \phi_b) \sin(\omega \Delta t - k \Delta z) \)

2.15 In this problem we explore the properties of the polarization ellipse. Let us assume initially that \( A \neq B \). Show that in order for the polarization ellipse of Eq. (2.5.4) to be equivalent to the rotated one of Eq. (2.5.8), we must determine the tilt angle \( \theta \) to satisfy the following matrix condition:

\[
\begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} 1/A^2 & -\cos \phi /AB \\ -\cos \phi /AB & 1/B^2 \end{bmatrix} = \frac{1}{A^2} \begin{bmatrix} \cos \theta - \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix} = \sin^2 \phi \begin{bmatrix} 1/A^2 & 0 \\ 0 & 1/B^2 \end{bmatrix}
\]

(2.14.1)
From this condition, show that \( \theta \) must satisfy Eq. (2.5.5). However, this equation does not determine \( \theta \) uniquely. To see this, let \( \tau = \tan \theta \) and use a standard trigonometric identity to write (2.5.5) in the form:

\[
\tan 2\theta = \frac{2\tau}{1 - \tau^2} = \frac{2AB}{A^2 - B^2} \cos \phi
\]  

(2.14.2)

Show that the two possible solutions for \( \tau \) are given by:

\[
\tau_s = \frac{B^2 - A^2 + sD}{2AB \cos \phi}, \quad s = \pm 1
\]

where

\[
D = \sqrt{(A^2 - B^2)^2 + 4A^2B^2 \cos^2 \phi} = \sqrt{(A^2 + B^2)^2 - 4A^2B^2 \sin^2 \phi}
\]

Show also that \( \tau_1 \tau_2 = -1 \). Thus one or the other of the \( \tau \)’s must have magnitude less than unity. To determine which one, show the relationship:

\[
1 - \tau_s^2 = \frac{s(A^2 - B^2)[D - s(A^2 - B^2)]}{2A^2B^2 \cos^2 \phi}
\]

(2.14.3)

then, because MATLAB constrains the returned angle from the arctan function to lie in the interval \(-\pi/2 < \theta < \pi/2\), it follows that \( \theta \) will lie in \(-\pi/4 < \theta < \pi/4\), which always results in a tangent with \( |\tan \theta| \leq 1 \). Thus, (2.14.3) generates the proper \( \theta \) corresponding to \( \tau_s \) with \( s = \text{sign}(A - B) \). In fact, our function \texttt{ellipse} uses (2.14.3) internally. The above results can be related to the eigenvalue properties of the matrix,

\[
Q = \begin{bmatrix}
\frac{1}{A^2} - \frac{\cos \phi}{AB} & -\frac{1}{B^2} \\
\frac{1}{A^2} & \frac{\cos \phi}{AB}
\end{bmatrix}
\]

defined by the quadratic form of the polarization ellipse (2.5.4). Show that Eq. (2.14.1) is equivalent to the eigenvalue decomposition of \( Q \), with the diagonal matrix on the right-hand side representing the two eigenvalues, and \( [\cos \theta, \sin \theta]^T \) and \( [-\sin \theta, \cos \theta]^T \), the corresponding eigenvectors. By solving the characteristic equation \( \det(Q - \lambda I) = 0 \), show that the two eigenvalues of \( Q \) are given by:

\[
\lambda_s = \frac{A^2 + B^2 + sD}{2A^2B^2}, \quad s = \pm 1
\]

Thus, it follows from (2.14.1) that \( \sin^2 \phi/A^2 \) and \( \sin^2 \phi/B^2 \) must be identified with one or the other of the two eigenvalues \( \lambda_s, \lambda_s^\prime \). From Eq. (2.14.1) show the relationships:

\[
\lambda_s \lambda_s^\prime = \frac{\sin^2 \phi}{A^2B^2}, \quad \frac{1}{A^2} - \frac{\cos \phi}{AB} \tau_s = \lambda_s^\prime, \quad \frac{1}{B^2} + \frac{\cos \phi}{AB} \tau_s = \lambda_s
\]

With the choice \( s = \text{sign}(A - B) \), show that the ellipse semi-axes are given by the following equivalent expressions:

\[
A^2 = A^2 + \tau_s AB \cos \phi = \frac{A^2 - B^2 + \tau_s}{1 - \tau_s^2} \quad \frac{1}{4} \left[ A^2 + B^2 + sD \right] = A^2B^2 \lambda_s
\]

(2.14.4)

\[
B^2 = B^2 - \tau_s AB \cos \phi = \frac{B^2 - A^2 + \tau_s^2}{1 - \tau_s^2} = \frac{1}{4} \left[ A^2 + B^2 - sD \right] = A^2B^2 \lambda_s
\]

with the right-most expressions being equivalent to Eqs. (2.5.6). Show also the following:

\[
A^2 + B^2 = A^2 + B^2, \quad A'B' = A'B |\sin \phi|
\]

Using these relationships and the definition (2.5.9) for the angle \( \chi \), show that \( \tan \chi \) is equal to the minor-to-major axis ratio \( B'/A' \) or \( A'/B' \), whichever is less than one.

Finally, for the special case \( A = B \), by directly manipulating the polarization ellipse (2.5.4), show that \( \theta = \pi/4 \) and that \( A', B' \) are given by Eq. (2.5.10). Since \( \tau = 1 \) in this case, the left-most equations in (2.14.4) generate the same \( A', B' \). Show that one can also choose \( \theta = -\pi/4 \) or \( \tau = -1 \), with \( A', B' \) reversing roles, but with the polarization ellipse remaining the same.

2.16 Show the cross-product equation (2.5.11). Then, prove the more general relationship:

\[
\mathbf{E}(t_1) \times \mathbf{E}(t_2) = \hat{z} AB \sin \phi \sin(\omega(t_2 - t_1))
\]

Discuss how linear polarization can be explained with the help of this result.

2.17 Using the properties \( k_c, \eta_c = \omega \mu \) and \( k_s' = \omega^2 \mu_c \), for the complex-valued quantities \( k_c, \eta_c \) of Eq. (2.6.5), show the following relationships, where \( \epsilon_c = \epsilon' - j \epsilon'' \) and \( k_c = \beta - j \alpha \):

\[
\text{Re}(\eta_c^{-1}) = \frac{\omega \epsilon''}{2 \epsilon'} = \frac{\beta}{\omega \mu}
\]

2.18 Show that for a lossy medium the complex-valued quantities \( k_c \) and \( \eta_c \) may be expressed as follows, in terms of the loss angle \( \theta \) defined in Eq. (2.6.27):

\[
k_c = \beta - j \alpha = \omega \sqrt{\mu \epsilon_d} \left( \cos \frac{\theta}{2} - j \sin \frac{\theta}{2} \right) (\cos \theta)^{-1/2}
\]

\[
\eta_c = \eta_1' + j \eta_2'' = \sqrt{\frac{\epsilon_d}{\epsilon_c}} \left( \cos \frac{\theta}{2} + j \sin \frac{\theta}{2} \right) (\cos \theta)^{1/2}
\]

2.19 It is desired to reheat frozen mashed potatoes and frozen cooked carrots in a microwave oven operating at 2.45 GHz. Determine the penetration depth and assess the effectiveness of this heating method. Moreover, determine the attenuation of the electric field (in dB and absolute units) at a depth of 1 cm from the surface of the food. The complex dielectric constants of the mashed potatoes and carrots are (see [146]) \( \epsilon_r = (65 - j25)\epsilon_0 \) and \( \epsilon_r = (75 - j25)\epsilon_0 \).

2.20 We wish to shield a piece of equipment from RF interference over the frequency range from 10 kHz to 1 GHz by enclosing it in a copper enclosure. The RF interference inside the enclosure is required to be at least 50 dB down compared to its value outside. What is the minimum thickness of the copper shield in mm?

2.21 In order to protect a piece of equipment from RF interference, we construct an enclosure made of aluminum foil (you may assume a reasonable value for its thickness). The conductivity of aluminum is 3.5 x10^7 S/m. Over what frequency range can this shield protect our equipment assuming the same 50-dB attenuation requirement of the previous problem?
2.14. Problems

2.22 A uniform plane wave propagating towards the positive z-direction in empty space has an electric field at \( z = 0 \) that is a linear superposition of two components of frequencies \( \omega_1 \) and \( \omega_2 \):

\[
E(0, t) = \hat{x} (E_1 e^{i\omega_1 t} + E_2 e^{i\omega_2 t})
\]

Determine the fields \( E(z, t) \) and \( H(z, t) \) at any point \( z \).

2.23 An electromagnetic wave propagating in a lossless dielectric is described by the electric and magnetic fields, \( E(z) = \hat{x} E(z) \) and \( H(z) = \hat{y} H(z) \), consisting of the forward and backward components:

\[
E(z) = E_1 e^{-jkz} + E_2 e^{jkz} \]

\[
H(z) = \frac{1}{\eta} (E_2 e^{-jkz} - E_1 e^{jkz})
\]

a. Verify that these expressions satisfy all of Maxwell’s equations.

b. Show that the time-averaged energy flux in the \( z \)-direction is independent of \( z \) and is given by:

\[
\mathcal{P}_z = \frac{1}{2} \text{Re} \left[ \frac{E(z) H^*(z)}{\eta^2} \right] = \frac{1}{2\eta} (|E_1|^2 - |E_2|^2)
\]

c. Assuming \( \mu = \mu_0 \) and \( \epsilon = \varepsilon_0 \), so that \( n \) is the refractive index of the dielectric, show that the fields at two different \( z \)-locations, say at \( z = z_1 \) and \( z = z_2 \), are related by the matrix equation:

\[
\begin{bmatrix}
E(z_1) \\
\eta_0 H(z_1)
\end{bmatrix} =
\begin{bmatrix}
\cos kl & jn \sin kl \\
jn \sin kl & \cos kl
\end{bmatrix}
\begin{bmatrix}
E(z_2) \\
\eta_0 H(z_2)
\end{bmatrix}
\]

where \( l = z_2 - z_1 \), and we multiplied the magnetic field by \( \eta_0 = \sqrt{\mu_0 / \varepsilon_0} \) in order to give it the same dimensions as the electric field.

d. Let \( Z(z) = \frac{E(z)}{\eta_0 H(z)} \) and \( Y(z) = \frac{1}{Z(z)} \) be the normalized wave impedance and admittance at location \( z \). Show the relationships at at the locations \( z_1 \) and \( z_2 \):

\[
Z(z_1) = \frac{Z(z_2) + jn^{-1} \tan kl}{1 + jnZ(z_2) \tan kl}, \quad Y(z_1) = \frac{Y(z_2) + jn \tan kl}{1 + jn^{-1} Y(z_2) \tan kl}
\]

What would be these relationships if had we normalized to the medium impedance, that is, \( Z(z) = E(z) / \eta_0 H(z) \)?

2.24 Show that the time-averaged energy density and Poynting vector of the obliquely moving wave of Eq. (2.10.10) are given by

\[
\begin{align*}
\text{Energy density:} & \quad w = \frac{1}{2} \text{Re} \left[ \frac{1}{2} \varepsilon E \cdot E^* + \frac{1}{2} \mu H \cdot H^* \right] = \frac{1}{2} \varepsilon (|A|^2 + |B|^2) \\
\text{Poynting vector:} & \quad \mathbf{P} = \frac{1}{2} \text{Re} \left[ \mathbf{E} \times \mathbf{H}^* \right] = \hat{z}' \left( \frac{1}{2\eta} (|A|^2 + |B|^2) \right) = (\hat{z} \cos \theta + \hat{x} \sin \theta) \frac{1}{2\eta} (|A|^2 + |B|^2)
\end{align*}
\]

where \( \hat{z}' = \hat{z} \cos \theta + \hat{x} \sin \theta \) is the unit vector in the direction of propagation. Show that the energy transport velocity is \( v = \mathbf{P} / w = c \hat{z}' \).

2.25 A uniform plane wave propagating in empty space has electric field:

\[
E(x, z, t) = \hat{x} E_0 e^{i(kx - \omega t / c)} \quad k = \frac{\omega}{c}
\]

a. Inserting \( E(x, z, t) \) into Maxwell’s equations, work out an expression for the corresponding magnetic field \( H(x, z, t) \).

b. What is the direction of propagation and its unit vector \( \hat{k} \)?

c. Working with Maxwell’s equations, determine the electric field \( E(x, z, t) \) and propagation direction \( \hat{k} \), if we started with a magnetic field given by:

\[
H(x, z, t) = \hat{y} H_0 e^{i(k(z-\delta) / 2)}
\]

2.26 A linearly polarized light wave with electric field \( E_0 \) at angle \( \theta \) with respect to the \( x \)-axis is incident on a polarizing filter, followed by an identical polarizer (the analyzer) whose primary axes are rotated by an angle \( \phi \) relative to the axes of the first polarizer, as shown in Fig. 2.14.1.

\[
\begin{align*}
\text{a.} & \quad \text{Assume that the amplitude attenuations through the first polarizer are } a_1, a_2 \text{ with respect to the } x \text{- and } y \text{-directions. The polarizer transmits primarily the } x \text{-polarization, so that } a_2 \ll a_1. \quad \text{The analyzer is rotated by an angle } \phi \text{ so that the same gains } a_1, a_2 \text{ now refer to the } x' \text{- and } y' \text{-directions.}
\end{align*}
\]

\[
\begin{align*}
\text{b.} & \quad \text{Ignoring the phase retardance introduced by each polarizer, show that the polarization vectors at the input, and after the first and second polarizers, are:}
E_0 = \hat{x} \cos \theta + \hat{y} \sin \theta \\
E_1 = \hat{x} a_1 \cos \theta + \hat{y} a_2 \sin \theta \\
E_2 = \hat{x}'(a_1^2 \cos \phi \cos \theta + a_1 a_2 \sin \phi \sin \theta) + \hat{y}'(a_2^2 \sin \phi \sin \theta - a_1 a_2 \cos \phi \cos \theta)
\end{align*}
\]

where \( \{x', y'\} \) are related to \( \{x, y\} \) as in Problem 4.7.

\[
\begin{align*}
\text{b.} & \quad \text{Explain the meaning and usefulness of the matrix operations:}
\begin{bmatrix}
\begin{align*}
a_1 & 0 \\
0 & a_2
\end{align*}
\end{bmatrix}
\begin{bmatrix}
\begin{align*}
\cos \phi & \sin \phi \\
-\sin \phi & \cos \phi
\end{align*}
\end{bmatrix}
\begin{bmatrix}
\begin{align*}
a_1 & 0 \\
0 & a_2
\end{align*}
\end{bmatrix}
\begin{bmatrix}
\begin{align*}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{align*}
\end{bmatrix}
\begin{bmatrix}
\begin{align*}
a_1 & 0 \\
0 & a_2
\end{align*}
\end{bmatrix}
\begin{bmatrix}
\begin{align*}
\cos \phi & \sin \phi \\
-\sin \phi & \cos \phi
\end{align*}
\end{bmatrix}
\end{align*}
\end{align*}
\]
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c. Show that the output light intensity is proportional to the quantity:
\[ I = (a^2 \cos^2 \theta + a^2 \sin^2 \theta) \cos^2 \phi + a^2 \sin^2 \phi + 2a_1 a_2 (a_1^2 - a_2^2) \cos \phi \sin \phi \cos \theta \sin \theta \]

d. If the input light were unpolarized, that is, incoherent, show that the average of the intensity of part (c) over all angles \( 0 \leq \theta \leq 2\pi \), will be given by the generalized Malus's law:
\[ I = \frac{1}{2} (a^2 + a_2^2) \cos^2 \phi + a^2 \sin^2 \phi \]
The case \( a_2 = 0 \), represents the usual Malus's law.

2.27 First, prove the equivalence of the three relationships given in Eq. (2.12.11). Then, prove the following identity between the angles \( \theta, \theta' \):
\[ (1 - \beta \cos \theta) (1 + \beta \cos \theta') = (1 + \beta \cos \theta) (1 - \beta \cos \theta') = 1 - \beta^2 \]

Using this identity, prove the alternative Doppler formulas (2.12.12).

2.28 In proving the relativistic Doppler formula (2.12.14), it was assumed that the plane wave was propagating in the \( z \)-direction in all three reference frames \( S, S_a, S_b \). If in the frame \( S \) the wave is propagating along the \( \theta \)-direction shown in Fig. 2.12.2, show that the Doppler formula may be written in the following equivalent forms:
\[ f_b = f_a \frac{\nu_b (1 - \beta_b \cos \theta)}{\nu_a (1 - \beta_a \cos \theta)} = f_a \frac{\nu_a (1 + \beta_a \cos \theta)}{\nu_b (1 + \beta_b \cos \theta)} = f_a \sqrt{\frac{1 - \beta_b \cos \theta}{1 + \beta_b \cos \theta}} \]

where
\[ \beta_a = \frac{\nu_a}{c}, \quad \beta_b = \frac{\nu_b}{c}, \quad \beta = \frac{v}{c}, \quad \nu_a = \frac{1}{\sqrt{1 - \beta_a^2}}, \quad \nu_b = \frac{1}{\sqrt{1 - \beta_b^2}}, \quad y_a = \frac{1}{\sqrt{1 - \beta_a^2}}, \quad y_b = \frac{1}{\sqrt{1 - \beta_b^2}} \]

and \( v \) is the relative velocity of the observer and source given by Eq. (2.12.7), and \( \theta_a, \theta_b \) are the propagation directions in the frames \( S_a, S_b \). Moreover, show the following relations among these angles:
\[ \cos \theta_a = \frac{\cos \theta - \beta_a}{1 - \beta_a \cos \theta}, \quad \cos \theta_b = \frac{\cos \theta - \beta_b}{1 - \beta_b \cos \theta}, \quad \cos \theta_b = \frac{\cos \theta_a - \beta}{1 - \beta \cos \theta_a} \]

2.29 Ground-penetrating radar operating at 900 MHz is used to detect underground objects, as shown in the figure below for a buried pipe. Assume that the earth has conductivity \( \sigma = 10^{-3} \) S/m, permittivity \( \epsilon = 9\epsilon_0 \), and permeability \( \mu = \mu_0 \). You may use the "weakly lossy dielectric" approximation.

![Diagram of a buried pipe with ground-penetrating radar antenna](image)

a. Determine the numerical value of the wavenumber \( k = \beta - j\alpha \) in meters\(^{-1} \), and the penetration depth \( \delta = 1/\alpha \) in meters.

b. Determine the value of the complex refractive index \( n_c = n_r - jn_i \) of the ground at 900 MHz.

c. With reference to the above figure, explain why the electric field returning back to the radar antenna after getting reflected by the buried pipe is given by
\[ \left| \frac{E_{ret}}{E_0} \right|^2 = \exp \left[ -\frac{4\sqrt{h^2 + d^2}}{\delta} \right] \]

where \( E_0 \) is the transmitted signal, \( d \) is the depth of the pipe, and \( h \) is the horizontal displacement of the antenna from the pipe. You may ignore the angular response of the radar antenna and assume it emits isotropically in all directions into the ground.

d. The depth \( d \) may be determined by measuring the roundtrip time \( t(h) \) of the transmitted signal at successive horizontal distances \( h \). Show that \( t(h) \) is given by:
\[ t(h) = \frac{2n_r}{c_0} \sqrt{d^2 + h^2} \]

where \( n_r \) is the real part of the complex refractive index \( n_c \).

e. Suppose \( t(h) \) is measured over the range \(-2 \leq h \leq 2\) meters over the pipe and its minimum recorded value is \( t_{\text{min}} = 0.2 \) \( \mu \)sec. What is the depth \( d \) in meters?
In this chapter, we examine some aspects of pulse propagation in dispersive media and the role played by various wave velocity definitions, such as phase, group, and front velocities. We discuss group velocity dispersion, pulse spreading, chirping, and dispersion compensation, and look at some slow, fast, and negative group velocity examples. We also present a short introduction to chirp radar and pulse compression, elaborating on the similarities to dispersion compensation. The similarities to Fresnel diffraction and Fourier optics are discussed in Sec. 20.1. The chapter ends with a guide to the literature on these diverse topics.

### 3.1 Propagation Filter

As we saw in the previous chapter, a monochromatic plane wave moving forward along the $z$-direction has an electric field $E(z) = E(0) e^{-j k z}$, where $E(z)$ stands for either the $x$ or the $y$ component. We assume a homogeneous isotropic non-magnetic medium ($\mu = \mu_0$) with an effective permittivity $\epsilon(\omega)$; therefore, $k$ is the frequency-dependent and possibly complex-valued wavenumber defined by $k(\omega) = \omega \sqrt{\epsilon(\omega) \mu_0}$. To emphasize the dependence on the frequency $\omega$, we rewrite the propagated field as:

$$\hat{E}(z,\omega) = e^{-j k z} \hat{E}(0,\omega) \quad (3.1.1)$$

Its complete space-time dependence will be:

$$e^{j \omega t} \hat{E}(z,\omega) = e^{j (\omega t - k z)} \hat{E}(0,\omega) \quad (3.1.2)$$

A wave packet or pulse can be made up by adding different frequency components, that is, by the inverse Fourier transform:

$$E(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j (\omega t - k z)} \hat{E}(0,\omega) d\omega \quad (3.1.3)$$

Setting $z = 0$, we recognize $\hat{E}(0,\omega)$ to be the Fourier transform of the initial waveform $E(0,t)$, that is,

$$E(0,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j \omega t} \hat{E}(0,\omega) d\omega \quad \Rightarrow \quad \hat{E}(0,\omega) = \int_{-\infty}^{\infty} e^{-j \omega t} E(0,t) dt \quad (3.1.4)$$

The multiplicative form of Eq. (3.1.1) allows us to think of the propagated field as the output of a linear system, the propagation filter, whose frequency response is

$$H(z,\omega) = e^{-j k(\omega) z} \quad (3.1.5)$$

Indeed, for a linear time-invariant system with impulse response $h(t)$ and corresponding frequency response $H(\omega)$, the input/output relationship can be expressed multiplicatively in the frequency domain or convolutionally in the time domain:

$$\hat{E}_{\text{out}}(\omega) = H(\omega) \hat{E}_{\text{in}}(\omega)$$

$$E_{\text{out}}(t) = \int_{-\infty}^{\infty} h(t-t') E_{\text{in}}(t') dt' \quad (3.1.7)$$

Alternatively, Eq. (3.1.6) follows from (3.1.3) by setting $\hat{E}(0,\omega) = 1$, corresponding to an impulsive input $E(0,t) = \delta(t)$. Thus, Eq. (3.1.3) may be expressed in the time domain in the convolutional form:

$$E(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j \omega t} H(z,\omega) d\omega = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j (\omega t - k z)} d\omega \quad (3.1.6)$$

Example 3.1.1: For propagation in a dispersionless medium with frequency-independent permittivity, such as the vacuum, we have $k = \omega / c$, where $c = 1 / \sqrt{\epsilon_0 \mu_0}$. Therefore,

$$H(z,\omega) = e^{-j k(\omega) z} = e^{-j \omega z / c}$$

pure delay by $z/c$

$$h(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j \omega t} H(z,\omega) d\omega = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j (\omega t - k z)} d\omega = \delta(t - z/c)$$

and Eq. (3.1.7) gives $E(z,t) = E(0,t-z/c)$, in agreement with the results of Sec. 2.1.

The reality of $h(z,t)$ implies the hermitian property, $H(z,-\omega)^* = H(z,\omega)$, for the frequency response, which is equivalent to the anti-hermitian property for the wavenumber, $k(-\omega)^* = -k(\omega)$.

\[\text{[1] where the hat denotes Fourier transformation.}\]
3.2 Front Velocity and Causality

For a general linear system $H(\omega) = |H(\omega)|e^{-j\phi(\omega)}$, one has the standard concepts of phase delay, group delay, and signal-front delay [193] defined in terms of the system’s phase-delay response, that is, the negative of its phase response, $\phi(\omega) = -\text{Arg} H(\omega)$:

$$t_p = \frac{\phi(\omega)}{\omega}, \quad t_g = \frac{d\phi(\omega)}{d\omega}, \quad t_f = \lim_{\omega \to \infty} \frac{\phi(\omega)}{\omega}$$ (3.2.1)

The significance of the signal-front delay $t_f$ for the causality of a linear system is that the impulse response vanishes, $h(t) = 0$, for $t < t_f$, which implies that if the input begins at time $t = t_0$, then the output will begin at $t = t_0 + t_f$:

$$E_{\text{in}}(t) = 0 \text{ for } t < t_0 \Rightarrow E_{\text{out}}(t) = 0 \text{ for } t < t_0 + t_f$$ (3.2.2)

To apply these concepts to the propagator filter, we write $k(\omega)$ in terms of its real and imaginary parts, $k(\omega) = \beta(\omega) - j\alpha(\omega)$, so that

$$H(z,\omega) = e^{-j\omega z} = e^{-\alpha(\omega)z}e^{-j\beta(\omega)z} \Rightarrow \phi(\omega) = \beta(\omega)z$$ (3.2.3)

Then, the definitions (3.2.1) lead naturally to the concepts of phase velocity, group velocity, and signal-front velocity, defined through:

$$v_p = \frac{\omega}{\beta(\omega)}, \quad v_g = \frac{d\omega}{d\beta}, \quad v_f = \lim_{\omega \to \infty} \frac{\omega}{\beta(\omega)}$$ (3.2.4)

For example, $t_g = d\phi/d\omega = (d\beta/d\omega)z = z/v_g$, and similarly for the other ones, resulting in the definitions:

$$v_p = \frac{\omega}{\beta(\omega)}, \quad v_g = \frac{d\omega}{d\beta}, \quad v_f = \lim_{\omega \to \infty} \frac{\omega}{\beta(\omega)}$$ (3.2.5)

The expressions for the phase and group velocities agree with those of Sec. 1.18. Under the reasonable assumption that $c(\omega) \to c_0$ as $\omega \to \infty$, which is justified on the basis of the permittivity model of Eq. (1.11.11), we have $k(\omega) = \omega c(\omega)\mu_0 \to \omega / \varepsilon_0 \mu_0 = \omega / c$, where $c$ is the speed of light in vacuum. Therefore, the signal front velocity and front delay are:

$$v_f = \lim_{\omega \to \infty} \frac{\omega}{\beta(\omega)} = \lim_{\omega \to \infty} \frac{\omega}{c} = c \Rightarrow t_f = \frac{Z}{c}$$ (3.2.6)

Thus, we expect that the impulse response $h(z,t)$ of the propagation medium would satisfy the causality condition:

$$h(z,t) = 0, \text{ for } t < t_f = \frac{Z}{c}$$ (3.2.7)

We show this below. More generally, if the input pulse at $z = 0$ vanishes for $t < t_0$, the propagated pulse to distance $z$ will vanish for $t < t_0 + Z/c$. This is the statement of relativistic causality, that is, if the input signal has a sharp, discontinuous, front at some time $t_0$, then that front cannot move faster than the speed of light in vacuum and cannot reach the point $z$ faster than $Z/c$ seconds later. Mathematically,

$$E(0,t) = 0 \text{ for } t < t_0 \Rightarrow E(z,t) = 0 \text{ for } t < t_0 + \frac{Z}{c}$$ (3.2.8)

Fig. 3.2.1 depicts this property. Sommerfeld and Brillouin [192,1287] originally showed this property for a causal sinusoidal input, that is, $E(0,t) = e^{j\omega_0 t}u(t)$.

Group velocity describes the speed of the peak of the envelope of a signal and is a concept that applies only to narrow-band pulses. As mentioned in Sec. 1.18, it is possible that if this narrow frequency band is concentrated in the vicinity of an anomalous dispersion region, that is, near an absorption peak, the corresponding group velocity will exceed the speed of light in vacuum, $v_g > c$, or even become negative depending on the value of the negative slope of the refractive index $dn_\gamma/d\omega < 0$.

Conventional wisdom has it that the condition $v_g > c$ is not at odds with relativity theory because the strong absorption near the resonance peak causes severe distortion and attenuation of the signal peak ... [266,267,285] that the group velocity can retain its meaning as representing the speed of the peak even if $v_g > c$.

This is explained pictorially in Fig. 3.2.1 which depicts such a case where $v_g > c$, and therefore, $t_g < t_f$. For comparison, the actual field $E(z,t)$ is shown together with the input pulse as if the latter had been traveling in vacuum, $E(0,t) = 0$, reaching the point $z$ with a delay of $t_g = Z/c$. The peak of the pulse, traveling with speed $v_g$, gets delayed by the group delay $t_g$ when it arrives at distance $z$. Because $t_g < t_f$, the peak of $E(z,t)$ shifts forward in time and occurs earlier than it would if the pulse were traveling in vacuum. Such peak shifting is a consequence of the “filtering” or “rephasing” taking place due to the propagator filter’s frequency response $e^{-j\omega z}$.

The causality conditions (3.2.7) and (3.2.8) imply that the value of the propagated field $E(z,t)$ at some time instant $t > t_0 + Z/c$ is determined only by those values of the input pulse $E(0,t')$ that are $Z/c$ seconds earlier, that is, for $t_0 \leq t' \leq t - Z/c$. This follows from the convolutional equation (3.1.7): the factor $h(z,t - t')$ requires that
3.2. Front Velocity and Causality

For example, the value of \( E(z, t) \) at \( t = t_1 + t_f = t_1 + z/c \) is given by:

\[
E(z, t_1 + t_f) = \int_{t_0}^{t_1} h(z, t_1 + t_f - t') E(0, t') dt',
\]

Thus, as shown in Fig. 3.2.2, the shaded portion of the input \( E(0, t') \) over the time interval \( t_0 \leq t' \leq t_1 \) determines causally the shaded portion of the propagated signal \( E(z, t) \) over the interval \( t_0 + t_f \leq t \leq t_1 + t_f \). The peaks, on the other hand, are not causally related. Indeed, the interval \([t_0, t_1]\) of the input does not include the peak, whereas the interval \([t_0 + t_f, t_1 + t_f]\) of the output does include the (shifted) peak.

![Fig. 3.2.2 Shaded areas show causally related portions of input and propagated signals.](image)

Next, we provide a justification of Eq. (3.2.8). The condition \( E(0, t) = 0 \) for \( t < t_0 \), implies that its Fourier transform is:

\[
\hat{E}(0, \omega) = \int_{t_0}^{\infty} e^{-j\omega t} E(0, t) dt = \int_{t_0}^{\infty} e^{-j\omega t} E(0, t_0 + t_f) dt
\]

(3.2.10)

where the latter equation was obtained by the change of integration variable from \( t \) to \( t + t_f \). It follows now that \( \hat{E}(0, \omega) \) is analytically continuable into the lower-half \( \omega \)-plane. Indeed, the replacement \( e^{-j\omega t} \) by \( e^{-j(\omega-j\sigma)t} = e^{-\sigma t} e^{-j\omega t} \) with \( \sigma > 0 \) and \( t > 0 \), improves the convergence of the time integral in (3.2.10). We may now write Eq. (3.1.3) in the following form:

\[
E(z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j(\omega t - \omega z/c)} \hat{E}(0, \omega) d\omega
\]

(3.2.11)

and assume that \( t < t_0 + z/c \). A consequence of the permittivity model (1.11.11) is that the wavenumber \( k(\omega) \) has singularities only in the upper-half \( \omega \)-plane and is analytic in the lower half. For example, for the single-resonance case, we have:

\[
\epsilon(\omega) = \epsilon_0 \left[ 1 + \frac{\omega_p^2}{\omega_0^2 - \omega^2 + j\gamma\omega} \right]
\]

\[
\text{zeros} = \frac{j\gamma}{2} \pm \sqrt{\frac{\omega_0^2}{2} + \frac{\omega_p^2}{2} - \frac{\gamma^2}{4}}
\]

\[
\text{poles} = \frac{j\gamma}{2} \pm \sqrt{\omega_0^2 - \frac{\gamma^2}{4}}
\]

Fig. 3.2.2 Shaded areas show causally related portions of input and propagated signals.

Thus, the integrand of Eq. (3.2.11) is analytic in the lower-half \( \omega \)-plane and we may replace the integration path along the real axis by the lower semi-circular counter-clockwise path \( C_R \) at a very large radius \( R \), as shown below:

\[
E(z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j(\omega t - \omega z/c)} \hat{E}(0, \omega) d\omega
\]

(3.2.12)

\[
= \lim_{R \to \infty} \frac{1}{2\pi} \int_{C_R} e^{j(\omega t - \omega z/c)} \hat{E}(0, \omega) d\omega
\]

But for large \( \omega \), we may replace \( k(\omega) = \omega/c \). Thus,

\[
E(z, t) = \lim_{R \to \infty} \frac{1}{2\pi} \int_{C_R} e^{j(\omega(t-t_0)-z/c)} \hat{E}(0, \omega) d\omega
\]

(3.2.13)

Because \( t - t_0 - z/c < 0 \), and under the mild assumption that \( \hat{E}(0, \omega) \to 0 \) for \( |\omega| = R \to \infty \) in the lower-half plane, it follows from the Jordan lemma that the above integral will be zero. Therefore, \( E(z, t) = 0 \) for \( t < t_0 + z/c \).

As an example, consider the signal \( E(0, t) = e^{-a(t-t_0)} e^{j\omega_0(t-t_0)} u(t-t_0) \), that is, a delayed exponentially decaying (\( a > 0 \)) causal sinusoid. Its Fourier transform is

\[
\hat{E}(0, \omega) = \frac{e^{-j\omega_0 t}}{j(\omega - \omega_0 - ja)} e^{j\omega_0 t} \hat{E}(0, \omega) = \frac{1}{j(\omega - \omega_0 - ja)}
\]

which is analytic in the lower-half plane and converges to zero for \( |\omega| \to \infty \).

The proof of Eq. (3.2.7) is similar. Because of the analyticity of \( k(\omega) \), the integration path in Eq. (3.1.6) can again be replaced by \( C_R \), and \( k(\omega) \) replaced by \( \omega/c \):}

\[
h(z, t) = \lim_{R \to \infty} \frac{1}{2\pi} \int_{C_R} e^{j(\omega(t-z/c))} d\omega, \quad \text{for} \quad t < z/c
\]

This integral can be done exactly,\footnote{set \( \omega = Re^{j\theta}, d\omega = jRe^{j\theta} d\theta \), and integrate over \( -\pi \leq \theta < 0 \)} and leads to a standard representation of the delta function:

\[
h(z, t) = \lim_{R \to \infty} \frac{\sin(R(t-z/c))}{\pi(t-z/c)} = \delta(t-z/c)
\]

which vanishes since we assumed that \( t < z/c \). For \( t > z/c \), the contour in (3.1.6) can be closed in the upper-half plane, but its evaluation requires knowledge of the particular singularities of \( k(\omega) \).

3.3 Exact Impulse Response Examples

Some exactly solvable examples are given in [199]. They are all based on the following Fourier transform pair, which can be found in [194]:\footnote{see the pair 863.1 on p. 110 of [194].}

\[
H(z, \omega) = e^{-jk(\omega)z} = e^{-j\tau \sqrt{\omega_0^2 + \omega^2 + ja^2}}
\]

\[
h(z, t) = \delta(t-t_f) e^{-at} + \frac{I_1(b, t^2 - t_f^2)}{\sqrt{t^2 - t_f^2}} bt e^{-at} u(t-t_f)
\]

(3.3.1)
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where \( I_1(x) \) is the modified Bessel function of the first kind of order one, and \( t_f = z/c \) is the front delay. The unit step \( u(t - t_f) \) enforces the causality condition (3.2.7). From the expression of \( H(z, \omega) \), we identify the corresponding wavenumber:

\[
k(\omega) = \frac{-1}{c} \sqrt{j\omega + a + b\sqrt{j\omega + a - b}} \tag{3.3.2}
\]

The following physical examples are described by appropriate choices of the parameters \( a, b, c \) in Eq. (3.3.2):

1. \( a = 0, \ b = 0 \) — propagation in vacuum or dielectric
2. \( a > 0, \ b = 0 \) — weakly conducting dielectric
3. \( a = b > 0 \) — medium with finite conductivity
4. \( a = 0, \ b = j\omega_p \) — lossless plasma
5. \( a = 0, \ b = j\omega_c \) — hollow metallic waveguide
6. \( a + b = R'/L', \ a - b = G'/C' \) — lossy transmission line

The anti-hermitian property \( k(-\omega) = -k(\omega) \) is satisfied in two cases: when the parameters \( a, b \) are both real, or, when \( a \) is real and \( b \) imaginary.

In case 1, we have \( k = \omega/c \) and \( h(z, t) = \delta(t - t_f) = \delta(t - z/c) \). Setting \( a = c\alpha > 0 \) and \( b = 0 \), we find for case 2:

\[
k = \frac{\omega - ja}{c} = \frac{\omega}{c} - j\alpha \tag{3.3.3}
\]

which corresponds to a medium with a constant attenuation coefficient \( \alpha = a/c \) and a propagation constant \( \beta = \omega/c \), as was the case of a weakly conducting dielectric of Sec. 2.7. In this case \( c \) is the speed of light in the dielectric, i.e. \( c = 1/\sqrt{\mu_r} \) and \( a/c \) is related to the conductivity \( \sigma \) by \( a = c\alpha = \sigma/2c \). The medium impulse response is:

\[
h(z, t) = \delta(t - t_f)e^{-at} = \delta(t - z/c)e^{-\alpha z}
\]

Eq. (3.1.7) then implies that an input signal will travel at speed \( c \) while attenuating with distance:

\[
E(z, t) = e^{-\alpha z}E(0, t - z/c)
\]

Case 3 describes a medium with frequency-independent permittivity and conductivity \( \epsilon, \sigma \) with the parameters \( a = b = \sigma/c \) and \( c = 1/\sqrt{\mu_r} \). Eq. (3.3.2) becomes:

\[
k = \frac{\omega}{c} \sqrt{1 - j\epsilon \omega/c} \tag{3.3.4}
\]

and the impulse response is:

\[
h(z, t) = \delta(t - z/c)e^{-\alpha z/c} + \frac{I_1(a \sqrt{t^2 - (z/c)^2})}{\sqrt{t^2 - (z/c)^2}} \frac{az}{c} e^{-at} u(t - z/c) \tag{3.3.5}
\]

A plot of \( h(z, t) \) for \( t > t_f \) is shown below.

For large \( t \), \( h(z, t) \) is not exponentially decaying, but falls like \( 1/t^{3/2} \). Using the large-x asymptotic form \( I_1(x) \sim e^x/\sqrt{2\pi x} \), and setting \( \sqrt{t^2 - t_f^2} \to t \) for \( t \gg t_f \), we find:

\[
h(z, t) \sim \frac{a t}{\sqrt{\pi t_f}} e^{-at} \quad \text{for} \quad t \gg t_f
\]

Case 4 has parameters \( a = 0 \) and \( b = j\omega_p \) and describes propagation in a plasma, where \( \omega_p \) is the plasma frequency. Eq. (3.3.2) reduces to Eq. (1.15.2):

\[
k(\omega) = \frac{1}{c} \sqrt{\omega^2 - \omega_p^2}
\]

To include evanescent waves (having \( \omega < \omega_p \)), Eq. (3.3.2) may be written in the more precise form that satisfies the required ant-hermitian property \( k(-\omega) = -k(\omega) \):

\[
k(\omega) = \frac{1}{c} \begin{cases} \text{sign}(\omega) \sqrt{\omega^2 - \omega_p^2}, & \text{if } |\omega| > \omega_p \\ -j \sqrt{\omega^2 - \omega_p^2}, & \text{if } |\omega| < \omega_p \end{cases} \tag{3.3.6}
\]

When \( |\omega| < \omega_p \), the wave is evanescent in the sense that it attenuates exponentially with distance:

\[
e^{-j\omega x} \sim e^{-\sqrt{\omega^2 - \omega_p^2} x/c}
\]

For numerical evaluation using MATLAB, it proves convenient to leave \( k(\omega) \) in the form of Eq. (3.3.2), that is,

\[
k(\omega) = \frac{-j}{c} \sqrt{j(\omega + \omega_p) \sqrt{j(\omega - \omega_p)}}
\]

which evaluates correctly according to Eq. (3.3.6) using MATLAB’s rules for computing square roots (e.g., \( \sqrt{-1} = e^{j\pi/2} \)).

Because \( b \) is imaginary, we can use the property \( I_1(jx) = jJ_1(x) \), where \( J_1(x) \) is the ordinary Bessel function. Thus, setting \( a = 0 \) and \( b = j\omega_p \) in Eq. (3.3.1), we find:

\[
h(z, t) = \delta(t - t_f) - \frac{J_1(\omega_p \sqrt{t^2 - t_f^2})}{\sqrt{t^2 - t_f^2}} \omega_p t_f u(t - t_f) \tag{3.3.7}
\]

A plot of \( h(z, t) \) for \( t > t_f \) is shown below.
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The propagated output $E(z,t)$ due to a causal input, $E(0,t) = E(0,t)u(t)$, is obtained by convolution, where we must impose the conditions $t' \geq t_f$ and $t - t' \geq 0$:

$$E(z,t) = \int_{-\infty}^{\infty} h(z,t')E(0,t-t') dt'$$

which for $t \geq t_f$ leads to:

$$E(z,t) = E(0,t-t_f) - \int_{t_f}^{t} \frac{\omega_p}{\sqrt{\omega^2 - \omega_p^2}} \omega_p t_f E(0,t-t') dt'$$  (3.3.8)

We shall use Eq. (3.3.8) in the next section to illustrate the transient and steady-state response of a propagation medium such as a plasma or a waveguide. The large-$t$ behavior of $h(z,t)$ is obtained from the asymptotic form:

$$f_1(x) \sim \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{3\pi}{4} \right), \quad x \gg 1$$

which leads to:

$$h(z,t) = -\frac{\sqrt{2\omega_p t_f}}{\sqrt{\omega^2 - \omega_p^2}} \cos \left( \frac{3\pi}{4} \right), \quad t \gg t_f$$  (3.3.9)

Case 5 is the same as case 4, but describes propagation in an air-filled hollow metallic waveguide with cutoff frequency $\omega_c$. We will see in Chap. 9 that the dispersion relationship (3.3.6) is a consequence of the boundary conditions on the waveguide walls, and therefore, it is referred to as waveguide dispersion, as opposed to material dispersion arising from a frequency-dependent permittivity $\varepsilon(\omega)$.

Case 6 describes a lossy transmission line (see Sec. 11.6) with distributed (that is, per unit length) inductance $L'$, capacitance $C'$, series resistance $R'$, and shunt conductance $G'$. This case reduces to case 3 if $G' = 0$. The corresponding propagation speed is $c = 1/\sqrt{LC'}$. The $\omega-k$ dispersion relationship can be written in the form of (3.3.7) above:

$$k = -j\sqrt{(R' + j\omega L')(G' + j\omega C')} = \omega\sqrt{LC'} \left( 1 - j\frac{R'}{\omega L'} \right) \left( 1 - j\frac{G'}{\omega C'} \right)$$

3.4 Transient and Steady-State Behavior

The frequency response $e^{-jk(\omega)x}$ is the Fourier transform of $h(z,t)$, but because of the causality condition $h(z,t) = 0$ for $t < z/c$, the time-integration in this Fourier transform can be restricted to the interval $z/c < t < \infty$, that is,

$$\int_{z/c}^{\infty} e^{-j\omega t} h(z,t) dt$$  (3.4.1)

We mention, parenthetically, that Eq. (3.4.1), which incorporates the causality condition of $h(z,t)$, can be used to derive the lower half-plane analyticity of $k(\omega)$ and of the corresponding complex refractive index $n(\omega)$ defined through $k(\omega) = \omega n(\omega)/c$. The analyticity properties of $n(\omega)$ can then be used to derive the Kramers-Kronig dispersion relations satisfied by $n(\omega)$ itself [197], as opposed to those satisfied by the susceptibility $\chi(\omega)$ that were discussed in Sec. 1.17.

When a causal sinusoidal input is applied to the linear system $h(z,t)$, we expect the system to exhibit an initial transient behavior followed by the usual sinusoidal steady-state response. Indeed, applying the initial pulse $E(0,t) = e^{j\omega_0 t}u(t)$, we obtain from the system's convolutional equation:

$$E(z,t) = \int_{z/c}^{\infty} h(z,t')E(0,t-t') dt' = \int_{z/c}^{\infty} h(z,t')e^{j\omega_0 (t-t')} dt'$$

where the restricted limits of integration follow from the conditions $t' \geq z/c$ and $t - t' \geq 0$ as required by the arguments of the functions $h(z,t')$ and $E(0,t-t')$. Thus, for $t \geq z/c$, the propagated field takes the form:

$$E(z,t) = e^{j\omega_0 t} \int_{z/c}^{\infty} e^{-j\omega_0 t'} h(z,t') dt'$$  (3.4.2)

In the steady-state limit, $t \to \infty$, the above integral tends to the frequency response (3.4.1) evaluated at $\omega = \omega_0$, resulting in the standard sinusoidal response:

$$e^{j\omega_0 t} \int_{z/c}^{\infty} e^{-j\omega_0 t'} h(z,t') dt' = e^{j\omega_0 t} \int_{z/c}^{\infty} e^{-j\omega_0 t'} h(z,t') dt' = H(z,\omega_0) e^{j\omega_0 t}, \quad \text{or,}$$

$$E_{\text{steady}}(z,t) = e^{j\omega_0 t - jk(\omega_0)z}, \quad \text{for} \quad t \gg z/c$$  (3.4.3)

Thus, the field $E(z,t)$ eventually evolves into an ordinary plane wave at frequency $\omega_0$ and wavenumber $k(\omega_0) = B(\omega_0) - j\alpha(\omega_0)$. The initial transients are given by the exact equation (3.4.2) and depend on the particular form of $k(\omega)$. They are generally referred to as “precursors” or “forerunners” and were originally studied by Sommerfeld and Brillouin [192,1287] for the case of a single-resonance Lorentz permittivity model.

It is beyond the scope of this book to study the precursors of the Lorentz model. However, we may use the exactly solvable model for a plasma or waveguide given in Eq. (3.3.7) and numerically integrate (3.4.2) to illustrate the transient and steady-state behavior.

Fig. 3.4.1 shows on the left graph the input sinusoid (dotted line) and the steady-state sinusoid (3.4.3) with $k(\omega_0)$ and wavenumber $k(\omega_0) = B(\omega_0) - j\alpha(\omega_0)$. The initial transients are given by the exact equation (3.4.2) and depend on the particular form of $k(\omega)$. They are generally referred to as “precursors” or “forerunners” and were originally studied by Sommerfeld and Brillouin [192,1287] for the case of a single-resonance Lorentz permittivity model.

We may use the exactly solvable model for a plasma or waveguide given in Eq. (3.3.7) and numerically integrate (3.4.2) to illustrate the transient and steady-state behavior.
### 3.4. Transient and Steady-State Behavior

#### Fig. 3.4.1 Transient and steady-state sinusoidal response.

\[ y(t) = 0.5 \times (1 - x(t) \times 0.2 / 8 + x(t) \times 0.4 / 192); \]

\[ i = \text{find(abs}(x) > \text{xmin}); \]

\[ y(t) = \text{besselj}(1, x(t)) ./ x(t); \]

#### Fig. 3.4.2 Transient and steady-state response for evanescent sinusoids.

\[ E_{\text{steady}}(z,t) = e^{j\omega_0 t} \exp[-j\alpha_0 z], \quad t \gg \frac{z}{c} \]

The following numerical values were used:

\[ c = 1, \quad \omega_p = 1, \quad \omega_0 = 0.9, \quad t_f = z = 5 \]

resulting in the imaginary wavenumber and attenuation amplitude:

\[ k_0 = -j\alpha_0 = -0.4359j, \quad H_0 = e^{-j\alpha_0 z} = e^{-0.1131z} \]

We chose a smaller value of \( z \) in order to get a reasonable value for the attenuated signal for display purposes. The left graph in Fig. 3.4.2 shows the input and the steady-state output signals. The right graph shows the exact output computed by the same MATLAB code given above. Again, we note that for large \( t \) (here, \( t > 80 \)), the exact output approaches the steady one.

Finally, in Fig. 3.4.3 we illustrate the input-on and input-off transients for an input rectangular pulse of duration \( t_d \), and for a causal gaussian pulse, that is,

\[ E(0, t) = \sin(\omega_0 t) [u(t) - u(t - t_d)], \quad E(0, t) = e^{\omega_0 t} \exp\left[ -\frac{(t - t_c)^2}{2\tau_0^2} \right] u(t) \]

The input-off transients for the rectangular pulse are due to the oscillating and decaying tail of the impulse response \( h(z,t) \) given in (3.3.9). The following values of the parameters were used:

\[ c = 1, \quad \omega_p = 1, \quad \omega_0 = 3, \quad t_f = z = 30, \quad t_d = 20, \quad t_c = \tau_0 = 5 \]
3.5 Pulse Propagation and Group Velocity

The MATLAB code for the rectangular pulse case is essentially the same as above except that it uses the function **upulse** to enforce the finite pulse duration:

```matlab
wp = 1; w0 = 3; tf = 30; td = 20; N = 15; K = 20;
k0 = -j * sqrt(j*(w0+wp)) * sqrt(j*(w0-wp));
t = linspace(0,80,801);E0 = exp(j*w0*t) .* upulse(t,td);for i=1:length(t),
    if t(i)<tf,
        Ez(i) = 0;
    else
        [w,x] = quadrs(linspace(tf,t(i),K), N);h = - wp^2 * tf * J1over(wp*sqrt(x.^2-tf^2)) .* 
            exp(j*w0*(t(i)-x)) .* upulse(t(i)-x,td);
        Ez(i) = exp(j*w0*(t(i)-tf)).*upulse(t(i)-tf,td) + w'*h;
    end
end
e0 = imag(E0); ez = imag(Ez);
plot(t,ez,'-', t,e0,'-');```

3.5 Pulse Propagation and Group Velocity

In this section, we show that the peak of a pulse travels with the group velocity. The concept of group velocity is associated with narrow-band pulses whose spectrum \( \hat{E}(0, \omega) \) is narrowly concentrated in the neighborhood of some frequency, say \( \omega_0 \), with an effective frequency band \( |\omega - \omega_0| \leq \Delta \omega \), where \( \Delta \omega \ll \omega_0 \), as depicted in Fig. 3.5.1.

Such spectrum can be made up by translating a low-frequency spectrum, say \( \hat{F}(0, \omega) \), to \( \omega_0 \), that is, \( \hat{E}(0, \omega) = \hat{F}(0, \omega - \omega_0) \). From the modulation property of Fourier transforms, it follows that the corresponding time-domain signal \( E(0, t) \) will be:

\[
E(0, t) = \hat{F}(0, \omega - \omega_0) \Rightarrow E(0, t) = e^{j\omega_0 t} F(0, t) \tag{3.5.1}
\]

that is, a sinusoidal carrier modulated by a slowly varying envelope.

Because the integral over \( \omega' = \omega - \omega_0 \) is effectively restricted over the low-frequency band \( |\omega'| \leq \Delta \omega \), the resulting envelope \( F(0, t) \) will be slowly-varying (relative to the period \( 2\pi/\omega_0 \) of the carrier.) If this pulse is launched into a dispersive medium with wavenumber \( k(\omega) \), the propagated pulse to distance \( z \) will be given by:

\[
F(z,t) = F(0, \omega - \omega_0) \Rightarrow F(z,t) = e^{j(\omega_0 t - k_0 z)} F(0, t) \tag{3.5.2}
\]

Defining \( k_0 = k(\omega_0) \), we may rewrite \( F(z,t) \) in the form of a modulated plane wave:

\[
F(z,t) = e^{j(\omega_0 t - k_0 z)} F(0, t) \tag{3.5.3}
\]

where the propagated envelope \( F(z,t) \) is given by

\[
F(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j(\omega_0 t - k_0 z)} \hat{F}(0, \omega - \omega_0) d\omega \tag{3.5.4}
\]

This can also be written in a convolutional form by defining the envelope impulse response function \( g(z,t) \) in terms of the propagator impulse response \( h(z,t) \):

\[
h(z,t) = e^{j(\omega_0 t - k_0 z)} g(z,t) \tag{3.5.5}
\]

so that

\[
g(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j(\omega_0 t - k_0 z)} \hat{F}(0, \omega - \omega_0) d\omega \tag{3.5.6}
\]

This can also be written in a convolutional form by defining the envelope impulse response function \( g(z,t) \) in terms of the propagator impulse response \( h(z,t) \):

\[
h(z,t) = e^{j(\omega_0 t - k_0 z)} g(z,t) \tag{3.5.7}
\]

so that

\[
g(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j(\omega_0 t - k_0 z)} \hat{F}(0, \omega - \omega_0) d\omega \tag{3.5.8}
\]

Then, the propagated envelope can be obtained by the convolutional operation:

\[
F(z,t) = \int_{-\infty}^{\infty} g(z,t') F(0, t - t') dt' \tag{3.5.9}
\]
3.5. Pulse Propagation and Group Velocity

Because \( F(0, \omega - \omega_0) \) restricts the effective range of integration in Eq. (3.5.5) to a narrow band about \( \omega_0 \), one can expand \( k(\omega) \) to a Taylor series about \( \omega_0 \) and keep only the first few terms:

\[
k(\omega) = k_0 + k'_0(\omega - \omega_0) + \frac{1}{2} k''_0 (\omega - \omega_0)^2 + \cdots
\]  

(3.5.9)

where

\[
k_0 = k(\omega_0) , \quad k'_0 = \left. \frac{dk}{d\omega} \right|_{\omega_0}, \quad k''_0 = \left. \frac{d^2k}{d\omega^2} \right|_{\omega_0}
\]  

(3.5.10)

If \( k(\omega) \) is real, we recognize \( k'_0 \) as the inverse of the group velocity at frequency \( \omega_0 \):

\[
k'_0 = \frac{dk}{d\omega} \bigg|_{\omega_0} = \frac{1}{v_g}
\]  

(3.5.11)

If \( k'_0 \) is complex-valued, \( k'_0 = \beta'_0 - j\alpha'_0 \), then its real part determines the group velocity through \( \beta'_0 = 1/v_g \), or, \( v_g = 1/\beta'_0 \). The second derivative \( k''_0 \) is referred to as the “dispersion coefficient” and is responsible for the spreading and chirping of the wave packet, as we see below.

Keeping up to the quadratic term in the quantity \( k(\omega) - k_0 \) in (3.5.5), and changing integration variables to \( \omega' = \omega - \omega_0 \), we obtain the approximation:

\[
F(z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j\omega'(t-k'_0 z)-j\beta'_0 z\omega'^2/2} \hat{F}(0, \omega') \, d\omega'
\]  

(3.5.12)

In the linear approximation, we may keep \( k'_0 \) and ignore the \( k''_0 \) term, and in the quadratic approximation, we keep both \( k'_0 \) and \( k''_0 \). For the linear case, we have by comparing with Eq. (3.5.2):

\[
F(z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j\omega'(t-k'_0 z)} \hat{F}(0, \omega') \, d\omega'
\]  

(3.5.13)

Thus, assuming that \( k'_0 \) is real so that \( k'_0 = 1/v_g \), Eq. (3.5.13) implies that the initial envelope \( F(0, t) \) is moving as whole with the group velocity \( v_g \). The field \( E(z, t) \) is obtained by modulating the high-frequency plane wave \( e^{j(\alpha_0 t-k_0 z)} \) with this envelope:

\[
E(z, t) = e^{j(\alpha_0 t-k_0 z)} F(0, t - z/v_g)
\]  

(3.5.14)

Every point on the envelope travels at the same speed \( v_g \), that is, its shape remains unchanged as it propagates, as shown in Fig. 3.5.2. The high-frequency carrier suffers a phase-shift given by \( -k_0 z \).

Similar approximations can be introduced in (3.5.7) anticipating that (3.5.8) will be applied only to narrowband input envelope signals \( F(0, t) \):

\[
g(z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j\omega'(t-k'_0 z)-j\beta'_0 z\omega'^2/2} \, d\omega'
\]  

(3.5.15)

This integral can be done exactly, and leads to the following expressions in the linear and quadratic approximation cases (assuming that \( k'_0, k''_0 \) are real):

linear: \( g(z, t) = \delta(t - k'_0 z) \)

quadratic: \( g(z, t) = \frac{1}{\sqrt{2\pi j k''_0 z}} \exp\left[-\frac{(t - k'_0 z)^2}{2j k''_0 z}\right] \)  

(3.5.16)

The corresponding frequency responses follow from Eq. (3.5.15), replacing \( \omega' \) by \( \omega \):

linear: \( G(z, \omega) = e^{-jk'_0 z\omega} \)

quadratic: \( G(z, \omega) = e^{-jk'_0 z\omega} e^{-(jk''_0 z\omega)^2/2} \)  

(3.5.17)

The linear case is obtained from the quadratic one in the limit \( k''_0 \to 0 \). We note that the integral of Eq. (3.5.15), as well as the gaussian pulse examples that we consider later, are special cases of the following Fourier integral:

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j(\omega t - (a+jb)\omega^2/2)} \, d\omega = \frac{1}{\sqrt{2\pi(a+jb)}} \exp\left[-\frac{t^2}{2(a+jb)}\right]
\]  

(3.5.18)

where \( a, b \) are real, with the restriction that \( a \geq 0 \). The integral for \( g(z, t) \) corresponds to the case \( a = 0 \) and \( b = k'_0 z \). Using (3.16) into (3.5.8), we obtain Eq. (3.5.13) in the linear case and the following convolutional expression in the quadratic one:

linear: \( F(z, t) = F(0, t - k'_0 z) \)

quadratic: \( F(z, t) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi j k''_0 z}} \exp\left[-\frac{(t - k'_0 z)^2}{2j k''_0 z}\right] F(0, t - t') \, dt' \)  

(3.5.19)

and in the frequency domain:

linear: \( \hat{F}(z, \omega) = G(z, \omega) \hat{F}(0, \omega) = e^{-jk'_0 z\omega} \hat{F}(0, \omega) \)

quadratic: \( \hat{F}(z, \omega) = G(z, \omega) \hat{F}(0, \omega) = e^{-jk'_0 z\omega} e^{-(jk''_0 z\omega)^2/2} \hat{F}(0, \omega) \)  

(3.5.20)

\(^1\) Given the polar form \( a+jb = Re^{j\theta} \), we must choose the square root \( \sqrt{a+jb} = R^{1/2} e^{j\theta/2} \).
3.6 Group Velocity Dispersion and Pulse Spreading

In the linear approximation, the envelope propagates with the group velocity $v_g$, remaining unchanged in shape. But in the quadratic approximation, as a consequence of Eq. (3.5.19), it spreads and reduces in amplitude with distance $z$, and it chirps. To see this, consider a Gaussian input pulse of effective width $\tau_0$:

$$F(0,t) = \exp\left[-\frac{t^2}{2\tau_0^2}\right] \Rightarrow E(0,t) = e^{i\text{omega}}F(0,t) = e^{i\text{omega}}\exp\left[-\frac{t^2}{2\tau_0^2}\right]$$

(3.6.1)

with Fourier transforms $\hat{F}(0,\omega)$ and $\hat{E}(0,\omega) = \hat{F}(0,\omega - \omega_0)$:

$$\hat{F}(0,\omega) = \sqrt{2\pi\tau_0^2} e^{-\tau_0^2\omega^2/2} \Rightarrow \hat{E}(0,\omega) = \sqrt{2\pi\tau_0^2} e^{-\tau_0^2\omega^2/2}$$

(3.6.2)

with an effective width $\Delta\omega = 1/\tau_0$. Thus, the condition $\Delta\omega \ll \omega_0$ requires that $\tau_0\omega_0 \gg 1$, that is, an envelope with a long duration relative to the carrier’s period.

The propagated envelope $\hat{F}(z,\omega)$ can be determined either from Eq. (3.5.19) or from (3.5.20). Using the latter, we have:

$$\hat{F}(z,\omega) = \sqrt{2\pi\tau_0^2} e^{-j\omega_0\omega} e^{-\tau_0^2\omega^2/2} = \sqrt{2\pi\tau_0^2} e^{-j\omega_0\omega} e^{-\tau_0^2\omega^2/2}$$

(3.6.3)

The Fourier integral (3.5.18), then, gives the propagated envelope in the time domain:

$$F(z,t) = \frac{\tau_0^2}{\tau_0^2 + jk''_0 z} \exp\left[-\frac{(t-k''_0 z)^2}{2(\tau_0^2 + (k''_0 z)^2)}\right]$$

(3.6.4)

Thus, effectively we have the replacement $\tau_0^2 \rightarrow \tau_0^2 + jk''_0 z$. Assuming for the moment that $k'_0$ and $k''_0$ are real, we find for the magnitude of the propagated pulse:

$$|F(z,t)| = \left[\frac{\tau_0^4 + (k''_0 z)^2}{\tau_0^4 + (k''_0 z)^2}\right]^{1/4} \exp\left[-\frac{(t-k'_0 z)^2}{2(\tau_0^4 + (k''_0 z)^2)}\right]$$

(3.6.5)

where we used the property $|\tau_0^2 + jk''_0 z| = \sqrt{\tau_0^4 + (k''_0 z)^2}$. The effective width is determined from the argument of the exponent to be:

$$\tau^2 = \frac{\tau_0^4 + (k''_0 z)^2}{\tau_0^2} \Rightarrow \tau = \left[\frac{\tau_0^4 + (k''_0 z)^2}{\tau_0^2}\right]^{1/2}$$

(3.6.6)

Therefore, the pulse width increases with distance $z$. Also, the amplitude of the pulse decreases with distance, as measured for example at the peak maximum:

$$|F|_{\text{max}} = \left[\frac{\tau_0^4 + (k''_0 z)^2}{\tau_0^4 + (k''_0 z)^2}\right]^{1/4}$$

The peak maximum occurs at the group delay $t = k'_0 z$, and hence it is moving at the group velocity $v_g = 1/k'_0$.

The effect of pulse spreading and amplitude reduction due to the term $k''_0$ is referred to as group velocity dispersion or chromatic dispersion. Fig. 3.6.1 shows the amplitude decrease and spreading of the pulse with distance, as well as the chirping effect (to be discussed in the next section).

Because the frequency width is $\Delta\omega = 1/\tau_0$, we may write the excess time spread $\Delta\tau = k''_0 z/\tau_0$ in the form $\Delta\tau = k''_0 z\Delta\omega$. This can be understood in terms of the change in the group delay. It follows from $t_g = z/v_g = k'' z$ that the change in $t_g$ due to $\Delta\omega$ will be:

$$\Delta t_g = \frac{dt_g}{d\omega} \Delta\omega = \frac{dk''}{d\omega} z \Delta\omega = \frac{d^2k}{d\omega^2} z \Delta\omega = k' z \Delta\omega$$

(3.6.7)

which can also be expressed in terms of the free-space wavelength $\lambda = 2\pi c/\omega$:

$$\Delta t_g = t_g \frac{d\lambda}{d\omega} \Delta\omega = \frac{d^2k}{d\omega^2} \frac{d\lambda}{d\omega} = \frac{2\pi c}{\lambda^2} k''$$

(3.6.8)

where $D$ is the “dispersion coefficient”

$$D = \frac{dk'}{d\lambda} = -\frac{2\pi c}{\lambda^2} \frac{dk'}{d\omega} = -\frac{2\pi c}{\lambda^2} k''$$

(3.6.9)

where we replaced $d\lambda = -(\lambda^2/2\pi c) d\omega$. Since $k'$ is related to the group refractive index $n_g$ by $k' = 1/v_g = n_g/c$, we may obtain an alternative expression for $D$ directly in terms of the refractive index $n$. Using Eq. (1.18.6), that is, $n_g = n - \lambda d n/d\omega$, we find

$$D = \frac{dk'}{d\lambda} = \frac{1}{c} \frac{d n_g}{d\lambda} = \frac{1}{c} \frac{d}{d\lambda} \left[n - \lambda d n/d\omega\right] = -\frac{\lambda d^2 n}{c d\lambda^2}$$

(3.6.10)

Combining Eqs. (3.6.9) and (3.6.10), we also have:

$$k'' = \frac{\lambda^3}{2\pi c^2} \frac{d^2 n}{d\lambda^2}$$

(3.6.11)

In digital data transmission using optical fibers, the issue of pulse broadening as measured by (3.6.8) becomes important because it limits the maximum usable bit rate, or equivalently, the maximum propagation distance. The interpulse time interval of, say, $T_b$ seconds by which bit pulses are separated corresponds to a data rate of $f_b = 1/T_b$ bits/second and must be longer than the broadening time, $T_b > \Delta t_g$, otherwise the broadened pulses will begin to overlap preventing their clear identification as separate.
This limits the propagation distance \( z \) to a maximum value:

\[
D z \Delta \lambda \leq T_b = \frac{1}{f_b} \Rightarrow \quad z \leq \frac{1}{f_b} \frac{D \Delta \lambda}{D(\lambda)} = \frac{1}{f_b} \frac{k'' \Delta \omega}{D(\lambda)}
\] (3.6.12)

Because \( D = \Delta t_g / z \Delta \lambda \), the parameter \( D \) is typically measured in units of picoseconds per km per nanometer—the km referring to the distance \( z \) and the nm to the wavelength spread \( \Delta \lambda \). Similarly, the parameter \( k'' = \Delta t_g / z \Delta \omega \) is measured in units of \( \text{ps}^2 / \text{km} \). As an example, we used the Sellmeier model for fused silica given in Eq. (1.11.16) to plot in Fig. 3.6.2 the refractive index \( n(\lambda) \) and the dispersion coefficient \( D(\lambda) \) versus wavelength in the range \( 1 \mu \text{m} \leq \lambda \leq 1.6 \mu \text{m} \).

![Fig. 3.6.2 Refractive index and dispersion coefficient of fused silica.](image)

We observe that \( D \) vanishes, and hence also \( k'' \) = 0, at about \( \lambda = 1.27 \mu \text{m} \) corresponding to dispersionless propagation. This wavelength is referred to as a “zero dispersion wavelength.” However, the preferred wavelength of operation is \( \lambda = 1.55 \mu \text{m} \) at which fiber losses are minimized. At \( \lambda = 1.55 \mu \text{m} \), we calculate the following dispersion and group velocity parameters:

\[
\begin{align*}
n &= 1.444, \quad \frac{dn}{d\lambda} = -11.98 \times 10^{-3} \mu \text{m}^{-1}, \quad \frac{d^2 n}{d\lambda^2} = -4.24 \times 10^{-3} \mu \text{m}^{-2} \\
\end{align*}
\] (3.6.13)

resulting in the group index \( n_g = 1.463 \) and group velocity \( v_g = c / n_g = 0.684c \). Using (3.6.10) and (3.6.11), the calculated values of \( D \) and \( k'' \) are:

\[
D = 21.9 \frac{\text{ps}}{\text{km} \cdot \text{nm}}, \quad k'' = -27.9 \frac{\text{ps}^2}{\text{km}}
\] (3.6.14)

The ITU-G.652 standard single-mode fiber [244] has the following nominal values of the dispersion parameters at \( \lambda = 1.55 \mu \text{m} \):

\[
D = 17 \frac{\text{ps}}{\text{km} \cdot \text{nm}}, \quad k'' = -21.67 \frac{\text{ps}^2}{\text{km}}
\] (3.6.15)

with the dispersion coefficient \( D(\lambda) \) given approximately by the fitted linearized form in the neighborhood of 1.55 \( \mu \text{m} \):

\[
D(\lambda) = 17 + 0.056(\lambda - 1550) \frac{\text{ps}}{\text{km} \cdot \text{nm}}, \quad \text{with } \lambda \text{ in units of nm}
\]

Moreover, the standard fiber has a zero-dispersion wavelength of about 1.31 \( \mu \text{m} \) and an attenuation constant of about 0.2 \( \text{dB} / \text{km} \).

We can use the values in (3.6.15) to get a rough estimate of the maximum propagation distance in a standard fiber. We assume that the data rate is \( f_b = 40 \text{ Gbit/s} \), so that the interpulse spacing is \( T_b = 25 \text{ ps} \). For a 10 picosecond pulse, i.e., \( \tau_0 = 10 \text{ ps} \) and \( \Delta \omega = 1 / \tau_0 = 0.1 \text{ rad/ps} \), we estimate the wavelength spread to be \( \Delta \lambda = (\lambda^2 / 2 \pi c) \Delta \omega = 0.1275 \text{ nm} \) at \( \lambda = 1.55 \mu \text{m} \). Using Eq. (3.6.12), we find the limit \( z \leq 53.1 \text{ km} \)—a distance that falls short of the 40-km and 80-km recommended lengths.

Longer propagation lengths can be achieved by using dispersion compensation techniques, such as using chirped inputs or adding negative-dispersion fiber lengths. We discuss chirping and dispersion compensation in the next two sections.

The result (3.6.4) remains valid [217], with some caveats, when the wavenumber is complex valued, \( k(\omega) = \beta(\omega) - j \alpha(\omega) \). The parameters \( k_0 = \beta_0 - j \alpha_0 \) and \( k'' = 2 \alpha_0 \) can be substituted in Eqs. (3.6.3) and (3.6.4):

\[
\begin{align*}
\hat{F}(z, \omega) &= \left[ \frac{\tau_0}{\tau_0 + \alpha_0 z + \beta_0 z} \right] \cdot \exp \left\{ -\frac{(t - (\beta_0 - j \alpha_0) z)^2}{2(\tau_0 + \alpha_0 z + \beta_0 z)} \right\} \\
F(z, t) &= \left[ \frac{\tau_0}{\tau_0 + \alpha_0 z + \beta_0 z} \right] \cdot \exp \left\{ -\frac{(t - \beta_0 z - j \alpha_0 z)^2}{2(\tau_0 + \alpha_0 z + \beta_0 z)} \right\}
\end{align*}
\] (3.6.16)

The Fourier integral (3.5.18) requires that the real part of the effective complex width \( \tau_0 + j k_0 z = (\tau_0 + \alpha_0 z) + j \beta_0 z \) be positive, that is, \( \tau_0 + \alpha_0 z > 0 \). If \( \alpha_0 \) is negative, this condition limits the distances \( z \) over which the above approximations are valid. The exponential can be written in the form:

\[
F(z, t) = \left[ \frac{\tau_0}{\tau_0 + \alpha_0 z + \beta_0 z} \right] \cdot \exp \left\{ -\frac{(t - \beta_0 z - j \alpha_0 z)^2}{2(\tau_0 + \alpha_0 z + \beta_0 z)} \right\}
\] (3.6.17)

Separating this into its real and imaginary parts, one can show after some algebra that the magnitude of \( F(z, t) \) is given by:

\[
|F(z, t)| = \left[ \frac{\tau_0}{(\tau_0 + \alpha_0 z)^2 + (\beta_0 z)^2} \right]^{1/4} \exp \left\{ \frac{\alpha_0^2 z^2}{2(\tau_0 + \alpha_0 z)^2} \right\} \cdot \exp \left\{ -\frac{(t - \beta_0 z)^2}{2\tau_0^2} \right\}
\] (3.6.18)

where the peak of the pulse does not quite occur at the ordinary group delay \( t_g = \beta_0 z \), but rather at the effective group delay:

\[
t_g = \beta_0 z - \frac{\beta_0^2 z^2}{\tau_0 + \alpha_0 z}
\]

\[1\] note that if \( F = A e^{i \phi} \), then \( |F| = |A| e^\phi \).
3.7 Propagation and Chirping

The effective width of the peak generalizes Eq. (3.6.6)

\[ \tau^2 = \tau_0^2 + \alpha''_0 z + \frac{(\beta''_0 z)^2}{\tau_0^2 + \alpha''_0 z} \]

From the imaginary part of Eq. (3.6.17), we observe two additional effects. First, the non-zero coefficient of the \( j t \) term is equivalent to a \( z \)-dependent frequency shift of the carrier frequency \( \omega_0 \), and second, from the coefficient of \( j t^2 / 2 \), there will be a certain amount of chirping as discussed in the next section. The frequency shift and chirping coefficient (generalizing Eq. (3.7.6)) turn out to be:

\[ \Delta \omega_0 = -\frac{\alpha''_0 z (\tau_0^2 + \alpha''_0 z)}{(\tau_0^2 + \alpha''_0 z)^2 + (\beta''_0 z)^2}, \quad \omega_0 = \frac{\beta''_0 z}{(\tau_0^2 + \alpha''_0 z)^2 + (\beta''_0 z)^2} \]

In most applications and in the fast and slow light experiments that have been carried out thus far, care has been taken to minimize these effects by operating in frequency bands where \( \alpha'_0, \alpha''_0 \) are small and by limiting the propagation distance \( z \).

3.7 Propagation and Chirping

A chirped sinusoid has an instantaneous frequency that changes linearly with time, referred to as linear frequency modulation (FM). It is obtained by the substitution:

\[ e^{j \omega_0 t} \rightarrow e^{j (\omega_0 t + \omega_0 t^2 / 2)} \tag{3.7.1} \]

where the “chirping parameter” \( \omega_0 \) is a constant representing the rate of change of the instantaneous frequency. The phase \( \theta(t) \) and instantaneous frequency \( \dot{\theta}(t) = d\theta(t)/dt \) are for the above sinusoids:

\[ \theta(t) = \omega_0 t \rightarrow \theta(t) = \omega_0 t + \frac{1}{2} \omega_0 t^2 \]
\[ \dot{\theta}(t) = \omega_0 \rightarrow \dot{\theta}(t) = \omega_0 + \omega_0 t \tag{3.7.2} \]

The parameter \( \omega_0 \) can be positive or negative resulting in an increasing or decreasing instantaneous frequency. A chirped gaussian pulse is obtained by modulating a chirped sinusoid by a gaussian envelope:

\[ E(0,t) = e^{(j \omega_0 t + j \omega_0 t^2 / 2)} \exp \left[ -\frac{t^2}{2 \tau_0^2} \right] = e^{j \omega_0 t} \exp \left[ -\frac{t^2}{2 \tau_0^2} \right] - (1 - j \omega_0 \tau_0^2) \] \tag{3.7.3} \]

which can be written in the following form, in the time and frequency domains:

\[ E(0,t) = e^{j \omega_0 t} \exp \left[ -\frac{t^2}{2 \tau_{\text{chirp}}^2} \right] \quad \Rightarrow \quad \hat{E}(0, \omega) = \sqrt{2\pi \tau_{\text{chirp}}} e^{-\tau_{\text{chirp}} (\omega - \omega_0)^2 / 2} \tag{3.7.4} \]

where \( \tau_{\text{chirp}}^2 \) is an equivalent complex-valued width parameter defined by:

\[ \tau_{\text{chirp}}^2 = \frac{\tau_0^2}{1 - j \omega_0 \tau_0^2} = \frac{\tau_0^2 (1 + j \omega_0 \tau_0^2)}{1 + \omega_0^2 \tau_0^4} \tag{3.7.5} \]

Thus, a complex-valued width is associated with linear chirping. An unchirped gaussian pulse that propagates by a distance \( z \) into a medium becomes chirped because it acquires a complex-valued width, that is, \( \tau_0^2 + j k_0'' z \), as given by Eq. (3.6.4). Therefore, propagation is associated with chirping. Close inspection of Fig. 3.6 reveals that the front of the pulse appears to have a higher carrier frequency than its back (in this figure, we took \( k_0'' < 0 \), for normal dispersion). The effective chirping parameter \( \omega_0 \) can be identified by writing the propagated envelope in the form:

\[ F(z, t) = \frac{\tau_0^2}{\tau_{\text{chirp}}^2 + j k_0'' z} \exp \left[ -\frac{(t - k_0'' z)^2}{2 (\tau_{\text{chirp}}^2 + j k_0'' z)} \right] \]

\[ = \frac{\tau_0^2}{\tau_{\text{chirp}}^2 + j k_0'' z} \exp \left[ -\frac{(t - k_0'' z)^2}{2 (\tau_{\text{chirp}}^2 + j k_0'' z)} \right] \]

Comparing with (3.7.3), we identify the chirping parameter due to propagation:

\[ \omega_0 = \frac{k_0'' z}{\tau_{\text{chirp}}^2 + j k_0'' z} \tag{3.7.6} \]

If a chirped gaussian input is launched into a propagation medium, then the chirping due to propagation will combine with the input chirping. The two effects can sometimes cancel each other leading to pulse compression rather than spreading. Indeed, if the chirped pulse (3.7.4) is propagated by a distance \( z \), then according to (3.6.4), the propagated envelope will be:

\[ F(z,t) = \frac{\tau_0^2}{\tau_{\text{chirp}}^2 + j k_0'' z} \exp \left[ -\frac{(t - k_0'' z)^2}{2 (\tau_{\text{chirp}}^2 + j k_0'' z)} \right] \]

The effective complex-valued width parameter will be:

\[ \tau_{\text{chirp}}^2 + j k_0'' z = \frac{\tau_0^2 (1 + j \omega_0 \tau_0^2)}{1 + \omega_0^2 \tau_0^4} + j k_0'' z = \frac{\tau_0^2}{1 + \omega_0^2 \tau_0^4} + j \left( \frac{\omega_0 \tau_0^2}{1 + \omega_0^2 \tau_0^4} + k_0'' z \right) \tag{3.7.8} \]

If \( \omega_0 \) is selected such that

\[ \frac{\omega_0 \tau_0^2}{1 + \omega_0^2 \tau_0^4} = -k_0'' z_0 \]

for some positive distance \( z_0 \), then the effective width (3.7.8) can be written as:

\[ \tau_{\text{chirp}}^2 + j k_0'' z = \frac{\tau_0^2}{1 + \omega_0^2 \tau_0^4} + j k_0'' (z - z_0) \tag{3.7.9} \]

and as \( z \) increases over the interval \( 0 \leq z \leq z_0 \), the pulse width will be getting narrower, becoming the narrowest at \( z = z_0 \). Beyond, \( z > z_0 \), the pulse width will start increasing again. Thus, the initial chirping and the chirping due to propagation cancel each other at \( z = z_0 \). Some dispersion compensation methods are based on this effect.
3.8 Dispersion Compensation

The filtering effect of the propagation medium is represented in the frequency domain by
\[ F(z, \omega) = \hat{F}(z, \omega) \hat{F}(0, \omega), \]
where the transfer function \( G(z, \omega) \) is given by Eq. (3.5.20).

To counteract the effect of spreading, a compensation filter \( H_{\text{comp}}(\omega) \) may be inserted at the end of the propagation medium as shown in Fig. 3.8.1 that effectively equalizes the propagation response, up to a prescribed delay \( t_d \), that is,
\[ (3.8.1) \]
\[ H(z, \omega) H_{\text{comp}}(\omega) = e^{-j\omega t_d} \Rightarrow H_{\text{comp}}(\omega) = \frac{e^{-j\omega t_d}}{G(z, \omega)} \]

The filtering effect of the propagation medium is represented in the frequency domain by
\[ \hat{F}(z, \omega) \hat{F}(0, \omega) = e^{-j\omega t_d} \hat{F}(0, \omega) \]

For example, if the delay is chosen to be the group delay \( t_d = t_g = \tau_0 \), then, in the quadratic approximation for \( G(z, \omega) \), condition (3.8.1) reads:
\[ G(z, \omega) H_{\text{comp}}(\omega) = e^{-j\omega t_d} e^{-j\omega z^2/2} H_{\text{comp}}(\omega) = e^{-j\omega t_d} \]

which gives for the compensation filter:
\[ (3.8.2) \]
\[ H_{\text{comp}}(\omega) = \frac{e^{j\omega t_d}}{e^{j\omega z^2/2}} \]

with impulse response:
\[ (3.8.3) \]
\[ h_{\text{comp}}(t) = \frac{1}{\sqrt{-2\pi jk_0^2 z}} \exp \left[ \frac{t^2}{2j(k_0^2 z)} \right] \]

The output of the compensation filter will then agree with that of the linear approximation case, that is, it will be the input delayed as a whole by the group delay:
\[ F_{\text{comp}}(z, \omega) = H_{\text{comp}}(\omega) \hat{F}(z, \omega) = H_{\text{comp}}(\omega) G(z, \omega) \hat{F}(0, \omega) = e^{-j\omega z^2/2} \hat{F}(0, \omega) \]

or, in the time domain, \( F_{\text{comp}}(z, t) = F(0, t - \tau_0) \).

As shown in Fig. 3.8.1, it is possible [236] to insert the compensation filter at the input end. The pre-compensated input then suffers an equal and opposite dispersion as it propagates by a distance \( z \), resulting in the same compensated output. As an example, an input gaussian and its pre-compensated version will be:
\[ \hat{F}(0, \omega) = \sqrt{2\pi \tau_0^2} e^{-\tau_0^2 \omega^2/2}, \quad \hat{F}_{\text{comp}}(0, \omega) = H_{\text{comp}}(\omega) \hat{F}(0, \omega) = \sqrt{2\pi \tau_0^2} e^{-(\tau_0^2 - \tau_0^2 z) \omega^2/2} \]

and in the time domain:
\[ F(0, t) = \exp \left[ -\frac{t^2}{2\tau_0^2} \right], \quad F_{\text{comp}}(0, t) = \frac{\tau_0^2}{\tau_0^2 - jk_0^2 z} \exp \left[ -\frac{t^2}{2(\tau_0^2 - jk_0^2 z)} \right] \]

This corresponds to a chirped gaussian input with a chirping parameter opposite that of Eq. (3.7.6). If the pre-compensated signal is propagated by a distance \( z \), then its new complex-width will be, \( (\tau_0^2 - jk_0^2 z) + jk_0^2 z = \tau_0^2 \), and its new amplitude:
\[ \frac{\tau_0^2}{\tau_0^2 - jk_0^2 z} \]

thus, including the group delay, the propagated signal will be \( F_{\text{comp}}(z, t) = F(0, t - \tau_0^2 z) \).

There are many ways of implementing dispersion compensation filters in optical fiber applications, such as using appropriately chirped inputs, or using fiber delay-line filters at either end, or appending a length of fiber that has equal end opposite dispersion. The latter method is one of the most widely used and is depicted below:

![Fig. 3.8.1 Dispersion compensation filters.](image)

To see how it works, let the appended fiber have length \( z_1 \) and group delay and dispersion parameters \( k_1', k_1'' \). Then, its transfer function will be:
\[ G_1(z_1, \omega) = e^{-jk_1' z_1 \omega} e^{-jk_1'' z_1 \omega^2/2} \]

The combined transfer function of propagating through the main fiber of length \( z \) followed by \( z_1 \) will be:
\[ G(z, \omega) G_1(z_1, \omega) = e^{-jk_1' z_1 \omega} e^{-jk_1'' z_1 \omega^2/2} e^{-jk_1' \tau_1 \omega} e^{-jk_1'' \tau_1 \omega^2/2} \]

\[ = e^{-jk_1' z_1 \omega} e^{-jk_1'' z_1 \omega^2/2} \]

If \( k_1'' \) has the opposite sign from \( k_0'' \) and \( z_1 \) is chosen such that \( k_0'' z_1 + k_1'' \tau_1 = 0 \), or, \( k_1' z_1 = -k_0'' z_1 \), then the dispersion will be canceled. Thus, up to a delay, \( G_1(z_1, \omega) \) acts just like the required compensation filter \( H_{\text{comp}}(\omega) \). In practice, the appended fiber is manufactured to have \( |k_1'| \gg |k_0''| \), so that its length will be short, \( z_1 = -k_0'' z_1/k_1' \ll z \).

3.9 Slow, Fast, and Negative Group Velocities

The group velocity approximations of Sec. 3.5 are valid when the signal band is narrowly centered about a carrier frequency \( \omega_0 \) around which the wavenumber \( k(\omega) \) is a slowly-varying function of frequency to justify the Taylor series expansion (3.5.9).

The approximations are of questionable validity in spectral regions where the wavenumber, or equivalently, the refractive index \( n(\omega) \), are varying rapidly with frequency, such as in the immediate vicinity of absorption or gain resonances in the propagation medium. However, even in such cases, the basic group velocity approximation,
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The expression for the pulse envelope is given by Eq. (3.9.1):

\[
F(z,t) = F(0,t - z/v_g)
\]

where \(F(0,t)\) is the pulse envelope at the source. This expression can be justified provided the signal bandwidth \(\Delta \omega\) is sufficiently narrow and the propagation distance \(z\) is sufficiently short to minimize spreading and chirping; for example, in the gaussian case, this would require the condition \(|k'_{\omega} z| \ll \Delta \omega, \text{or, } |k''_{\omega} z (\Delta \omega)^2| \ll 1\), as well as the condition \(|\text{Im}(k_0) z| \ll 1\) to minimize amplitude distortions due to absorption or gain.

Because near resonances the group velocity \(v_g\) can be subluminal, superluminal, or negative, this raises the issue of how to interpret the result \(F(z,t) = F(0,t - z/v_g)\). For example, if \(v_g\) is negative within a medium of thickness \(z\), then the group delay \(\tau_g = z/v_g\) will be negative, corresponding to a time advance, and the envelope’s peak will appear to exit the medium before it even enters it. Indeed, experiments have demonstrated such apparently bizarre behavior [266,267,285]. As we mentioned in Sec. 3.2, this is not at odds with relativistic causality because the peaks are not necessarily causally related—only sharp signal fronts may not travel faster than \(c\).

The gaussian pulses used in the above experiments do not have a sharp front. Their forward portion is already within the propagation medium, two additional peaks develop caused by the forward tail of the input: the one that has already exited the medium, and another one within the medium traveling backwards with the negative group velocity \(v_g\). Such backward-moving peaks have been observed experimentally [313]. We clarify these remarks later on by means of the numerical example shown in Fig. 3.9.4 and elaborated further in Problem 3.10.

Next, we look at some examples that are good candidates for demonstrating the above ideas. We recall from Sec. 1.18 the following relationships between wavenumber \(k\), refractive index \(n = n_r - jn_i\), group index \(n_g\), and dispersion coefficient \(k''\), where all the quantities are functions of the frequency \(\omega\):

\[
\begin{align*}
    k &= \beta - j\alpha = \frac{\omega n_r}{c} \quad \text{and} \quad n_r = n_r(jn_i) \\
    k' &= \frac{dk}{d\omega} = \frac{1}{c} \frac{d(n_r)}{d\omega} = \frac{n_g}{c} \quad \Rightarrow \quad v_g = \frac{1}{c \Re(k')} = \frac{c}{\Re(n_g)} \\
    k'' &= \frac{d^2k}{d\omega^2} = \frac{1}{c} \frac{dn_g}{d\omega} = \frac{n_g}{c}
\end{align*}
\]

We consider first a single-resonance absorption or gain Lorentz medium with permittivity given by Eq. (1.11.13), that is, having susceptibility \(\chi\) and refractive index \(n\):

\[
X = \frac{\omega_p^2}{\omega^2 - \omega + j\omega \gamma} \quad \Rightarrow \quad n = \sqrt{1 + X} = \sqrt{1 + \frac{\omega_p^2}{\omega^2 - \omega^2 + j\omega \gamma}}
\]

where \(\omega_r, \gamma\) are the resonance frequency and linewidth, and \(\omega_p, f\) are the plasma frequency and oscillator strength. For an absorption medium, we will set \(f = 1\), for a gain medium, \(f = -1\), and for vacuum, \(f = 0\). To simplify the algebra, we may use the approximation (1.18.3), that is,

\[
n = \sqrt{1 + \chi} \approx 1 + \frac{1}{2} \chi = 1 + \frac{f \omega_p^2}{2 (\omega^2 - \omega^2 + j\omega \gamma)}
\]

This approximation is fairly accurate in the numerical examples that we consider. The corresponding complex-valued group index follows from (3.9.3):

\[
n_g = \frac{d(n_r)}{d\omega} = 1 + \frac{f \omega_p^2 (\omega^2 + \omega_r^2)}{2 (\omega^2 - \omega^2 + j\omega \gamma)^2}
\]

with real and imaginary parts:

\[
\begin{align*}
    \text{Re}(n_g) &= 1 + \frac{f \omega_p^2 (\omega^2 + \omega_r^2)}{[(\omega^2 - \omega_r^2)^2 + \omega^2 \gamma^2]^2} \\
    \text{Im}(n_g) &= f \omega_p^2 \omega \omega_r \left[ \frac{\omega^2 - \omega_r^2}{(\omega^2 - \omega_r^2)^2 + \omega^2 \gamma^2} \right] \frac{\omega^2 - \omega^2 + j\omega \gamma}{(\omega^2 - \omega_r^2)^2 + \omega^2 \gamma^2}
\end{align*}
\]

Similarly, the dispersion coefficient \(dn_g/d\omega\) is given by:

\[
n'_g = \frac{dn_g}{d\omega} = \frac{f \omega_p^2 (\omega^2 + \omega_r^2)}{(\omega^2 - \omega^2 + j\omega \gamma)^3}
\]

At resonance, \(\omega = \omega_r\), we find the values:

\[
n = 1 - \frac{f \omega_p^2}{2 \omega_r^2}, \quad n_g = 1 - \frac{f \omega_p^2}{\omega_r^2}
\]

For an absorption medium (\(f = 1\), if \(\omega_p < \gamma\), the group index will be \(0 < n_g < 1\), resulting into a superluminal group velocity \(v_g = c/n_g > c\), but if \(\omega_p > \gamma\), which is the more typical case, then the group index will become negative, resulting into a negative \(v_g = c/n_g < 0\). This is illustrated in the top row of graphs of Fig. 3.9.1. On the other hand, for a gain medium (\(f = -1\)), the group index is always \(n_g > 1\) at resonance, resulting into a subluminal group velocity \(v_g = c/n_g < c\). This is illustrated in the middle and bottom rows of graphs of Fig. 3.9.1.

Fig. 3.9.1 plots \(n(\omega) = n_r(\omega) - jn_i(\omega)\) and \(Re[n_g(\omega)]\) versus \(\omega\), evaluated using Eqs. (3.9.3) and (3.9.4), with the frequency axis normalized in units of \(\omega/\omega_r\). The following values of the parameters were used (with arbitrary frequency units):

(top row) \(f = +1, \quad \omega_p = 1, \quad \omega_r = 5, \quad \gamma = 0.4\)

(middle row) \(f = -1, \quad \omega_p = 1, \quad \omega_r = 5, \quad \gamma = 0.4\)

(bottom row) \(f = -1, \quad \omega_p = 1, \quad \omega_r = 5, \quad \gamma = 0.2\)

The calculated values of \(n, n_g\) at resonance were:

(top) \(\omega = \omega_r, \quad n = 1 - 0.25j, \quad n_g = -5.25\)

(middle) \(\omega = \omega_r, \quad n = 1 + 0.25j, \quad n_g = 7.25\)

(bottom) \(\omega = \omega_r, \quad n = 1 + 0.5j, \quad n_g = 26\)
Operating at resonance is not a good idea because of the fairly substantial amounts of attenuation or gain arising from the imaginary part \( n_i \) of the refractive index, which would cause amplitude distortions in the signal as it propagates.

A better operating frequency band is at off resonance where the attenuation or gain are lower [272]. The top row of Fig. 3.9.1 shows such a band centered at a frequency \( \omega_0 \) on the right wing of the resonance, with a narrow enough bandwidth to justify the Taylor series expansion (3.5.9). The group velocity behavior is essentially the reverse of that at resonance, that is, \( v_g \) becomes subluminal for the absorption medium, and superluminal or negative for the gain medium. The carrier frequency \( \omega_0 \) and the calculated values of \( n, n_g \) at \( \omega = \omega_0 \) were as follows:

- (top, slow) \( \omega_0 / \omega_r = 1.12 \), \( n = 0.93 - 0.02j \), \( n_g = 1.48 + 0.39j \)
- (middle, fast) \( \omega_0 / \omega_r = 1.12 \), \( n = 1.07 + 0.02j \), \( n_g = 0.52 - 0.39j \)
- (bottom, negative) \( \omega_0 / \omega_r = 1.07 \), \( n = 1.13 + 0.04j \), \( n_g = -0.58 - 1.02j \)

We note the sign and magnitude of \( \text{Re}(n_g) \) and the substantially smaller values of the imaginary part \( n_i \). For the middle graph, the group index remains in the interval \( 0 < \text{Re}(n_g) < 1 \), and hence \( v_g > c \), for all values of the frequency in the right wing of the resonance.

In order to get negative values for \( \text{Re}(n_g) \) and for \( v_g \), the linewidth \( \gamma \) must be reduced. As can be seen in the bottom row of graphs, \( \text{Re}(n_g) \) becomes negative over a small range of frequencies to the right and left of the resonance. The edge frequencies can be calculated from the zero-crossings of \( \text{Re}(n_g) \) and are shown on the graph. For the given parameter values, they were found to be (in units of \( \omega / \omega_r \)):

\[
[0.9058, 0.9784], \quad [1.0221, 1.0928]
\]

The chosen value of \( \omega_0 / \omega_r = 1.07 \) falls inside the right interval.

Another way of demonstrating slow, fast, or negative group velocities with low attenuation or gain, which has been used in practice, is to operate at a frequency band that lies between two nearby absorption or gain lines.
normal dispersion. Exactly at midpoint, the attenuation is minimal and the real part \( n_r \) has a steep slope that causes a large group index, \( \text{Re}(n_g) \gg 1 \), and hence a small positive group velocity \( 0 < v_g < c \). In experiments, very sharp slopes have been achieved through the use of the so-called "electromagnetically induced transparency," resulting into extremely slow group velocities of the order of tens of m/sec [327].

The middle row of graphs depicts two nearby gain lines [273] with a small gain at midpoint and a real part \( n_r \) that has a negative slope resulting into a group index \( 0 < \text{Re}(n_g) < 1 \), and a superluminal group velocity \( v_g > c \).

Choosing more closely separated peaks in the third row of graphs, has the effect of increasing the negative slope of \( n_r \), thus causing the group index to become negative \( \text{Re}(n_g) < 0 \), resulting in negative group velocity, demonstrating this behavior have received a lot of attention [285].

The following expressions were used in Fig. 3.9.2 for the refractive and group indices, with \( f = 1 \) for the absorption case, and \( f = -1 \) for the gain case:

\[
\begin{align*}
n &= 1 + \frac{f\omega_0^2/2}{\omega_1^2 - \omega^2 + j\omega y} + \frac{f\omega_0^2/2}{\omega_2^2 - \omega^2 + j\omega y} \\
n_g &= 1 + \frac{f\omega_0^2(\omega^2 + \omega_1^2)/2}{(\omega_1^2 - \omega^2 + j\omega y)^2} + \frac{f\omega_0^2(\omega^2 + \omega_2^2)/2}{(\omega_2^2 - \omega^2 + j\omega y)^2}
\end{align*}
\]

(3.9.8)

The two peaks were symmetrically placed about the midpoint frequency \( \omega_0 \), that is, at \( \omega_1 = \omega_0 - \Delta \) and \( \omega_2 = \omega_0 + \Delta \), and a common linewidth \( y \) was chosen. The particular numerical values used in this graph were:

- (top, slow) \( f = +1 \), \( \omega_p = 1 \), \( \omega_0 = 5 \), \( \Delta = 0.25 \), \( y = 0.1 \)
- (middle, fast) \( f = -1 \), \( \omega_p = 1 \), \( \omega_0 = 5 \), \( \Delta = 0.75 \), \( y = 0.3 \)
- (bottom, negative) \( f = -1 \), \( \omega_p = 1 \), \( \omega_0 = 5 \), \( \Delta = 0.50 \), \( y = 0.2 \)

resulting in the following values for \( n \) and \( n_g \):

- (top, slow) \( n = 0.991 - 0.077j \), \( n_g = 8.104 + 0.063j \)
- (middle, fast) \( n = 1.009 + 0.026j \), \( n_g = 0.208 - 0.021j \)
- (bottom, negative) \( n = 1.009 + 0.039j \), \( n_g = -0.778 - 0.032j \)

Next, we look at an example of a gaussian pulse propagating through a medium with negative group velocity. We consider a single-resonance gain medium and operating frequency band similar to that shown in the bottom row of graphs in Fig. 3.9.1. This example is variation of that discussed in [272]. Fig. 3.9.3 shows the geometry.

The gaussian pulse begins in vacuum on the left, then it enters an absorbing medium of thickness \( a \) in which it propagates with a slow group velocity suffering a modest amount of attenuation. It then enters a vacuum region of width \( 2a \), followed by a gain medium of thickness \( a \) in which it propagates with negative group velocity suffering a moderate amount gain, and finally it exits into vacuum.

The attenuation and gain are adjusted to compensate each other, so that the final output vacuum pulse is identical to the input.

The wavenumbers \( k_v \), \( k_a \), \( k_g \), in vacuum, the absorption and gain media are calculated from Eqs. (3.9.1)-(3.9.6) with \( f = 0, +1, -1 \), respectively. The analytical and numerical details for this example are outlined in Problem 3.10. Fig. 3.9.4 shows a series of snapshots. The short vertical arrow on the horizontal axis represents the position of the peak of an equivalent pulse propagating in vacuum.

At \( t = -50 \) (in units such that \( c = 1 \), the forward tail of the gaussian pulse has already entered the absorbing medium. Between \( 0 \leq t \leq 120 \), the peak of the pulse...
has entered the absorbing medium and is being attenuated as it propagates while it lags behind the equivalent vacuum pulse because $v_g < c$.

At $t = 120$, while the peak is still in the absorbing medium, the forward tail has passed through the middle vacuum region and has already entered into the gain medium where it begins to get amplified. At $t = 180$, the peak has moved into the middle vacuum region, but the forward tail has been sufficiently amplified by the gain medium and is beginning to form a peak whose tail has already exited into the rightmost vacuum region.

At $t = 220$, the peak is still within the middle vacuum region, but the output peak has already exited into the right, while another peak has formed at the right side of the gain medium and begins to move backwards with the negative group velocity, $v_g < 0$. Meanwhile, the output peak has caught up with the equivalent vacuum peak.

Between $230 \leq t \leq 260$, the peak within the gain medium continues to move backwards while the output vacuum peak moves to the right. As we mentioned earlier, such output peaks that have exited before the input peaks have entered the gain medium, including the backward moving peaks, have been observed experimentally [313].

A MATLAB movie of this example may be seen by running the file grvmovie1.m in the movies subdirectory of the ewa toolbox. See also the movie grvmovie2.m in which the carrier frequency has been increased and corresponds to a superluminal group velocity ($v_g > c$) for the gain medium. In this case, which is also described in Problem 3.10, all the peaks are moving forward.

### 3.10 Chirp Radar and Pulse Compression

#### Pulse Radar Requirements

The chirping and dispersion compensation concepts discussed in the previous sections are applicable also to chirp radar systems. Here, we give a brief introduction to the main ideas [358] and the need for pulse compression.

In radar, the propagation medium is assumed to be non-dispersive (e.g., air), hence, it introduces only a propagation delay. Chirping is used to increase the bandwidth of the transmitted radar pulses, while keeping their time-duration long. The received pulses are processed by a dispersion compensation filter that cancels the frequency dispersion introduced by chirping and results in a time-compressed pulse. The basic system is shown in Fig. 3.10.1. The technique effectively combines the benefits of a long-duration pulse (improved detectability and Doppler resolution) with those of a broadband pulse (improved range resolution).

A typical pulsed radar sends out sinusoidal pulses of some finite duration of, say, $T$ seconds. A pulse reflected from a stationary target at a distance $R$ returns back at the radar attenuated and with an overall round-trip delay of $t_d = 2R/c$ seconds. The range $R$ is determined from the delay $t_d$. An uncertainty in measuring $t_d$ from two nearby targets translates into an uncertainty in the range, $\Delta R = c(\Delta t_d)/2$. Because the pulse has duration $T$, the uncertainty in $t_d$ will be $\Delta t_d = T$, and the uncertainty in the range, $\Delta R = cT/2$. Thus, to improve the range resolution, a short pulse duration $T$ must be used.

On the other hand, the detectability of the received pulse requires a certain minimum value of the signal-to-noise ratio (SNR), which in turn, requires a large value of $T$. The SNR at the receiver is given by

$$\text{SNR} = \frac{E_{\text{rec}}}{N_0} = \frac{P_{\text{rec}} T}{N_0}$$

where $P_{\text{rec}}$ and $E_{\text{rec}} = P_{\text{rec}} T$ denote the power and energy of the received pulse, and $N_0$ is the noise power spectral density given in terms of the effective noise temperature $T_e$ of the receiver by $N_0 = kT_e$ (as discussed in greater detail in Sec. 16.8). It follows from the radar equation (16.11.4) of Sec. 16.11, that the received power $P_{\text{rec}}$ is proportional to the transmitter power $P_t$, and inversely proportional to the fourth power of the distance $R$. Thus, to keep the SNR at detectable levels for large distances, a large transmitter power and corresponding pulse energy $E_{\text{pr}} = P_g T$ must be used. This can be achieved by increasing $T$, while keeping $P_t$ at manageable levels.

The Doppler velocity resolution, similarly, improves with increasing $T$. The Doppler frequency shift for a target moving at a radial velocity $v$ is $f_d = 2f_0 v/c$, where $f_0$ is the carrier frequency. We will see below that the uncertainty in $f_d$ is given roughly by $\Delta f_d = 1/T$. Thus, the uncertainty in speed will be $\Delta v = c(\Delta f_d)/2f_0 = c(2f_0 T)$.

The simultaneous conflicting requirements of a short duration $T$ to improve the resolution in range, and a large duration $T$ to improve the detectability of distant targets and Doppler resolution, can be realized by sending out a pulse that has both a long duration $T$ and a very large bandwidth of, say, $B$ Hertz, such that $BT \gg 1$. Upon reception, the received pulse can be compressed with the help of a compression filter to the much shorter duration of $T_{\text{compr}} = 1/B$ seconds, which satisfies $T_{\text{compr}} = 1/B \ll T$.

The improvement in range resolution will be then $\Delta R = cT_{\text{compr}}/2 = c/2B$.

In summary, the following formulas capture the tradeoffs among the three requirements of detectability, range resolution, and Doppler resolution:

$$\text{SNR} = \frac{E_{\text{rec}}}{N_0} = \frac{P_{\text{rec}} T}{N_0}, \quad \Delta R = \frac{c}{2B}, \quad \Delta v = \frac{c}{2f_0 T}$$

(3.10.1)

For example, to achieve a 30-meter range resolution and a 50 m/s (180 km/hr) velocity resolution at a 3-GHz carrier frequency, would require $B = 5$ MHz and $T = 1$ msec, resulting in the large time-bandwidth product of $BT = 5000$.

Such large time-bandwidth products cannot be achieved with plain sinusoidal pulses. For example, an ordinary, unchirped, sinusoidal rectangular pulse of duration of $T$ sec-
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This follows from the Fourier transform pair:

\[ E(t) = \text{rect} \left( \frac{t}{T} \right) e^{j\omega_0 t} \quad \Leftrightarrow \quad \hat{E}(\omega) = T \frac{\sin((\omega - \omega_0)T/2)}{(\omega - \omega_0)T/2} \]  

(3.10.2)

where \( \text{rect}(x) \) is the rectangular pulse defined with the help of the unit step \( u(x) \):

\[ \text{rect}(x) = u(x + 0.5) - u(x - 0.5) = \begin{cases} 1, & \text{if } |x| < 0.5 \\ 0, & \text{if } |x| > 0.5 \end{cases} \]

It follows from (3.10.2) that the 3-dB width of the spectrum is \( \Delta \omega = 0.886(2\pi)/T \), or in Hz, \( \Delta f = 0.886/T \), and similarly, the quantity \( \Delta f = 1/T \) represents the 4-dB width. Thus, the effective bandwidth of the rectangular pulse is \( 1/T \).

**Linear FM Signals**

It is possible, nevertheless, to have a waveform whose envelope has an arbitrary duration \( T \) while its spectrum has an arbitrary width \( B \), at least in an approximate sense. The key idea in accomplishing this is to have the instantaneous frequency of the signal vary—during the duration \( T \) of the envelope—over a set of values that span the desired bandwidth \( B \). Such time variation of the instantaneous frequency translates in the frequency domain to a spectrum of effective width \( B \).

The simplest realization of this idea is through linear FM, or chirping, that corresponds to a linearly varying instantaneous frequency. More complicated schemes exist that use nonlinear time variations, or, using phase-coding in which the instantaneous phase of the signal changes by specified amounts during the duration \( T \) in such a way as to broaden the spectrum. A chirped pulse is given by:

\[ E(t) = F(t) e^{j\omega_0 t + j\omega_d t^2/2} \]  

(3.10.3)

where \( F(t) \) is an arbitrary envelope with an effective duration \( T \), defined for example over the time interval \( -T/2 \leq t \leq T/2 \). The envelope \( F(t) \) can be specified either in the time domain or in the frequency domain by means of its spectrum \( \hat{F}(\omega) \):

\[ \hat{F}(\omega) = \int_{-\infty}^{\infty} F(t) e^{-j\omega t} dt \equiv F(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{F}(\omega) e^{j\omega t} d\omega \]  

(3.10.4)

Typically, \( F(t) \) is real-valued and therefore, the instantaneous frequency of (3.10.3) is \( \omega(t) = \dot{\theta}(t) = \omega_0 + \omega_d t \). During the time interval \( -T/2 \leq t \leq T/2 \), it varies over the band \( \omega_0 - \omega_0 T/2 \leq \omega(t) \leq \omega_0 + \omega_0 T/2 \), (we are assuming here that \( \omega_0 > 0 \)). Hence, it has an effective total bandwidth:

\[ \Omega = \omega_0 T, \quad \text{or, in units of Hz,} \quad B = \frac{\Omega}{2\pi} = \frac{\omega_0 T}{2\pi} \]  

(3.10.5)

Thus, given \( T \) and \( B \), the chirping parameter can be chosen to be \( \omega_0 = 2\pi B/T \). We will look at some examples of \( F(t) \) shortly and confirm that the spectrum of the chirped signal \( E(t) \) is effectively confined in the band \( |\omega - f_0| \leq B/2 \). But first, we determine the compression filter.

**Pulse Compression Filter**

The received signal reflected from a target is an attenuated and delayed copy of the transmitted signal \( E(t) \), that is,

\[ E_{\text{rec}}(t) = aE(t - t_d) = aF(t - t_d) e^{j\omega_0 (t - t_d) + j\omega_d (t - t_d)^2/2} \]  

(3.10.6)

where \( a \) is an attenuation factor determined from the radar equation to be the ratio of the received to the transmitted powers: \( a^2 = P_{\text{rec}}/P_{\text{tr}} \).

If the target is moving with a radial velocity \( v \) towards the radar, there will be a Doppler shift by \( \omega_d = 2\pi v/\lambda \). Although this shift affects all the frequency components, that is, \( \omega \rightarrow \omega + \omega_d \), it is common to make the so-called narrowband approximation in which only the carrier frequency is shifted \( \omega_0 \rightarrow \omega_0 + \omega_d \). This is justified for radar signals because, even though the bandwidth \( \Omega \) is wide, it is still only a small fraction (typically one percent) of the carrier frequency, that is, \( \Omega \ll \omega_0 \). Thus, the received signal from a moving target is taken to be:

\[ E_{\text{rec}}(t) = aE(t - t_d) e^{j\omega_0 (t - t_d) + j\omega_d (t - t_d)^2/2} \]  

(3.10.7)

To simplify the notation, we will ignore the attenuation factor and the delay, which can be restored at will later, and take the received signal to be:

\[ E_{\text{rec}}(t) = E(t) e^{j\omega_0 t + j\omega_d t^2/2} \]  

(3.10.8)

This signal is then processed by a pulse compression filter that will compress the waveform to a shorter duration. To determine the specifications of the compression filter, we consider the unrealistic case of a signal that has infinite duration and infinite bandwidth defined by \( \dot{\theta}(t) = 1 \), for \(-\infty < t < \infty \). For now, we will ignore the Doppler shift so that \( E_{\text{rec}}(t) \rightarrow E(t) \). Using Eq. (3.5.18), the chirped signal and its spectrum are:

\[ E(t) = e^{j\omega_0 t + j\omega_d t^2/2} \quad \Leftrightarrow \quad \hat{E}(\omega) = \frac{2\pi j}{\omega_0} e^{-j(\omega - \omega_0)^2/2\omega_0} \]  

(3.10.9)

Clearly, the magnitude spectrum is constant and has infinite extent spanning the entire frequency axis. The compression filter must equalize the quadratic phase spectrum of the signal, that is, it must have the opposite phase:

\[ H_{\text{compr}}(\omega) = e^{j(\omega - \omega_0)^2/2\omega_0} \]  

(pulse compression filter)  

(3.10.10)

The corresponding impulse response is the inverse Fourier transform of Eq. (3.10.10):

\[ h_{\text{compr}}(t) = \frac{\sqrt{2\pi j}}{\omega_0} e^{j\omega_0 t - j\omega_d t^2/2} \]  

(pulse compression filter)  

(3.10.11)

The resulting output spectrum for the input (3.10.9) will be:

\[ \hat{E}_{\text{compr}}(\omega) = H_{\text{compr}}(\omega) \hat{E}(\omega) = \frac{2\pi j}{\omega_0} e^{-j(\omega - \omega_0)^2/2\omega_0} , \frac{2\pi j}{\omega_0} e^{j(\omega - \omega_0)^2/2\omega_0} = \frac{2\pi j}{\omega_0} \]
that is, a constant for all $\omega$. Hence, the input signal gets compressed into a Dirac delta:

$$E_{\text{compr}}(t) = \sqrt{\frac{2\pi}{j\omega_0}} \delta(t) \quad (3.10.12)$$

When the envelope $F(t)$ is a finite-duration signal, the resulting spectrum of the chirped signal $E(t)$ still retains the essential quadratic phase of Eq. (3.10.9), and therefore, the compression filter will still be given by Eq. (3.10.10) for all choices of $F(t)$. Using the stationary-phase approximation, Problem 3.17 shows that the quadratic phase is a general property. The group delay of this filter is given by Eq. (3.2.1):

$$t_g = -\frac{d}{d\omega} \left[ \frac{(\omega - \omega_0)^2}{2\omega_0} \right] = \frac{2\pi f_0 - \omega_0}{2\pi B/T} = -T \frac{f - f_0}{B}$$

As the frequency $(f - f_0)$ increases from $-B/2$ to $B/2$, the group delay decreases from $T/2$ to $-T/2$, that is, the lower frequency components, which occur earlier in the chirped pulse, suffer a longer delay through the filter. Similarly, the high frequency components, which occur later in the pulse, suffer a shorter delay, the overall effect being the time compression of the pulse.

It is useful to demodulate the sinusoidal carrier $e^{j\omega_0 t}$ and write $h_{\text{compr}}(t) = e^{j\omega_0 t} g(t)$ and $H_{\text{compr}}(\omega) = G(\omega - \omega_0)$, where the demodulated “baseband” filter, which is known as a quadrature-phase filter, is defined by:

$$g(t) = \sqrt{\frac{j\omega_0}{2\pi}} e^{-j\omega_0 t^2/2}, \quad G(\omega) = e^{j\omega^2/2\omega_0} \quad (3.10.13)$$

For an arbitrary envelope $F(t)$, one can derive the following fundamental result that relates the output of the compression filter (3.10.11) to the Fourier transform, $\tilde{F}(\omega)$, of the envelope, when the input is $E(t) = F(t) e^{j\omega_0 t + j\omega_0 t^2/2}$:

$$E_{\text{compr}}(t) = \sqrt{\frac{j\omega_0}{2\pi}} e^{j\omega_0 t - j\omega_0 t^2/2} \tilde{F}(-\omega_0 t) \quad (3.10.14)$$

This result belongs to a family of so-called “chirp transforms” or “Fresnel transforms” that find application in optics, the diffraction effects of lenses [1431], and in other areas of signal processing, such as for example, the “chirp z-transform” [48]. To show Eq. (3.10.14), we use the convolutional definition for the filter output:

$$E_{\text{compr}}(t) = \int_{-\infty}^{\infty} h_{\text{compr}}(t - t') E(t') \, dt'$$

$$= \sqrt{\frac{j\omega_0}{2\pi}} \int_{-\infty}^{\infty} e^{j\omega_0 (t - t') - j\omega_0 (t - t')^2/2} F(t') e^{j\omega_0 t + j\omega_0 t^2/2} \, dt'$$

$$= \sqrt{\frac{j\omega_0}{2\pi}} e^{j\omega_0 t - j\omega_0 t^2/2} \int_{-\infty}^{\infty} F(t') e^{j\omega_0 t'} \, dt'$$

where the last integral factor is recognized as $\tilde{F}(-\omega_0 t)$. As an example, Eq. (3.10.12) can be derived immediately by noting that $F(t) = 1$ has the Fourier transform $\tilde{F}(\omega) = 2\pi \delta(\omega)$, and therefore, using Eq. (3.10.14), we have:

$$E_{\text{compr}}(t) = \sqrt{\frac{j\omega_0}{2\pi}} e^{j\omega_0 t - j\omega_0 t^2/2} 2\pi \delta(-\omega_0 t) = \sqrt{\frac{2\pi}{j\omega_0}} \delta(t)$$

where we used the property $\delta(-\omega_0 t) = \delta(\omega_0 t) = \delta(t)/\omega_0$ and set $t = 0$ in the exponentials.

The property (3.10.14) is shown pictorially in Fig. 3.10.2. This arrangement can also be thought of as a real-time spectrum analyzer of the input envelope $F(t)$.

![Fig. 3.10.2 Pulse compression filter.](image)

In order to remove the chirping factor $e^{-j\omega_0 t^2/2}$, one can prefilter $F(t)$ with the baseband filter $G(\omega)$ and then apply the above result to its output. This leads to a modified compressed output given by:

$$E_{\text{compr}}(t) = \sqrt{\frac{j\omega_0}{2\pi}} e^{j\omega_0 t} \tilde{F}(-\omega_0 t) \quad (3.10.15)$$

Fig. 3.10.2 also depicts this property. To show it, we note the identity:

$$e^{j\omega_0 t - j\omega_0 t^2/2} \tilde{F}(-\omega_0 t) = e^{j\omega_0 t} \left[ e^{-j\omega_0 t^2/2} \tilde{F}(\omega) \right]_{\omega = -\omega_0}$$

Thus, if in this expression $\tilde{F}(\omega)$ is replaced by its prefiltered version $\tilde{F}(\omega) \tilde{D}(\omega)$, then the quadratic phase factor will be canceled leaving only $\tilde{F}(\omega)$.

For a moving target, the envelope $F(t)$ is replaced by $F(t) e^{j\omega_d t}$, and $\tilde{F}(\omega)$ is replaced by $\tilde{F}(\omega - \omega_d)$, and similarly, $\tilde{F}(-\omega_0 t)$ is replaced by $\tilde{F}(-\omega_0 t - \omega_d)$. Thus, Eq. (3.10.14) is modified as follows:

$$E_{\text{compr}}(t) = \sqrt{\frac{j\omega_0}{2\pi}} e^{j\omega_0 t - j\omega_0 t^2/2} \tilde{F}(-(\omega_d + \omega_0) t) \quad (3.10.16)$$

**Chirped Rectangular Pulse**

Next, we discuss the practical case of a rectangular envelope of duration $T$:

$$F(t) = \text{rect} \left( \frac{t}{T} \right) \Rightarrow E(t) = \text{rect} \left( \frac{t}{T} \right) e^{j\omega_0 t + j\omega_0 t^2/2} \quad (3.10.17)$$
From Eq. (3.10.2), the Fourier transform of \( F(t) \) is,

\[
\hat{F}(\omega) = \frac{T \sin(\omega T/2)}{\omega T/2}
\]

Therefore, the output of the compression filter will be:

\[
E_{\text{compr}}(t) = \frac{\int_{-\omega_0}^{\omega_0} e^{i\omega_0 t - j\omega_0 t^2/2} \hat{F}(-\omega_0 t)}{\sqrt{2\pi}} \frac{\int_{-\omega_0}^{\omega_0} e^{i\omega_0 t - j\omega_0 t^2/2} T \sin(-\omega_0 t T/2)}{-\omega_0 t T/2}
\]

Noting that \( \omega_0 T = \Omega = 2\pi B \) and that \( \sqrt{\omega_0 T^2/2\pi} = \sqrt{B}T \), we obtain:

\[
E_{\text{compr}}(t) = \sqrt{\frac{B T}{2\pi}} e^{i\omega_0 t - j\omega_0 t^2/2} \frac{\sin(\pi B t)}{\pi B t} \tag{3.10.18}
\]

The sinc-function envelope \( \sin(\pi B t)/\pi B t \) has an effective compressed width of \( T_{\text{compr}} = 1/B \) measured at the 4-dB level. Moreover, the height of the peak is boosted by a factor of \( \sqrt{B}T \).

Fig. 3.10.3 shows a numerical example with the parameter values \( T = 30 \) and \( B = 4 \) (in arbitrary units), and \( \omega_0 = 0 \). The left graph plots the real part of \( E(t) \) of Eq. (3.10.17). The right graph is the real part of Eq. (3.10.18), where because of the factor \( \sqrt{B}T \), the peak reaches the maximum value of \( \sqrt{B}T/\sqrt{2} \).

We may also determine the Fourier transform of \( E(t) \) of Eq. (3.10.17) and verify that it is primarily confined in the band \( |f - f_0| \leq B/2 \). We have:

\[
\hat{E}(\omega) = \int_{-\infty}^{\infty} E(t) e^{-j\omega t} dt = \int_{-T/2}^{T/2} e^{i\omega_0 t - j\omega_0 t^2/2} e^{-j\omega t} dt
\]

After changing variables from \( t \) to \( u = \sqrt{\omega_0/\pi} [t - (\omega - \omega_0)/\omega_0] \), this integral can be reduced to the complex Fresnel integral \( \mathcal{F}(x) = C(x) - jS(x) = \int_0^x e^{-i\pi u^2/2} du \) discussed in greater detail in Appendix F. The resulting spectrum then takes the form:

\[
\hat{E}(\omega) = \sqrt{\frac{\pi}{\omega_0}} e^{-j(\omega - \omega_0)^2/2\omega_0} \left[ \mathcal{F}(w_+)-\mathcal{F}(w_-) \right]^* \tag{3.10.19}
\]

which can be written in the normalized form:

\[
\hat{E}(\omega) = \sqrt{\frac{2\pi T}{\omega_0}} e^{-j(\omega_0 - \omega)^2/2\omega_0} D^*(\omega), \quad D(\omega) = \frac{\mathcal{F}(w_+)-\mathcal{F}(w_-)}{1-j} \tag{3.10.20}
\]

Eq. (3.10.19) has the expected quadratic phase term and differs from (3.10.9) by the factor \( D^*(\omega) \). This factor has a magnitude that is effectively confined within the ideal band \( |f - f_0| \leq B/2 \) and a phase that remains almost zero within the same band, with both of these properties improving with increasing time-bandwidth product \( BT \). Thus, the choice for the compression filter that was made on the basis of the quadratic phase term is justified.

Fig. 3.10.4 displays the spectrum \( \hat{E}(\omega) \) for the values \( T = 30 \) and \( B = 4 \), and \( \omega_0 = 0 \). The left and right graphs plot the magnitude and phase of the quantity \( D^*(\omega) \). For comparison, the spectrum of an ordinary, unchirped, pulse of the same duration \( T = 30 \), given by Eq. (3.10.2), is also shown on the magnitude graph. The Fresnel functions were evaluated with the help of the MATLAB function \texttt{fresnels} of Appendix F. The ripples that appear in the magnitude and phase are due to the Fresnel functions.

![Fig. 3.10.3 FM pulse and its compressed version, with T = 30, B = 4, f_0 = 0.](image)

![Fig. 3.10.4 Frequency spectrum of FM pulse, with T = 30, B = 4, f_0 = 0.](image)

**Doppler Ambiguity**

For a moving target causing a Doppler shift \( \omega_d \), the output will be given by Eq. (3.10.16), which for the rectangular pulse gives:

\[
E_{\text{compr}}(t) = \sqrt{\frac{T}{2\pi}} e^{i\omega_0 t - j\omega_0 t^2/2} \left[ \mathcal{F}(w_0 + \omega_d t/2) T - \mathcal{F}(w_0 - \omega_d t/2) T \right] / (\omega_d + \omega_0 T/2)
\]

\(^1\)The denominator \((1-J)\) in \( D(\omega) \) is due to the asymptotic value of \( \mathcal{F}(\omega) = (1-J)/2 \).
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Noting that \((\omega_d + \hat{\omega}(t))T = 2\pi(f_d T + Bt)\), and replacing \(t\) by \(t - t_d\) to restore the actual delay of arrival of the received pulse, we obtain:

\[ E_{\text{compr}}(t, f_d) = \sqrt{Bt} e^{j\hat{\omega}(t-t_d)-j\hat{\omega}(t-t_d)^2/2} \sin[\pi f_d T + B(t - t_d)] \frac{T}{\pi f_d T + B(t - t_d)} \]  \hspace{1cm} (3.10.21)

It is seen that the peak of the pulse no longer takes place at \(t = t_d\), but rather at the shifted time \(f_d T + B(t - t_d) = 0\), or, \(t = t_d - f_d T/B\), resulting in a potential ambiguity in the range. Eq. (3.10.21) is an example of an ambiguity function commonly used in radar to quantify the simultaneous uncertainty in range and Doppler. Setting \(t = t_d\), we find:

\[ E_{\text{compr}}(t_d, f_d) = \sqrt{Bt} \frac{\sin(\pi f_d T)}{\pi f_d T} \]  \hspace{1cm} (3.10.22)

which shows that the Doppler resolution is \(\Delta f_d = 1/T\), as we discussed at the beginning.

Sidelobe Reduction

Although the filter output (3.10.18) is highly compressed, it has significant sidelobes that are approximately 13 dB down from the main lobe. Such sidelobes, referred to as "range sidelobes," can mask the presence of small nearby targets.

The sidelobes can be suppressed using windowing, which can be applied either in the time domain or the frequency domain. To reduce sidelobes in one domain (frequency or time), one must apply windowing to the conjugate domain (time or frequency).

Because the compressed output envelope is the Fourier transform \(\hat{F}(\omega)\) evaluated at \(\omega = -\hat{\omega}(t)\), the sidelobes can be suppressed by applying a time window \(w(t)\) of length \(T\) to the envelope, that is, replacing \(F(t)\) by \(F_w(t) = w(t)F(t)\). Alternatively, to reduce the sidelobes in the time signal \(\hat{F}(\hat{\omega}_0 T)\), one can apply windowing to its Fourier transform, which can be determined as follows:

\[ \hat{F}(\omega) = \int_{-\infty}^{\infty} \hat{F}(\hat{\omega}_0 T) e^{-j\omega t} dt = \int_{-\infty}^{\infty} \hat{F}(\omega') e^{j\omega' t / \omega_0} d\omega' / \omega_0 = \frac{2\pi}{\omega_0} F(\omega / \omega_0) \]

that is, the time-domain envelope \(F(t)\) evaluated at \(\omega = \omega_0\). Thus, a time window \(w(t)\) can just as well be applied in the frequency domain in the form:

\[ \hat{F}(\omega) = F(\omega / \omega_0) \Rightarrow \hat{F}_w(\omega) = w(\omega / \omega_0)F(\omega / \omega_0) \]

Since \(w(t)\) is concentrated over \(-T/2 \leq t \leq T/2\), the frequency window \(w(\omega / \omega_0)\) will be concentrated over:

\[ -\frac{T}{2} \leq \frac{\omega}{\omega_0} \leq \frac{T}{2} \Rightarrow -\frac{\Omega}{2} \leq \omega \leq \frac{\Omega}{2} \]

where \(\Omega = \omega_0 T = 2\pi B\). For example, a Hamming window, which affords a suppression of the sidelobes by 40 dB, can be applied in the time or frequency domain:

\[ w(t) = 1 + 2\alpha \cos\left(\frac{2\pi t}{T}\right), \quad \frac{T}{2} \leq t \leq \frac{T}{2} \]

\[ w(\omega / \omega_0) = 1 + 2\alpha \cos\left(\frac{2\pi \omega}{\Omega}\right), \quad \frac{\Omega}{2} \leq \omega \leq \frac{\Omega}{2} \]  \hspace{1cm} (3.10.23)

where \(2\alpha = 0.46/0.54\), or, \(\alpha = 0.4259\).

The time-domain window can be implemented in a straightforward fashion using delays. Writing \(w(t)\) in exponential form, we have:

\[ w(t) = 1 + \alpha\left[e^{2\pi j\Omega t/T} + e^{-2\pi j\Omega t/T}\right] \]

The spectrum of \(F_w(t) = w(t)F(t)\) will be:

\[ \hat{F}_w(\omega) = \hat{F}(\omega) + \alpha\left[\hat{F}(\omega - 2\pi/T) + \hat{F}(\omega + 2\pi/T)\right] \]

Thus, the envelope of the compressed signal will be:

\[ \hat{F}_w(-\omega_0 t) = \hat{F}(-\omega_0 t) + \alpha\left[\hat{F}(-\omega_0 t - 2\pi/T) + \hat{F}(-\omega_0 t + 2\pi/T)\right] \]

\[ = \hat{F}(-\omega_0 t) + \alpha\left[\hat{F}(-\omega_0 t + T_{\text{compr}}) + \hat{F}(-\omega_0 t - T_{\text{compr}})\right] \]

where \(T_{\text{compr}} = 2\pi T / \omega_0 = 1/B\). It follows that the compressed output will be:

\[ E_{\text{compr}}(t) = \sqrt{Bt} e^{j\hat{\omega}(t-t_d)^2/2} \left[\text{sinc}(Bt) + \alpha \text{sinc}(Bt + 1) + \alpha \text{sinc}(Bt - 1)\right] \]  \hspace{1cm} (3.10.24)

where \(\text{sinc}(x) = \sin(\pi x) / \pi x\), and we wrote \(B(t \pm T_{\text{compr}}) \approx (Bt \pm 1)\). Fig. 3.10.5 shows the Hamming windowed chirped pulse and the corresponding compressed output computed from Eq. (3.10.24).

**Fig. 3.10.5** Hamming windowed FM pulse and its compressed version, with \(T = 30, B = 4\).

The price to pay for reducing the sidelobes is a somewhat wider mainlobe width. Measured at the 4-dB level, the width of the compressed pulse is \(T_{\text{compr}} = 1.46/B\), as compared with \(1/B\) in the unwindowed case.

**Matched Filter**

A more appropriate choice for the compression filter is the matched filter, which maximizes the receiver’s SNR. Without getting into the theoretical justification, a filter matched to a transmitted waveform \(\hat{F}(t)\) has the conjugate-reflect impulse response \(h(t) = 1\) dB, 1 dB. Fig. 3.10.5 shows the Hamming windowed chirped pulse and the corresponding compressed output computed from Eq. (3.10.24).

\[ E_{\text{compr}}(t) = \sqrt{Bt} e^{j\hat{\omega}(t-t_d)^2/2} \left[\text{sinc}(Bt) + \alpha \text{sinc}(Bt + 1) + \alpha \text{sinc}(Bt - 1)\right] \]  \hspace{1cm} (3.10.24)

This definition of \(w(t)\) differs from the ordinary Hamming window by a factor of 0.54.
3.11 Further Reading

The topics discussed in this chapter are vast and diverse. The few references given below are inevitably incomplete.

References [168–191] discuss the relationship between group velocity and energy velocity for lossless or lossy media, as well as the issue of electromagnetic field momentum and radiation pressure.

Some references on pulse propagation, spreading, chirping, and dispersion compensation in optical fibers, plasmas, and other media are [192–244], while precursors are discussed in Sommerfeld [1287], Brillouin [192], and [245–257].

Some theoretical and experimental references on fast and negative group velocity are [258–313]. Circuit realizations of negative group delays are discussed in [314–318]. References [319–350] discuss slow light and electromagnetically induced transparency and related experiments.

Some references on chirp radar and pulse compression are [351–390]. These include phase-coding methods, as well as alternative phase modulation methods for Doppler-resistant applications.

3.12 Problems

3.1 Using the definitions (3.2.5), show that the group and phase velocities are related by:

\[ v_g = v_p + \beta \frac{d v_p}{dB} \]

3.2 It was mentioned earlier that when \( v_g > c \), the peak of a pulse shifts forward in time as it propagates. With reference to Fig. 3.2.2, let \( t_{\text{prop}} = t_{\text{peak}} + z/v_g \). Then, show that the peak value \( E(t, t_{\text{prop}}) \) does not depend on the initial peak \( E(0, t_{\text{peak}}) \) but rather depends causally on the values \( E(0, t) \), for \( t_0 \leq t < t_{\text{peak}} - A_t \), where \( A_t = z/c - z/v_g \), which is positive if \( v_g > c \). What happens if \( 0 < v_g < c \) and if \( v_g < 0 \)?

3.3 Consider case 6 of the exactly solvable examples of Sec. 3.3 describing a lossy transmission line with distributed parameters \( L, C, R \). The voltage and current along the line satisfy the so-called telegrapher’s equations:

\[ \frac{\partial V}{\partial z} + L' \frac{\partial I}{\partial t} + R'I = 0, \quad \frac{\partial I}{\partial z} + C' \frac{\partial V}{\partial t} + G'V = 0 \]

The voltage impulse response \( V(z, t) \) of the line is given by Eq. (3.3.1), where \( t_f = z/c, a + b = R'/L', a - b = G'/C' \), and \( c = 1/\sqrt{L'C} \).

\[ V(z, t) = \delta(t - t_f) e^{-a t_f} + e^{-a t} \left( I_1(b \sqrt{t^2 - t_f^2}) - b t_f u(t - t_f) \right) \]

Show that the corresponding current \( I(z, t) \) is given by

\[ \sqrt{\frac{C'}{L}} I(z, t) = \delta(t - t_f) e^{-a t_f} + e^{-a t} \left( I_1(b \sqrt{t^2 - t_f^2}) - b t_f \left( b I_0(b \sqrt{t^2 - t_f^2}) - 1 \right) \right) u(t - t_f) \]

by verifying that \( V \) and \( I \) satisfy Eqs. (3.12.1). Hint: Use the relationships: \( I_0(x) = I_1(x) \) and \( I_1(x) = I_0(x) - I_1(x)/x \) between the Bessel functions \( I_0(x) \) and \( I_1(x) \). Next, show that the Fourier transforms of \( V(z, t) \) and \( I(z, t) \) are:

\[ \hat{V}(z, \omega) = e^{-y z}, \quad \hat{I}(z, \omega) = e^{-y z} / Z \]

where \( y, Z \) are the propagation constant and characteristic impedance (see Sec. 11.6):
### 3.12 Problems

Determine an expression for its magnitude \(|F(z,t)|\). Then show that the maximum of \(|F(z,t)|\) with respect to \(t\) at a given fixed \(z\) is moving with the group velocity \(v_g = 1/\beta_0\).

Alternatively, at fixed \(t\) show that the maximum with respect to \(z\) of the snapshot \(|F(z,t)|\) is moving with velocity [198]:

\[
v = \frac{\beta_0'}{\beta_0'' - \alpha_0''}
\]

3.6 Consider the propagating wave \(E(z,t) = F(z,t)e^{i\omega_0 t - jk_0 z}\). Assuming the quadratic approximation (3.5.9), show that the envelope \(F(z,t)\) satisfies the partial differential equation:

\[
\left(\frac{\partial}{\partial z} + k_0' \frac{\partial}{\partial t} - jk_0^2 \frac{\partial^2}{\partial t^2}\right) F(z,t) = 0
\]

Show that the envelope impulse response \(g(z,t)\) of Eq. (3.5.16) also satisfies this equation. And that so does the gaussian pulse of Eq. (3.6.4).

3.7 Let \(F(z,t)\) be the narrowband envelope of a propagating pulse as in Eq. (3.5.5). Let \(z(t)\) be a point on the snapshot \(F(z,t)\) that corresponds to a particular constant value of the envelope, that is, \(F(z(t),t)\) is constant. Show that the point \(z(t)\) is moving with velocity:

\[
\dot{z}(t) = -\frac{\partial_t F}{\partial z F}
\]

Under the linear approximation of Eq. (3.5.13), show that the above expression leads to the group velocity \(\frac{\dot{z}}{v(z)} = 1/k_0\).

Alternatively, use the condition \(|F(z,t)|^2\) = constant, and show that in this case

\[
\dot{z}(t) = -\frac{\text{Re}(\partial_t F/F)}{\text{Re}(\partial_z F/F)}
\]

Under the linear approximation and assuming that the initial envelope \(F(0,t)\) is real-valued, show that \(z = 1/\text{Re}(k_0)\).

3.8 Given the narrowband envelope \(F(z,t)\) of a propagating pulse as in Eq. (3.5.5), show that it satisfies the identity:

\[
e^{-j(k-k_0)z} \hat{F}(0, \omega - \omega_0) = \int_{-\infty}^{\infty} F(z,t) e^{-j(\omega - \omega_0)t} dt
\]

Define the "centroid" time \(t(z)\) by the equation

\[
t(z) = \frac{\int_{-\infty}^{\infty} t F(z,t) dt}{\int_{-\infty}^{\infty} F(z,t) dt}
\]

Using the above identity, show that \(t(z)\) satisfies the equation:

\[
t(z) = t(0) + k_0' z
\]

Therefore, \(t(z)\) may be thought of as a sort of group delay. Note that no approximations are needed to obtain Eq. (3.12.2).

3.9 Consider the narrowband envelope \(F(z,t)\) of a propagating pulse \(E(z,t) = F(z,t)e^{i\omega_0 t - jk_0 z}\) and assume that the medium is lossless so that \(k(\omega)\) is real-valued. Show the identity

\[
\int_{-\infty}^{\infty} |E(z,t)|^2 e^{-j\omega t} dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i(\omega' - \omega)z} \hat{E}(0, \omega') e^{-j(k - k_0)\omega} \hat{E}(0, \omega') d\omega'
\]

Define the average time delay and average inverse group velocity through:

\[
\tilde{t}(z) = \frac{\int_{-\infty}^{\infty} t |F(z,t)|^2 dt}{\int_{-\infty}^{\infty} |F(z,t)|^2 dt}
\]

\[
\bar{k}_g = \frac{\int_{-\infty}^{\infty} k(\omega') |\hat{F}(0, \omega')|^2 d\omega}{\int_{-\infty}^{\infty} |\hat{F}(0, \omega')|^2 d\omega}
\]

where \(\hat{F}(0, \omega)\) is defined in Eq. (3.5.2). Using the above identity, show the relationship:

\[
\tilde{t}(z) = t(0) + \bar{k}_g z
\]

### 3. Pulse Propagation in Dispersive Media

#### 3.10 Computer Experiment—Propagation with Negative Group Velocity

Consider the pulse propagation experiment described in Figs. 3.9.3 and 3.9.4, which is a variation of the experiment in Ref. [272]. The wavenumbers in vacuum, in the absorption and gain media will be denoted by \(kv, k_a, k_p\). They can be calculated from Eqs. (3.9.1)-(3.9.6) with \(f = 0, +1, -1\), respectively.

Let \(E(t)\) and \(\hat{E}(\omega)\) be the initially launched waveform and its Fourier transform on the vacuum side of the interface with the absorbing medium at \(z = 0\). Because the refractive indices \(n(\omega)\) are very nearly unity, we will ignore all the reflected waves and assume that the wave enters the successive media with unity transmission coefficient.

a. Show that the waveform will be given as follows in the successive media shown in Fig. 3.9.3:

\[
E(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{E}(\omega) e^{i\omega z} d\omega
\]

b. Consider, next, a gaussian pulse with width \(\tau_0\), modulating a carrier \(\omega_0\), defined at \(z = 0\) as follows:

\[
E(t) = e^{-t^2/(2\tau_0^2)} e^{i\omega_0 t} \quad \Rightarrow \quad \hat{E}(\omega) = \sqrt{2\pi \tau_0^2} e^{-(\omega - \omega_0)^2/2}
\]

Assuming a sufficiently narrow bandwidth (small \(1/\tau_0\) or large \(\tau_0\)) the wavenumbers \(q(\omega)\) and \(k(\omega)\) in Eq. (3.12.4) can be expanded up to second order about the carrier frequency \(\omega_0\) giving:

\[
q(\omega) = q_0 + q_0'(\omega - \omega_0) + q_0''(\omega - \omega_0)^2/2
\]

\[
k(\omega) = k_0 + k_0'(\omega - \omega_0) + k_0''(\omega - \omega_0)^2/2
\]

where the quantities \(q_0 = q(\omega_0), q_0' = q'(\omega_0), \text{etc.,}\) can be calculated from Eqs. (3.9.1)-(3.9.6). Inserting these expansions into Eq. (3.12.4), show that the pulse waveform is given by:

\[
E(z,t) = e^{i\omega_0 t - j(k_0 z - d)} \sqrt{\frac{\tau_0^2}{\tau_0^2 + j q_0' d + j k_0'' (z - d)^2}} \cdot \exp\left[ -\frac{1}{2} \left(\frac{t - q_0' d - k_0' (z - d)^2}{\tau_0^2 + j q_0' d + j k_0'' (z - d)^2}\right)\right]
\]
c. Assume the following values of the various parameters:

\[ c = 1, \quad \omega_p = 1, \quad y = 0.01, \quad \omega_r = 5, \quad \tau_0 = 40, \quad a = 50, \quad \omega_0 = 5.35 \]

The carrier frequency \( \omega_0 \) is chosen to lie in the right wing of the resonance and lies in the negative-group-velocity range for the gain medium (this range is approximately \([5.005, 5.005]\) in the above frequency units.)

Calculate the values of the parameters \( q_0, q'_0, q''_0, k_0, k'_0, k''_0 \) within the various ranges of \( z \) as defined by Eq. (3.12.3), and present these values in a table form.

Thus, \( E(z,t) \) can be evaluated for each value of \( t \) and for all the \( z \)'s in the four ranges. Eq. (3.12.7) can easily be vectorized for each scalar \( t \) and a vector of \( z \)'s.

Make a MATLAB movie of the pulse envelope \([E(z,t)]\), that is, for each successive \( t \), plot the envelope versus \( z \). Take \( z \) to vary over \(-2a \leq z \leq 6a \) and \( t \) over \(-100 \leq t \leq 300 \). Such a movie can be made with the following code fragment:

```matlab
for i=1:length(t),
    % here insert code that calculates the vector E = E(z, t(i))
    plot(z/a, abs(E));
    xlim([-2,6]); xtick([0,1,3,4]); grid
end
movie(f);
```

Discuss your observations, and explain what happens within the absorption and gain media. An example of such a movie may be seen by running the file grmoviel.m in the movies subdirectory of the ewa toolbox.

d. Reproduce the graphs of Fig. 3.9 by evaluating the snapshots at the time instants:

\[ t = [-50, 0, 40, 120, 180, 220, 230, 240, 250, 260] \]

e. For both the absorbing and the gain media, plot the real and imaginary parts of the refractive index \( n = n_r - jn_p \) and the real part of the group index \( n_g \) versus frequency in the interval \( 4 \leq \omega \leq 6 \). Indicate on the graph the operating frequency points. For the gain case, indicate the ranges over which \( \text{Re}(n_g) \) is negative.

f. Repeat Parts c-d for the carrier frequency \( \omega_0 = 5.8 \) which lies in the superluminal range \( 0 < \text{Re}(n_g) < 1 \).

3.11 Consider Eqs. (3.9.1)–(3.9.6) for the single-resonance Lorentz model that was used in the previous experiment. Following [272], define the detuning parameters:

\[ \xi = \frac{\omega - \omega_r}{\omega_p}, \quad \xi_0 = \frac{\omega_0 - \omega_r}{\omega_p} \]  

and make the following assumptions regarding the range of these quantities:

\[ y \ll \omega_p \ll \omega_r \quad \text{and} \quad \frac{\omega_0}{\omega_p} \ll |\xi| \ll \frac{\omega_r}{\omega_p} \]  

Thus, \( y/\omega_p \ll 1, \omega_p/\omega_r \ll 1, \) and \( \xi, \xi_0 \) can be taken to be order of 1. In the above experiment, they were \( \xi_0 = 0.35 \) and \( \xi_0 = 0.8 \).

Show that the wavenumber \( k(\omega) \), and its first and second derivatives \( k'(\omega), k''(\omega) \), can be expressed approximately to first order in the quantities \( y/\omega_p \) and \( \omega_0/\omega_r \), as follows [272]:

\[ k(\omega) = \frac{\omega}{c} \left[ 1 - \frac{f}{4\xi} \right] e^{-j\omega_0 t/8\xi} \left( \frac{\omega}{\omega_p} \right) \]  
\[ k'(\omega) = \frac{1}{c} \left[ 1 + \frac{f}{4\xi^2} + j\frac{f}{4\xi} \left( \frac{\omega}{\omega_p} \right) \right] \]  
\[ k''(\omega) = -\frac{1}{c\omega_p} \left[ \frac{f}{2\xi} + j\frac{3f}{4\xi^2} \left( \frac{\omega}{\omega_p} \right) \right] \]

The group velocity \( v_g \) is obtained from the real part of \( k'(\omega) \):

\[ \frac{1}{v_g} = \text{Re}[k'(\omega)] = \frac{1}{c} \left[ 1 + \frac{f}{4\xi^2} \right] \Rightarrow v_g = \frac{c}{1 + \frac{f}{4\xi^2}} \]

Thus, \( v_g = c \) in vacuum \( (f = 0) \) and \( v_g < c \) in the absorbing medium \( (f = 1) \). For the gain medium \( (f = -1) \), we have \( v_g < 0 \) if \( |\xi| < 1/2 \), and \( v_g > c \) if \( |\xi| > 1/2 \).

Verify that this approximation is adequate for the numerical values given in the previous problem.

3.12 Consider a chirped pulse whose spectrum has an ideal rectangular shape and an ideal quadratic phase, where \( \Omega = 2\pi B \) and \( \omega_0 = 2\pi B/T \):

\[ E(\omega) = \sqrt{\frac{\pi f}{\omega_0}} \text{rect} \left( \frac{\omega - \omega_0}{\omega_0} \right) e^{-j(\omega-\omega_0)^2/2\omega_0} \]

This is the ideal spectrum that all waveforms in chirp radar strive to have. Show that the corresponding time signal \( E(t) \) is given in terms of the Fresnel function \( F(x) \) by

\[ E(t) = F(t) e^{j\omega_0 t + j\omega_0 t^2/2} \]
\[ F(t) = \frac{\cal{T}(\tau_s) - jF(\tau_s)}{1-j} \]
\[ \tau_s = \sqrt{BT} \left( \frac{1}{2} - \frac{t}{T} \right) \]

Show that the output of the compression filter (3.10.10) is given by

\[ E_{\text{crease}}(t) = \sqrt{\frac{B}{BT}} \frac{\sin(\pi B t)}{\pi B t} e^{j\omega_0 t} \]

3.13 Computer Experiment—Pulse Compression. Take \( T = 30, B = 4, f_0 = 0 \). Plot the real parts of the signals \( E(t) \) and \( E_{\text{crease}}(t) \) of the previous problem versus \( t \) over the interval \(-T \leq t \leq T \). Some example graphs are shown in Fig. 3.12.1.

3.14 Consider the following chirped pulse, where \( \omega_0 = 2\pi B/T \):

\[ E(t) = \frac{\sin(\pi B t)}{\pi B t} e^{j\omega_0 t + j\omega_0 t^2/2} \]
3.12. Problems

Show that the output of the compression filter (3.10.10) is given by

\[ E_{\text{comp}}(t) = \sqrt{BT} e^{j\omega_0 t - j\Delta \omega t^2/2} \text{rect}(Bt) \]

Moreover, show that the spectrum of \( E(t) \) is given in terms of the Fresnel function \( F(x) \) as follows:

\[ \hat{E}(\omega) = \frac{F(w_s) - F(w_e)}{1 - j} \]

where \( w_s = \sqrt{\frac{2}{B T}} \left( \frac{1}{2} - (f - f_0)T \right) \)

3.15 Computer Experiment—Pulse Compression. Take \( T = 30, B = 4, f_0 = 0 \).

a. Plot the real parts of the signals \( E(t) \) and \( E_{\text{comp}}(t) \) of the previous problem over the interval \( -T \leq t \leq T \). Some example graphs are shown in Fig. 3.12.2.

b. Plot the magnitude spectrum \( |\hat{E}(\omega)| \) in dB versus frequency over the interval \( -B/2 \leq f \leq B/2 \) (normalize the spectrum to its maximum at \( f = f_0 \)). Verify that the spectrum lies essentially within the desired bandwidth \( B \) and determine its 4-dB width.

c. Write \( \hat{E}(\omega) \) in the form:

\[ \hat{E}(\omega) = e^{-j(\omega-\omega_0)^2/2\omega_0} D(\omega), \quad D(\omega) = \frac{F(w_s) - F(w_e)}{1 - j} e^{j(\omega-\omega_0)^2/2\omega_0} \]

Plot the residual phase spectrum \( \text{Arg}[D(\omega)] \) over the above frequency interval. Verify that it remains essentially flat, confirming that the phase of \( \hat{E}(\omega) \) has the expected quadratic dependence on \( \omega \). Show that the small residual constant phase is numerically equal to the phase of the complex number \((1 + j)/(\sqrt{2BT})\).

Fig. 3.12.1 Example graphs for Problem 3.13.

3.16 Consider the chirped gaussian pulse of effective duration \( T \), where \( \omega_0 = \Omega/T \):

\[ E(t) = e^{-t^2/2T^2} e^{j\omega_0 t + j\Delta \omega t^2/2} \]

\[ -\infty < t < \infty \]

Show that the output of the compression filter (3.10.10) is given by

\[ E_{\text{comp}}(t) = \sqrt{\Delta \omega T} e^{j\omega_0 t - j\Delta \omega t^2/2} e^{-t^2/2T} \]

which has an effective duration of \( 1/\Omega \). Show that the spectrum of \( E(t) \) is given by:

\[ \hat{E}(\omega) = \sqrt{\frac{2\pi \omega_0}{\Omega T}} e^{-j(\omega-\omega_0)^2/2\omega_0} e^{j(\omega-\omega_0)^2/2\omega_0} \]

\[ \sqrt{\frac{\Delta \omega T}{j\omega_0}} \exp \left[ -\frac{(\omega - \omega_0)^2}{2\omega_0 (\Omega T + j)} \right] \]

3.17 Stationary-Phase Approximation. Consider a radar waveform \( E(t) = F(t)e^{i\theta(t)} \), with envelope \( F(t) \) and phase \( \theta(t) \).

a. Using the stationary-phase approximation of Eq. (H.4) of Appendix F, show that the spectrum of \( E(t) \) can be expressed approximately as:

\[ \hat{E}(\omega) = \int_{-\infty}^{\infty} F(t) e^{i\theta(t)} e^{-i\omega t} dt = \sqrt{\frac{2\pi \omega_0}{\Omega T}} E(t_0)e^{-i\omega t_0} e^{-\frac{1}{2}\omega^2\frac{\Delta \omega}{\omega_0}T} \]

where \( t_0 \) is the solution of the equation \( \dot{\theta}(t) = \omega \), obtained by applying the stationary-phase approximation to the phase function \( \phi(t) = \theta(t) - \omega t \).

b. For the case of a linearly chirped signal \( E(t) = F(t)e^{j\omega_0 t + j\Delta \omega t^2/2} \), show that the above approximation reads:

\[ \hat{E}(\omega) = \sqrt{\frac{2\pi \omega_0}{\Omega T}} F \left( \frac{\omega - \omega_0}{\omega_0} \right) e^{-j(\omega-\omega_0)^2/2\omega_0} \]

Thus, it has the usual quadratic phase dispersion. Show that if \( F(t) \) has finite duration over the time interval \( |t| \leq T/2 \), then, the above approximate spectrum is sharply confined within the band \( |\omega - \omega_0| \leq \Omega/2 \), with bandwidth \( \Omega = \omega_0 T \).

c. Consider the inverse Fourier transform of the above expression:

\[ \int_{-\infty}^{\infty} \frac{1}{2\pi} \sqrt{\frac{2\pi \omega_0}{\Omega T}} F \left( \frac{\omega - \omega_0}{\omega_0} \right) e^{-j(\omega-\omega_0)^2/2\omega_0} e^{j\omega t} d\omega \]

Define the phase function \( \phi(\omega) = \omega t - (\omega - \omega_0)^2/2\omega_0 \). By applying the stationary-phase approximation to the above integral with respect to the phase function \( \phi(\omega) \), show that the above inverse Fourier transform is precisely equal to the original chirped signal, that is, \( E(t) = F(t)e^{j\omega_0 t + j\Delta \omega t^2/2} \).
d. Apply the compression filter (3.10.10) to the approximate spectrum of Part b, and show that the corresponding compressed signal is in the time domain:

\[ E_{\text{comp}}(t) = \sqrt{\frac{j\omega_0}{2\pi}} e^{j\omega_0 t} \hat{F}(-\omega_0 t) \]

where \( \hat{F}(\omega) \) is the Fourier transform of \( F(t) \). This is similar, but not quite identical, to the exact expression (3.10.14).

e. Show that Part c is a general result. Consider the stationary-phase approximation spectrum of Part a. Its inverse Fourier transform is:

\[ \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j\omega_0 t} e^{j\omega t} e^{j\omega_0 t} e^{j\omega t} d\omega \]

Define the phase function \( \phi(\omega) = \hat{\theta}(t_\omega) - \omega t_\omega + \omega t \). Show that the stationary-phase approximation applied to this integral with respect to the phase function \( \phi(t, \omega) \). The condition \( \hat{\theta}(t_\omega) = \omega \) implies \( \hat{\theta}(t_\omega) (dt_\omega/d\omega) = 1 \).

3.18 An envelope signal \( F(t) \) is processed through two successive pulse compression filters with chirping parameters \( \omega_1 \) and \( \omega_2 \), as shown below.

\[ F(t) \xrightarrow{G_1(\omega)} \hat{F}_{\text{out}}(t) \]

where \( G_t(\omega) = e^{j\omega^2/2\omega_1}, \quad t = 1, 2 \). Show that if the chirping parameter of the intermediate quadratic modulation is chosen to be \( \omega_0 = \omega_1 + \omega_2 \), then the overall output is a time-scaled version of the input:

\[ \hat{F}_{\text{out}}(t) = j \sqrt{\frac{\omega_1}{\omega_1}} e^{j\omega_1 t/2\omega_1} F \left( \frac{-\omega_1 t}{\omega_1} \right) \]

4

Propagation in Birefringent Media

4.1 Linear and Circular Birefringence

In this chapter, we discuss wave propagation in anisotropic media that are linearly or circularly birefringent. In such media, uniform plane waves can be decomposed in two orthogonal polarization states (linear or circular) that propagate with two different speeds. The two states develop a phase difference as they propagate, which alters the total polarization of the wave. Such media are used in the construction of devices for generating different polarizations.

Linearly birefringent materials can be used to change one polarization into another, such as changing linear into circular. Examples are the so-called uniaxial crystals, such as calcite, quartz, ice, tourmaline, and sapphire.

Optically active or chiral media are circularly birefringent. Examples are sugar solutions, proteins, lipids, nucleic acids, amino acids, DNA, vitamins, hormones, and virtually most other natural substances. In such media, circularly polarized waves go through unchanged, with left- and right-circular polarizations propagating at different speeds. This difference causes linearly polarized waves to have their polarization plane rotate as they propagate—an effect known as natural optical rotation.

A similar but not identical effect—the Faraday rotation—takes place in gyromagnetic media, which are ordinary isotropic materials (glass, water, conductors, plasmas) subjected to constant external magnetic fields that break their isotropy. Gyromagnetic media, such as ferrites subjected to magnetic fields, also become circularly birefringent.

We discuss all four birefringent cases (linear, chiral, gyroelectric, and gyromagnetic) and the type of constitutive relationships that lead to the corresponding birefringent behavior. We begin by casting Maxwell’s equations in different polarization bases.

An arbitrary polarization can be expressed uniquely as a linear combination of two polarizations along two orthogonal directions.\(^1\) For waves propagating in the z-direction, we may use the two linear directions \( \{x, y\} \), or the two circular ones for right and left polarizations \( \{\hat{e}_+, \hat{e}_-\} \), where \( \hat{e}_+ = \hat{x} - j\hat{y} \) and \( \hat{e}_- = \hat{x} + j\hat{y} \).\(^2\) Indeed, we have the following identity relating the linear and circular bases:

\[^1\text{For complex-valued vectors } \mathbf{e}_1, \mathbf{e}_2, \text{ orthogonality is defined with conjugation: } \mathbf{e}_1^* \cdot \mathbf{e}_2 = 0.\]

\[^2\text{Note that } \hat{e}_\pm \text{ satisfy: } \hat{e}_+^* \cdot \hat{e}_+ = 2, \hat{e}_-^* \cdot \hat{e}_- = 0, \hat{e}_+ \times \hat{e}_- = 2/\hat{z}, \text{ and } \hat{x} \times \hat{e}_\pm = \pm j\hat{e}_\pm.\]
4.2. Uniaxial and Biaxial Media

The circular components $E_+$ and $E_-$ represent right and left polarizations (in the IEEE convention) if the wave is moving in the positive z-direction, but left and right if it is moving in the negative z-direction.

Because the propagation medium is not isotropic, we need to start with the source-free Maxwell’s equations before we assume any particular constitutive relationships:

\[ \nabla \times E = -j\omega B, \quad \nabla \times H = j\omega D, \quad \nabla \cdot D = 0, \quad \nabla \cdot B = 0 \]  

(4.1.2)

For a uniform plane wave propagating in the z-direction, we may replace the gradient by $2 \partial_z$. It follows that the curls $\nabla \times E = 2 \times \partial_z E$ and $\nabla \times H = 2 \times \partial_z H$ will be transverse to the z-direction. Then, Faraday’s and Ampère’s laws imply that $D_z = 0$ and $B_z = 0$, and hence both of Gauss’ laws are satisfied. Thus, we are left only with:

\[ \partial_z E_x = -j\omega B_y, \quad \partial_z E_y = j\omega B_x \]  

(4.1.3)

These equations do not “see” the components $E_z, H_z$. However, in all the cases that we consider here, the conditions $D_z = B_z = 0$ will imply also that $E_z = H_z = 0$. Thus, all fields are transverse, for example, $E = \mathbf{X} E_x + \mathbf{Y} E_y = \mathbf{E}_+, \mathbf{E}_-. \quad \text{Equating } x, y \text{ components in the two sides of Eq. (4.1.3), we find in the linear basis:}

\[ \partial_z E_x = -j\omega B_y, \quad \partial_z E_y = j\omega B_x \]  

(4.1.4)

Using the vector property $\hat{z} \times \mathbf{e}_z = \pm j\mathbf{e}_z$ and equating circular components, we obtain the circular-version basis of Eq. (4.1.3) (after canceling some factors of $j$):

\[ \partial_z E_+ = \mp j\omega B_+, \quad \partial_z H_+ = \mp j\omega D_+ \]  

(4.1.5)

4.2 Uniaxial and Biaxial Media

In uniaxial and biaxial homogeneous anisotropic dielectrics, the $D-E$ constitutive relationships are given by the following diagonal forms, where in the biaxial case all diagonal elements of the permittivity matrix are distinct:

\[
\begin{bmatrix}
D_x \\
D_y \\
D_z
\end{bmatrix} =
\begin{bmatrix}
\epsilon_x & 0 & 0 \\
0 & \epsilon_y & 0 \\
0 & 0 & \epsilon_z
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix}
\quad \text{and}
\begin{bmatrix}
D_x \\
D_y \\
D_z
\end{bmatrix} =
\begin{bmatrix}
\epsilon_1 & 0 & 0 \\
0 & \epsilon_2 & 0 \\
0 & 0 & \epsilon_3
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix}
\]  

(4.2.1)

For the uniaxial case, the x-axis is taken to be the extraordinary axis with $\epsilon_1 = \epsilon_c$, whereas the y and z axes are ordinary axes with permittivities $\epsilon_2 = \epsilon_3 = \epsilon_o$. The ordinary z-axis was chosen to be the propagation direction in order for the transverse x, y axes to correspond to two different permittivities. In this respect, the uniaxial and biaxial cases are similar, and therefore, we will work with the biaxial case.

Setting $D_x = \epsilon_1 E_x$ and $D_y = \epsilon_2 E_y$ in Eq. (4.1.4) and assuming $B = \mu_0 H$, we have:

\[ \partial_t E_x = -j\omega \mu_0 H_y, \quad \partial_t E_y = j\omega \mu_0 H_x \]  

(4.2.2)

Differentiating these once more with respect to $t$, we obtain the decoupled Helmholtz equations for the x-polarized and y-polarized components:

\[ \partial^2_t E_x = -\omega^2 \mu_0 \epsilon_1 E_x \]  

(4.2.3)

\[ \partial^2_t E_y = -\omega^2 \mu_0 \epsilon_2 E_y \]  

The forward-moving solutions are:

\[ E_x(z) = A e^{-jk_1 z}, \quad k_1 = \omega \sqrt{\mu_0 \epsilon_1} = k_0 n_1 \]  

(4.2.4)

\[ E_y(z) = B e^{-jk_2 z}, \quad k_2 = \omega \sqrt{\mu_0 \epsilon_2} = k_0 n_2 \]  

where $k_0 = \omega / \sqrt{\mu_0 \epsilon_0}$ is the free-space wavenumber and we defined the refractive indices $n_1 = \sqrt{\epsilon_1 / \epsilon_0}$ and $n_2 = \sqrt{\epsilon_2 / \epsilon_0}$. Therefore, the total transverse field at $z = 0$ and at distance $z = l$ inside the medium will be:

\[ E(0) = \mathbf{x} A + \mathbf{y} B \]  

\[ E(l) = \mathbf{x} A e^{-jk_1 l} + \mathbf{y} B e^{-jk_2 l} = [\mathbf{x} A + \mathbf{y} B e^{i(k_1 - k_2)l}] e^{-jk_1 l} \]  

(4.2.5)

The relative phase $\phi = (k_1 - k_2) l$ between the x- and y-components introduced by the propagation is called retardance:

\[ \phi = (k_1 - k_2) l = (n_1 - n_2) k_0 l = (n_1 - n_2) \frac{2\pi l}{\lambda} \]  

(4.2.6)

where $\lambda$ is the free-space wavelength. Thus, the polarization nature of the field keeps changing as it propagates.

In order to change linear into circular polarization, the wave may be launched into the birefringent medium with a linear polarization having equal x- and y-components. After it propagates a distance $l$ such that $\phi = (n_1 - n_2) k_0 l = \pi / 2$, the wave will have changed into left-handed circular polarization:

\[ E(0) = A ( \mathbf{x} + \mathbf{y} ) \]  

\[ E(l) = A ( \mathbf{x} + \mathbf{y} e^{i\phi} ) e^{-jk_1 l} = A ( \mathbf{x} + j\mathbf{y} ) e^{-jk_1 l} \]  

(4.2.7)

Polarization-changing devices that employ this property are called retarders and are shown in Fig. 4.2.1. The above example is referred to as a quarter-wave retarder because the condition $\phi = \pi / 2$ may be written as $(n_1 - n_2) l = \lambda / 4$. 

4.3. Propagation in Birefringent Media

The propagation in birefringent media is more complicated than in uniaxial media because of the relationship between the various polarization states. The birefringent properties of a medium are characterized by the retardation $\phi$ and the linear birefringence $\Delta n$. The retardation $\phi$ is the phase difference between the x- and y-components of a wave in the medium, and the linear birefringence $\Delta n$ is the difference in refractive indices between the ordinary and extraordinary states. The birefringent properties of a medium can be determined by measuring the retardation and linear birefringence of the medium. The retardation $\phi$ is the phase difference between the x- and y-components of a wave in the medium, and the linear birefringence $\Delta n$ is the difference in refractive indices between the ordinary and extraordinary states. The birefringent properties of a medium can be determined by measuring the retardation and linear birefringence of the medium.
4.3 Chiral Media

Ever since the first experimental observations of optical activity by Arago and Biot in the early 1800s and Fresnel’s explanation that optical rotation is due to circular birefringence, there have been many attempts to explain it at the molecular level. Pasteur was the first to postulate that optical activity is caused by the chirality of molecules.

There exist several versions of constitutive relationships that lead to circular birefringence [720–736]. For single-frequency waves, they are all equivalent to each other. For our purposes, the following so-called Tellegen form is the most convenient [33]:

\[
\begin{pmatrix}
\epsilon & -j\chi \\
-j\chi & \mu
\end{pmatrix}
\] (chiral media) (4.3.1)

where \(\chi\) is a parameter describing the chirality properties of the medium.

It can be shown that the reality (for a lossless medium) and positivity of the energy density function \((E^* \cdot D + H^* \cdot B) / 2\) requires that the constitutive matrix

\[
\begin{pmatrix}
\epsilon & -j\chi \\
-j\chi & \mu
\end{pmatrix}
\]

be hermitian and positive definite. This implies that \(\epsilon, \mu, \chi\) are real, and furthermore, that \(|\chi| < \sqrt{\mu \epsilon}\). Using Eqs. (4.3.1) in Maxwell’s equations (4.1.5), we obtain:

\[
\frac{\partial}{\partial z} \begin{pmatrix} E_x \\ H_y \end{pmatrix} = \frac{1}{\eta} \begin{pmatrix} jk_a & k \\ -k & jk_a \end{pmatrix} \begin{pmatrix} E_x \\ H_y \end{pmatrix}
\]

in the following matrix forms:

\[
\frac{\partial}{\partial z} \begin{pmatrix} E_x \\ \eta H_y \end{pmatrix} = \frac{1}{\eta} \begin{pmatrix} jk a & k \\ -k & jk a \end{pmatrix} \begin{pmatrix} E_x \\ \eta H_y \end{pmatrix}
\] (4.3.3)

These matrix equations may be diagonalized by appropriate linear combinations. For example, we define the right-polarized (forward-moving) and left-polarized (backward-moving) waves for the \(\{E_+, H_+\}\) case:

\[
E_{R+} = \frac{1}{2} [E_+ - j\eta H_+] \quad \Rightarrow \quad E_+ = E_{R+} + E_{L+}
\]

\[
E_{L+} = \frac{1}{2} [E_+ + j\eta H_+] \quad \Rightarrow \quad H_+ = \frac{1}{j\eta} [E_{R+} - E_{L+}]
\] (4.3.4)

It then follows from Eq. (4.3.3) that \(\{E_{R+}, E_{L+}\}\) will satisfy the decoupled equations:

\[
\frac{\partial}{\partial z} \begin{pmatrix} E_{R+} \\ E_{L+} \end{pmatrix} = \begin{pmatrix} -jk_+ & 0 \\ 0 & jk_+ \end{pmatrix} \begin{pmatrix} E_{R+} \\ E_{L+} \end{pmatrix} \Rightarrow \begin{pmatrix} E_{R+}(z) = A_+ e^{-jk_+z} \\ E_{L+}(z) = B_+ e^{jk_+z} \end{pmatrix}
\] (4.3.5)

where \(k_+, k_-\) are defined as follows:

\[
k_\pm = k (1 \pm a) = \omega (\sqrt{\mu \epsilon} \pm \chi)
\] (4.3.6)

We may also define circular refractive indices by \(n_\pm = k_\pm / k_0\), where \(k_0\) is the freespace wavenumber, \(k_0 = \omega \sqrt{\mu \epsilon} / c\). Setting also \(n = k / k_0 = \sqrt{\mu \epsilon} / \sqrt{\mu \epsilon} c\), we have:

\[
k_+ = n_+ k_0, \quad n_- = n(1 \pm a)
\] (4.3.7)

For the \(\{E_-, H_-\}\) circular components, we define the left-polarized (forward-moving) and right-polarized (backward-moving) fields by:

\[
E_{L-} = \frac{1}{2} [E_- + j\eta H_-] \quad \Rightarrow \quad E_- = E_{L-} + E_{R-}
\]

\[
E_{R-} = \frac{1}{2} [E_- - j\eta H_-] \quad \Rightarrow \quad H_- = \frac{1}{j\eta} [E_{L-} - E_{R-}]
\] (4.3.8)

Then, \(\{E_{L-}, E_{R-}\}\) will satisfy:

\[
\frac{\partial}{\partial z} \begin{pmatrix} E_{L-} \\ E_{R-} \end{pmatrix} = \begin{pmatrix} -jk_- & 0 \\ 0 & jk_- \end{pmatrix} \begin{pmatrix} E_{L-} \\ E_{R-} \end{pmatrix} \Rightarrow \begin{pmatrix} E_{L-}(z) = A_- e^{-jk_-z} \\ E_{R-}(z) = B_- e^{jk_-z} \end{pmatrix}
\] (4.3.9)

In summary, we obtain the complete circular-basis fields \(E_\pm(z)\):

\[
E_+(z) = E_{R+}(z) + E_{L+}(z) = A_+ e^{-jk_+z} + B_+ e^{jk_+z}
\]

\[
E_-(z) = E_{R-}(z) + E_{L-}(z) = A_- e^{-jk_-z} + B_- e^{jk_-z}
\] (4.3.10)

Thus, the \(E_+(z)\) circular component propagates forward with wavenumber \(k_+\) and backward with \(k_-\), and the reverse is true of the \(E_-(z)\) component. The forward-moving
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component of $E_+$ and the backward-moving component of $E_-$, that is, $E_{R+}$ and $E_{R-}$, are both right-polarized and both propagate with the same wavenumber $k_\perp$. Similarly, the left-polarized waves $E_{L+}$ and $E_{L-}$ both propagate with $k_\perp$.

Thus, a wave of given circular polarization (left or right) propagates with the same wavenumber regardless of its direction of propagation. This is a characteristic difference of chiral versus gyrotropic media in external magnetic fields.

Consider, next, the effect of natural rotation. We start with a linearly polarized field at $z = 0$ and decompose it into its circular components:

$$E(0) = \hat{x} A_x + \hat{y} A_y = \hat{e}_x A_+ + \hat{e}_- A_-,$$

where $A_+, A_-$ must be real for linear polarization. Propagating the circular components forward by a distance $l$ according to Eq. (4.3.10), we find:

$$E(l) = \hat{e}_x A_+ e^{-jk_\perp l} + \hat{e}_- A_- e^{-jk_\perp l},$$

$$= [\hat{e}_x A_+ e^{-j(k_\perp)} + \hat{e}_- A_- e^{-j(k_\perp)}] e^{-j(k_\perp)l/2}$$

$$= [\hat{e}_x A_+ e^{-j\phi} + \hat{e}_- A_- e^{j\phi}] e^{-j(k_\perp)l/2}$$

where we defined the angle of rotation:

$$\phi = \frac{1}{2}(k_\perp - k_-) l = \frac{k_\perp - k_-}{2} l$$

(4.3.12)

Going back to the linear basis, we find:

$$\hat{e}_x A_+ e^{-j\phi} + \hat{e}_- A_- e^{j\phi} = (\hat{x} \cos \phi - \hat{y} \sin \phi) A_x + (\hat{y} \cos \phi + \hat{x} \sin \phi) A_y$$

$$= \hat{x}' A_x + \hat{y}' A_y$$

Therefore, at $z = 0$ and $z = l$, we have:

$$E(0) = [\hat{x} A_x + \hat{y} A_y]$$

$$E(l) = [\hat{x}' A_x + \hat{y}' A_y] e^{-j(k_\perp)l/2}$$

(4.3.13)

The new unit vectors $\hat{x}' = \cos \phi \hat{x} - \sin \phi \hat{y}$ and $\hat{y}' = \sin \phi \hat{x} + \cos \phi \hat{y}$ are recognized as the unit vectors $\hat{x}, \hat{y}$ rotated clockwise (if $\phi > 0$) by the angle $\phi$, as shown in Fig. 4.2.1 (for the case $A_x \neq 0, A_y = 0$). Thus, the wave remains linearly polarized, but its polarization plane rotates as it propagates.

If the propagation is in the negative $z$-direction, then as follows from Eq. (4.3.10), the roles of $k_+$ and $k_-$ are interchanged so that the rotation angle becomes $\phi = -(k_- - k_+) l/2$, which is the negative of that of Eq. (4.3.12).

If a linearly polarized wave travels forward by a distance $l$, gets reflected, and travels back to the starting point, the total angle of rotation will be zero. By contrast, in the Faraday rotation case, the angle keeps increasing so that it doubles after a round trip (see Problem 4.10.)

4.4 Gyrotropic Media

Gyrotropic\(^1\) media are isotropic media in the presence of constant external magnetic fields. A gyroelectric medium (at frequency $\omega$) has constitutive relationships:

$$\begin{bmatrix}
D_x \\
D_y \\
D_z
\end{bmatrix} =
\begin{bmatrix}
\epsilon_1 & j\epsilon_2 & 0 \\
-j\epsilon_2 & \epsilon_1 & 0 \\
0 & 0 & \epsilon_3
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix},
B = \mu H$$

(4.4.1)

For a lossless medium, the positivity of the energy density function requires that the permittivity matrix be hermitian and positive-definite, which implies that $\epsilon_1, \epsilon_2, \epsilon_3$ are real, and moreover, $\epsilon_1 > 0, |\epsilon_2| \leq \epsilon_1$, and $\epsilon_3 > 0$. The quantity $\epsilon_2$ is proportional to the external magnetic field and reverses sign with the direction of that field.

A gyromagnetic medium, such as a ferrite in the presence of a magnetic field, has similar constitutive relationships, but with the roles of $D$ and $H$ interchanged:

$$\begin{bmatrix}
B_x \\
B_y \\
B_z
\end{bmatrix} =
\begin{bmatrix}
\mu_1 & j\mu_2 & 0 \\
-j\mu_2 & \mu_1 & 0 \\
0 & 0 & \mu_3
\end{bmatrix}
\begin{bmatrix}
H_x \\
H_y \\
H_z
\end{bmatrix},
D = cE$$

(4.4.2)

where again $\mu_1 > 0, |\mu_2| \leq \mu_1$, and $\mu_3 > 0$ for a lossless medium.

In the circular basis of Eq. (4.1.1), the above gyroscopic constitutive relationships take the simplified forms:

$$D_\pm = (\epsilon_1 \pm \epsilon_2) E_\pm, \quad B_\pm = \mu H_\pm, \quad (\text{gyroelectric})$$

$$B_\pm = (\mu_1 \pm \mu_2) H_\pm, \quad D_\pm = c E_\pm, \quad (\text{gyromagnetic})$$

(4.4.3)

where we ignored the $z$-components, which are zero for a uniform plane wave propagating in the $z$-direction. For example,

$$D_x \pm jD_y = (\epsilon_1 E_x + j \epsilon_2 E_y) \pm j(\epsilon_1 E_y - j \epsilon_2 E_x) = (\epsilon_1 \pm \epsilon_2) (E_x \pm jE_y)$$

Next, we solve Eqs. (4.1.5) for the forward and backward circular-basis waves. Considering the gyroelectric case first, we define the following quantities:

$$\epsilon_\pm = \epsilon_1 \pm \epsilon_2, \quad k_\pm = \omega \sqrt{\mu \epsilon_\pm}, \quad \eta_\pm = \sqrt{\frac{\mu}{\epsilon_\pm}}$$

(4.4.4)

Using these definitions and the constitutive relations $D_\pm = \epsilon_\pm E_\pm$, Eqs. (4.1.5) may be rearranged into the following matrix forms:

$$\frac{\partial}{\partial z} \begin{bmatrix}
E_+ \\
\eta_+ H_+
\end{bmatrix} =
\begin{bmatrix}
0 & \pm k_+ \\
\pm k_+ & 0
\end{bmatrix}
\begin{bmatrix}
E_+ \\
\eta_+ H_+
\end{bmatrix}$$

(4.4.5)

These may be decoupled by defining forward- and backward-moving fields as in Eqs. (4.3.4) and (4.3.8), but using the corresponding circular impedances $\eta_\pm$:

$$E_{R\pm} = \frac{1}{2} \left[ E_+ - j \eta_\pm H_+ \right] \quad E_{L\pm} = \frac{1}{2} \left[ E_- + j \eta_\pm H_- \right]$$

(4.4.6)

\(^1\)The term "gyrotropic" is sometimes also used to mean "optically active."
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These satisfy the decoupled equations:
\[
\begin{align*}
\frac{\partial}{\partial z} \left[ \begin{array}{c} E_{R+} \\ E_{L+}
\end{array} \right] &= \left[ \begin{array}{cc}
-jk_+ & 0 \\
0 & jk_+
\end{array} \right] \left[ \begin{array}{c} E_{R+} \\ E_{L+}
\end{array} \right] = E_{R+}(z) = A_+ e^{-jk_+z} \\
\frac{\partial}{\partial z} \left[ \begin{array}{c} E_{L-} \\ E_{R-}
\end{array} \right] &= \left[ \begin{array}{cc}
-jk_- & 0 \\
0 & jk_-
\end{array} \right] \left[ \begin{array}{c} E_{L-} \\ E_{R-}
\end{array} \right] = E_{L-}(z) = A_- e^{-jk_-z}
\end{align*}
\]

(4.4.7)

Thus, the complete circular-basis fields \( E_+(z) \) are:
\[
E_+(z) = E_{R+}(z) + E_{L+}(z) = A_+ e^{-jk_+z} + B_+ e^{jk_+z}
\]
\[
E_-(z) = E_{L-}(z) + E_{R-}(z) = A_- e^{-jk_-z} + B_- e^{jk_-z}
\]

(4.4.8)

Now, the \( E_+(z) \) circular component propagates forward and backward with the same wavenumber \( k_+ \), while \( E_-(z) \) propagates with \( k_- \), Eq. (4.3.13) and the steps leading to it remain valid here. The rotation of the polarization plane is referred to as the Faraday rotation. If the propagation is in the negative \( z \)-direction, then the roles of \( k_+ \) and \( k_- \) remain unchanged so that the rotation angle is still the same as that of Eq. (4.3.12).

If a linearly polarized wave travels forward by a distance \( l \), reflected, and travels back to the starting point, the total angle of rotation will be double that of the single trip, that is, \( 2\phi = (k_+ - k_-)l \).

Problems 1.10 and 4.12 discuss simple models of gyroelectric behavior for conductors and plasmas in the presence of an external magnetic field. Problem 4.14 develops the Appleton-Hartree formulas for plane waves propagating in plasmas, such as the ionosphere [737–741].

The gyromagnetic case is essentially identical to the gyroelectric one. Eqs. (4.4.5) to (4.4.8) remain the same, but with circular wavenumbers and impedances defined by:

\[
\mu_z = \mu_1 + \mu_2, \quad k_z = \omega \sqrt{\epsilon \mu_z}, \quad \eta_z = \frac{\mu_z}{\epsilon}
\]

(4.4.9)

Problem 4.13 discusses a model for magnetic resonance exhibiting gyromagnetic behavior. Magnetic resonance has many applications—from NMR imaging to ferrite microwave devices [742–753]. Historical overviews may be found in [751,753].

4.5 Linear and Circular Dichroism

Dichroic polarizers, such as polaroids, are linearly birefringent materials that have widely different attenuation coefficients along the two polarization directions. For a lossy material, the field solutions given in Eq. (4.2.4) are modified as follows:

\[
\begin{align*}
E_x(z) &= A e^{-jk_+z} = A e^{-\alpha_1 z} e^{-jk_+z}, \quad k_1 = \omega \sqrt{\mu \epsilon} = \beta_1 - j\alpha_1 \\
E_y(z) &= B e^{-jk_-z} = B e^{-\alpha_2 z} e^{-jk_-z}, \quad k_2 = \omega \sqrt{\mu \epsilon} = \beta_2 - j\alpha_2
\end{align*}
\]

(4.5.1)

where \( \alpha_1, \alpha_2 \) are the attenuation coefficients. Passing through a length \( l \) of such a material, the initial and output polarizations will be as follows:

\[
E(0) = \hat{x} A + \hat{y} B \\
E(l) = \hat{x} A e^{-jk_+l} + \hat{y} B e^{-jk_-l} = (\hat{x} A e^{-\alpha_1 l} + \hat{y} B e^{-\alpha_2 l} e^{j\phi}) e^{-j\beta l}
\]

(4.5.2)

In addition to the phase change \( \phi = (\beta_1 - \beta_2)l \), the field amplitudes are attenuated by the unequal factors \( \alpha_1 = e^{-\alpha_1 l} \) and \( \alpha_2 = e^{-\alpha_2 l} \). The resulting polarization will be elliptic with unequal semi-axes. If \( \alpha_2 \gg \alpha_1 \), then \( \alpha_2 \ll \alpha_1 \) and the y-component will be ignored in favor of the x-component.

This is the basic principle by which a polaroid material lets through only a preferred linear polarization. An ideal linear polarizer would have \( \alpha_1 = 1 \) and \( \alpha_2 = 0 \), corresponding to \( \alpha_1 = 0 \) and \( \alpha_2 = \infty \). Typical values of the attenuations for commercially available polaroids are of the order of \( \alpha_1 = 0.9 \) and \( \alpha_2 = 10^{-2} \), or 0.9 dB and 40 dB, respectively.

Chiral media may exhibit circular dichroism [722,735], in which the circular wavenumbers become complex, \( k_\pm = \beta_\pm - j\alpha_\pm \). Eq. (4.3.11) reads now:

\[
E(l) = \hat{e}_z A e^{-jk_1 l} + \hat{e}_z A e^{-jk_- l} = \left[ \hat{e}_z A_+ e^{-jk_1 l} + \hat{e}_z A_- e^{-jk_- l} \right] e^{-j(k_1 - k_-)l/2}
\]

(4.5.3)

where we defined the complex rotation angle:

\[
\phi - j\psi = \frac{1}{2} (k_+ - k_-)l = \frac{1}{2} (\beta_+ - \beta_-)l - j \frac{1}{2} (\alpha_+ - \alpha_-)l
\]

(4.5.4)

Going back to the linear basis as in Eq. (4.3.13), we obtain:

\[
E(0) = [\hat{x} A_x + \hat{y} A_y] \\
E(l) = [\hat{x} A_x' + \hat{y} A_y'] e^{-j(k_1 - k_-)l/2}
\]

(4.5.5)

where \( \{\hat{x}', \hat{y}'\} \) are the same rotated (by \( \phi \)) unit vectors of Eq. (4.3.13), and

\[
A_x' = A_x \cosh \psi - jA_y \sinh \psi \\
A_y' = A_y \cosh \psi + jA_x \sinh \psi
\]

(4.5.6)

Because the amplitudes \( A_x', A_y' \) are now complex-valued, the resulting polarization will be elliptical.

4.6 Oblique Propagation in Birefringent Media

Here, we discuss TE and TM waves propagating in oblique directions in linearly birefringent media. We will use these results in Chap. 8 to discuss reflection and refraction in such media, and to characterize the properties of birefringent multilayer structures.

Applications include the recently manufactured (by 3M, Inc.) multilayer birefringent polymer mirrors that have remarkable and unusual optical properties, collectively referred to as giant birefringent optics (GBO) [698].

Oblique propagation in chiral and gyrotropic media is discussed in the problems. Further discussions of wave propagation in anisotropic media may be found in [30–32].
We recall from Sec. 2.10 that a uniform plane wave propagating in a lossless isotropic dielectric in the direction of a wave vector $k$ is given by:

$$E(r) = E_0 e^{-i k r}, \quad H(r) = H_0 e^{-i k r}, \quad \text{with} \quad \hat{k} \cdot E = 0, \quad H = \frac{n}{n_0} \hat{k} \times E$$  (4.6.1)

where $n$ is the refractive index of the medium $n = \sqrt{\epsilon/\mu_0}$, $n_0$ the free-space impedance, and $\hat{k}$ the unit-vector in the direction of $k$, so that,

$$k = k \hat{k}, \quad k = |k| = \omega \sqrt{\mu_0 \epsilon_0} = nk_0, \quad k_0 = \frac{\omega}{c_0} = \omega \sqrt{\mu_0 \epsilon_0}$$  (4.6.2)

and $k_0$ is the free-space wavenumber. Thus, $E, H, \hat{k}$ form a right-handed system.

In particular, following the notation of Fig. 2.10.1, if $k$ is chosen to lie in the $xz$ plane at an angle $\theta$ from the $z$-axis, that is, $\hat{k} = \hat{x} \sin \theta + \hat{z} \cos \theta$, then there will be two independent polarization solutions: TM, parallel, or $p$-polarization, and TE, perpendicular, or $s$-polarization, with fields given by

- (TM, $p$-polarization): $E = E_0 (\hat{x} \cos \theta - \hat{z} \sin \theta), \quad H = \frac{n}{n_0} E_0 \hat{y}$
- (TE, $s$-polarization): $E = E_0 \hat{y}, \quad H = \frac{n}{n_0} E_0 (-\hat{x} \cos \theta + \hat{z} \sin \theta)$  (4.6.3)

where, in both the TE and TM cases, the propagation phase factor $e^{-i k r}$ is:

$$e^{-i k r} = e^{-i k z (\cos \theta + \sin \theta)} = e^{-i k_0 n (\cos \theta + \sin \theta)}$$  (4.6.4)

The designation as parallel or perpendicular is completely arbitrary here and is taken with respect to the $xz$ plane. In the reflection and refraction problems discussed in Chap. 7, the dielectric interface is taken to be the $xy$ plane and the $xz$ plane becomes the plane of incidence.

In a birefringent medium, the propagation of a uniform plane wave with arbitrary wave vector $k$ is much more difficult to describe. For example, the direction of the Poynting vector is not towards $k$, the electric field $E$ is not orthogonal to $k$, the simple dispersion relationship $k = n \omega / c_0$ is not valid, and so on.

In the previous section, we considered the special case of propagation along an ordinary optic axis in a birefringent medium. Here, we discuss the somewhat more general case in which the $x'y'$ coordinate axes coincide with the principal dielectric axes (so that the permittivity tensor is diagonal) and we take the wave vector $k$ to lie in the $xz$ plane at an angle $\theta$ from the $z$-axis. The geometry is depicted in Fig. 4.6.1.

Although this case is still not the most general one with a completely arbitrary direction for $k$, it does contain most of the essential features of propagation in birefringent media. The 3M multilayer films mentioned above have similar orientations for their optic axes [698].

The constitutive relations are assumed to be $D = \mu_0 H$ and a diagonal permeability tensor for $D$. Let $\epsilon_1, \epsilon_2, \epsilon_3$ be the permittivity values along the three principal axes and define the corresponding refractive indices $n_i = \sqrt{\epsilon_i/\epsilon_0}$, $i = 1, 2, 3$. Then, the $D$-$E$ relationship becomes:

$$\begin{bmatrix} D_x \\ D_y \\ D_z \end{bmatrix} = \begin{bmatrix} \epsilon_1 & 0 & 0 \\ 0 & \epsilon_2 & 0 \\ 0 & 0 & \epsilon_3 \end{bmatrix} \begin{bmatrix} E_x \\ E_y \\ E_z \end{bmatrix} = \epsilon_0 \begin{bmatrix} n_1^2 & 0 & 0 \\ 0 & n_2^2 & 0 \\ 0 & 0 & n_3^2 \end{bmatrix} \begin{bmatrix} E_x \\ E_y \\ E_z \end{bmatrix}$$  (4.6.5)

For a biaxial medium, the three $n_i$ are all different. For a uniaxial medium, we take the $xy$-axes to be *ordinary*, with $n_1 = n_2 = n_0$, and the $z$-axis to be *extraordinary*, with $n_3 = n_e$. The wave vector $k$ can be resolved along the $z$ and $x$ directions as follows:

$$k = k \hat{k} = k (\hat{x} \sin \theta + \hat{z} \cos \theta) = \hat{x} k_x + \hat{z} k_z$$  (4.6.6)

The $\omega$-$k$ relationship is determined from the solution of Maxwell’s equations. By analogy with the isotropic case that has $k = n k_0 = n \omega / c_0$, we may define an effective refractive index $N$ such that:

$$k = N k_0 = N \frac{\omega}{c_0}$$  (effective refractive index)  (4.6.7)

We will see in Eq. (4.6.22) by solving Maxwell’s equations that $N$ depends on the chosen polarization (according to Fig. 4.6.1) and on the wave vector direction $\theta$:

$$N = \begin{cases} \sqrt{n_1^2 \sin^2 \theta + n_2^2 \cos^2 \theta}, & \text{(TM, $p$-polarization)} \\ n_3, & \text{(TE, $s$-polarization)} \end{cases}$$  (4.6.8)

For the TM case, we may rewrite the $N$-$\theta$ relationship in the form:

$$\frac{1}{N^2} = \cos^2 \theta \frac{n_1^2}{n_3^2} + \sin^2 \theta \frac{n_2^2}{n_3^2}$$  (effective TM index)  (4.6.9)

Multiplying by $k^2$ and using $k_0 = k/N$, and $k_x = k \sin \theta$, $k_z = k \cos \theta$, we obtain the $\omega$-$k$ relationship for the TM case:

$$\frac{\omega^2}{c_0^2} = \frac{k_x^2}{n_1^2} + \frac{k_z^2}{n_3^2}$$  (4.6.10)

Similarly, we have for the TE case:

\[\text{In Sec. 4.2, the extraordinary axis was the } x\text{-axis.}\]
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\[ \frac{\omega^2}{c_0^2} = \frac{k^2}{n_3^2} \quad \text{(TE, s-polarization)} \quad (4.6.11) \]

Thus, the TE mode propagates as if the medium were isotropic with index \( n = n_3 \), whereas the TM mode propagates in a more complicated manner. If the wave vector \( k \) is along the ordinary \( x \)-axis (\( \theta = 90^\circ \)), then \( k = k_x = n_3 \omega / c_0 \) (this was the result of the previous section), and if \( k \) is along the extraordinary \( z \)-axis (\( \theta = 0^\circ \)), then we have \( k = k_z = n_1 \omega / c_0 \).

For TM modes, the group velocity is not along \( k \). In general, the group velocity depends on the \( \omega - k \) relationship and is computed as \( \mathbf{v} = \partial \omega / \partial k \). From Eq. (4.6.10), we find the \( x \) and \( z \)-components:

\[ v_x = \frac{\partial \omega}{\partial k_x} = \frac{k_x c_0^2}{\omega n_3^2} = c_0 \frac{N}{n_3^2} \sin \theta \]
\[ v_z = \frac{\partial \omega}{\partial k_z} = \frac{k_z c_0^2}{\omega n_3^2} = c_0 \frac{N}{n_3^2} \cos \theta \quad (4.6.12) \]

The velocity vector \( \mathbf{v} \) is not parallel to \( k \). The angle \( \bar{\theta} \) that \( \mathbf{v} \) forms with the \( z \)-axis is given by \( \tan \bar{\theta} = v_z / v_x \). It follows from (4.6.12) that:

\[ \tan \bar{\theta} = \frac{n_3^2}{n_1^2} \tan \theta \quad \text{(group velocity direction)} \quad (4.6.13) \]

Clearly, \( \bar{\theta} \neq \theta \) if \( n_1 \neq n_3 \). The relative directions of \( k \) and \( \mathbf{v} \) are shown in Fig. 4.6.2.

The group velocity is also equal to the energy transport velocity defined in terms of the Poynting vector \( \mathbf{S} \) and energy density \( w \) as \( \mathbf{v} = \mathbf{S} / w \). Thus, \( \mathbf{v} \) and \( \mathbf{S} \) have the same direction. Moreover, with the electric field being orthogonal to the Poynting vector, the angle \( \bar{\theta} \) is also equal to the angle the \( E \)-field forms with the \( x \)-axis.

![Fig. 4.6.2 Directions of group velocity, Poynting vector, wave vector, and electric field.](image)

Next, we derive Eqs. (4.6.8) for \( N \) and solve for the field components in the TM and TE cases. We look for propagating solutions of Maxwell’s equations of the type \( \mathbf{E}(r) = E e^{-jk r} \) and \( \mathbf{H}(r) = H e^{-jk r} \). Replacing the gradient operator by \( \nabla \rightarrow -j k \) and canceling some factors of \( j \), Maxwell’s equations take the form:

\[ \nabla \times \mathbf{E} = -j \omega \mu_0 \mathbf{H} \quad k \times \mathbf{E} = \omega \mu_0 \mathbf{H} \]
\[ \nabla \times \mathbf{H} = j \omega \mathbf{D} \quad k \times \mathbf{H} = -\omega \mathbf{D} \]
\[ \nabla \cdot \mathbf{D} = 0 \quad k \cdot \mathbf{D} = 0 \]
\[ \nabla \cdot \mathbf{H} = 0 \quad k \cdot \mathbf{H} = 0 \quad (4.6.14) \]

The last two equations are implied by the first two, as can be seen by dotting both sides of the first two with \( k \). Replacing \( k = \mathbf{k} = N k_0 \mathbf{k} \), where \( N \) is still to be determined, we may solve Faraday’s law for \( \mathbf{H} \) in terms of \( \mathbf{E} \):

\[ N \frac{\omega}{c_0} \mathbf{k} \times \mathbf{E} = \omega \mu_0 \mathbf{H} \quad \Rightarrow \quad H = \frac{N}{\eta_0} \mathbf{k} \times \mathbf{E} \quad (4.6.15) \]

where we used \( \eta_0 = c_0 \mu_0 \). Then, Ampère’s law gives:

\[ \mathbf{D} = -\frac{1}{\omega} \mathbf{k} \times \mathbf{H} = -\frac{1}{\omega} N \frac{\omega}{c_0} \mathbf{k} \times \mathbf{H} = \frac{N^2}{\eta_0 c_0} \mathbf{k} \times (\mathbf{E} \times \mathbf{k}) \quad \Rightarrow \quad \mathbf{k} \times (\mathbf{E} \times \mathbf{k}) = \frac{1}{c_0 N^2} \mathbf{D} \]

where we used \( c_0 \eta_0 = 1 / c_0 \). The quantity \( \mathbf{k} \times (\mathbf{E} \times \mathbf{k}) \) is recognized as the component of \( \mathbf{E} \) that is transverse to the propagation unit vector \( \mathbf{k} \). Using the BAC-CAB vector identity, we have \( \mathbf{k} \times (\mathbf{E} \times \mathbf{k}) = \mathbf{E} - \mathbf{k} (\mathbf{k} \cdot \mathbf{E}) \). Rearranging terms, we obtain:

\[ \mathbf{E} - \frac{1}{c_0 N^2} \mathbf{D} = \mathbf{k} (\mathbf{k} \cdot \mathbf{E}) \quad (4.6.16) \]

Because \( \mathbf{D} \) is linear in \( \mathbf{E} \), this is a homogeneous linear equation. Therefore, in order to have a nonzero solution, its determinant must be zero. This provides a condition from which \( N \) can be determined.

To obtain both the TE and TM solutions, we assume initially that \( \mathbf{E} \) has all its three components and rewrite Eq. (4.6.16) component-wise. Using Eq. (4.6.5) and noting that \( \mathbf{k} \cdot \mathbf{E} = E \sin \theta + E_z \cos \theta \), we obtain the homogeneous linear system:

\[ \left( 1 - \frac{n_3^2}{N^2} \right) E_x = (E \sin \theta + E_z \cos \theta) \sin \theta \]
\[ \left( 1 - \frac{n_3^2}{N^2} \right) E_y = 0 \]
\[ \left( 1 - \frac{n_1^2}{N^2} \right) E_z = (E \sin \theta + E_z \cos \theta) \cos \theta \quad (4.6.17) \]

The TE case has \( E_y \neq 0 \) and \( E_z = 0 \), whereas the TM case has \( E_x \neq 0, E_z \neq 0 \), and \( E_y = 0 \). Thus, the two cases decouple.

In the TE case, the second of Eqs. (4.6.17) immediately implies that \( N = n_3 \). Setting \( E = E_0 \mathbf{y} \) and using \( \mathbf{k} \times \mathbf{y} = -\mathbf{x} \sin \theta + \hat{z} \sin \theta \), we obtain the TE solution:
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\[ E(r) = E_0 e^{-jkr} \]

\[ H(r) = \frac{n_2}{\eta_0} E_0 (-i\hat{x} \cos \theta + \hat{z} \sin \theta) e^{-jkr} \]  \hspace{1cm} (TE) \hspace{1cm} (4.6.18)

where the TE propagation phase factor is:

\[ e^{-jkr} = e^{-jk_0 n_z (z \cos \theta + x \sin \theta)} \]  \hspace{1cm} (TE propagation factor) \hspace{1cm} (4.6.19)

The TM case requires a little more work. The linear system (4.6.17) becomes now:

\[ \begin{pmatrix} 1 - \frac{n_1^2}{N^2} & E_x = (E_x \sin \theta + E_z \cos \theta) \sin \theta \\ 1 - \frac{n_1^2}{N^2} & \frac{E_x}{E_z} = (E_x \sin \theta + E_z \cos \theta) \cos \theta \end{pmatrix} \]

Using the identity \( \sin^2 \theta + \cos^2 \theta = 1 \), we may rewrite Eq. (4.6.20) in the matrix form:

\[ \begin{pmatrix} \cos^2 \theta - \frac{n_1^2}{N^2} & -\sin \theta \cos \theta \\ -\sin \theta \cos \theta & \sin^2 \theta - \frac{n_1^2}{N^2} \end{pmatrix} \begin{pmatrix} E_x \\ E_z \end{pmatrix} = 0 \]

(4.6.21)

Setting the determinant of the coefficient matrix to zero, we obtain the desired conditions on \( N \) in order that a non-zero solution \( E_x, E_z \) exist:

\[ \left( \cos^2 \theta - \frac{n_1^2}{N^2} \right) \left( \sin^2 \theta - \frac{n_1^2}{N^2} \right) - \sin^2 \theta \cos^2 \theta = 0 \]

(4.6.22)

This can be solved for \( N^2 \) to give Eq. (4.6.9). From it, we may also derive the following relationship, which will prove useful in applying Snell’s law in birefringent media:

\[ N \cos \theta = \frac{n_1}{n_3} \sqrt{n_1^2 - N^2 \sin^2 \theta} = n_1 \left( 1 - \frac{N^2 \sin^2 \theta}{n_3^2} \right) \]  \hspace{1cm} (4.6.23)

The constant \( A \) can be expressed in terms of the total magnitude of the field \( E_0 = |E| = \sqrt{|E_x|^2 + |E_z|^2} \). Using the relationship (4.7.11), we find (assuming \( A > 0 \)):

\[ A = \frac{E_0}{\sqrt{n_1^2 + n_3^2 - N^2}} \]  \hspace{1cm} (4.6.25)

The magnetic field \( H \) can also be expressed in terms of the constant \( A \). We have:

\[ H = \frac{N}{\eta_0} \hat{k} \times E = \frac{N}{\eta_0} (\hat{x} \sin \theta + \hat{z} \cos \theta) \times (kE_x + \hat{z}E_z) \]

\[ = \frac{N}{\eta_0} \hat{y} (E_x \cos \theta - E_z \sin \theta) = \frac{N}{\eta_0} \hat{y} \sqrt{n_1^2 \cos^2 \theta + n_3^2 \sin^2 \theta} \]  \hspace{1cm} (4.6.26)

where we used Eq. (4.7.10). In summary, the complete TM solution is:

\[ E(r) = E_0 \frac{N}{\sqrt{n_1^2 + n_3^2 - N^2}} \left( \frac{\hat{x} n_3}{n_1} \cos \theta + \frac{\hat{z} n_1}{n_3} \sin \theta \right) e^{-jkr} \]

\[ H(r) = \frac{E_0}{\eta_0} \frac{n_1 n_3}{\sqrt{n_1^2 + n_3^2 - N^2}} \hat{y} e^{-jkr} \]  \hspace{1cm} (TM) \hspace{1cm} (4.6.27)

where the TM propagation phase factor is:

\[ e^{-jkr} = e^{-jk_0 n_z (z \cos \theta + x \sin \theta)} \]  \hspace{1cm} (TM propagation factor) \hspace{1cm} (4.6.28)

The solution has been put in a form that exhibits the proper limits at \( \theta = 0^\circ \) and \( 90^\circ \). It agrees with Eq. (4.6.3) in the isotropic case. The angle that \( E \) forms with the x-axis in Fig. 4.6.2 is given by \( \tan \hat{\theta} = -E_z/E_x \) and agrees with Eq. (4.6.13).

Next, we derive expressions for the Poynting vector and energy densities. It turns out—as is common in propagation and waveguide problems—that the magnetic energy density is equal to the electric one. Using Eq. (4.6.27), we find:

\[ \mathbf{P} = \frac{1}{2} \text{Re}(E \times H^*) = \frac{E_0^2}{2 \eta_0 n_1 n_3} \left( \frac{\hat{x} n_3}{n_1} \sin \theta + \frac{\hat{z} n_1}{n_3} \cos \theta \right) \]  \hspace{1cm} (4.6.29)

and for the electric, magnetic, and total energy densities:

\[ w_e = \frac{1}{2} \text{Re}(\mathbf{D} \cdot \mathbf{E}^*) = \frac{1}{4} \varepsilon_0 (n_1^2 |E_x|^2 + n_3^2 |E_z|^2) = \frac{1}{4} \varepsilon_0 E_0^2 \frac{n_1^2 n_3^2}{n_1^2 + n_3^2 - N^2} \]

\[ w_m = \frac{1}{2} \text{Re}(\mathbf{B} \cdot \mathbf{H}^*) = \frac{1}{4} \mu_0 |H_x|^2 = \frac{1}{4} \mu_0 B_0^2 \frac{n_1^2 n_3^2}{n_1^2 + n_3^2 - N^2} = w_e \]  \hspace{1cm} (4.6.30)

\[ w = w_e + w_m = 2w_e = \frac{1}{2} \varepsilon_0 E_0^2 \frac{n_1^2 n_3^2}{n_1^2 + n_3^2 - N^2} \]

The vector \( \mathbf{P} \) is orthogonal to \( E \) and its direction is \( \hat{\theta} \) given by Eq. (4.6.13), as can be verified by taking the ratio \( \tan \hat{\theta} = \mathbf{P}_x/\mathbf{P}_z \). The energy transport velocity is the ratio of the energy flux to the energy density—it agrees with the group velocity (4.6.12):

\[ \mathbf{v} = \frac{\mathbf{P}}{w} = c_0 \left( \frac{N}{n_1^2} \sin \theta + \frac{\hat{z} n_1}{n_3} \cos \theta \right) \]  \hspace{1cm} (4.6.31)
4.7 Problems

4.1 For the circular-polarization basis of Eq. (4.1.1), show

\[ E = \hat{e}_1. E_1 + \hat{e}_2. E_2 \Rightarrow \hat{z} \times E = j \hat{e}_3. E_1 - j \hat{e}_3. E_2 = \pm j E_z \]

4.2 Show the component-wise Maxwell equations, Eqs. (4.1.4) and (4.1.5), with respect to the linear and circular polarization bases.

4.3 Suppose that the two unit vectors \( \{\hat{x}, \hat{y}\} \) are rotated about the z-axis by an angle \( \phi \) resulting in \( \hat{x}' = \hat{x} \cos \phi + \hat{y} \sin \phi \) and \( \hat{y}' = \hat{y} \cos \phi - \hat{x} \sin \phi \). Show that the corresponding circular basis vectors \( \hat{e}_x = \hat{x} + j \hat{y} \) and \( \hat{e}_y = \hat{x} + j \hat{y}' \) change by the phase factors: \( \hat{e}_x' = e^{j\phi} \hat{e}_x \).

4.4 Consider a linearly birefringent 90° quarter-wave retarder. Show that the following input polarizations change into the indicated output ones:

\[ \begin{align*}
\hat{x} \pm j \hat{y} & \rightarrow \hat{x} \pm j \hat{y}' \\
\hat{x}' \pm j \hat{y} & \rightarrow \hat{x}' \pm j \hat{y}'
\end{align*} \]

What are the output polarizations if the same input polarizations go through a 180° half-wave retarder?

4.5 A polarizer lets through linearly polarized light in the direction of the unit vector \( \hat{e}_x = \hat{x} \cos \theta_p + \hat{y} \sin \theta_p \), as shown in Fig. 4.7.1. The output of the polarizer propagates in the \( z \) direction through a linearly birefringent retarder of length \( l \), with birefringent refractive indices \( n_1, n_2 \), and retardance \( \phi = (n_1 - n_2)kl \).

**Fig. 4.7.1** Polarizer-analyzer measurement of birefringence.

The output \( E(l) \) of the birefringent sample goes through an analyzing linear polarizer that lets through polarizations along the unit vector \( \hat{e}_a = \hat{x} \cos \theta_a + \hat{y} \sin \theta_a \). Show that the light intensity at the output of the analyzer is given by:

\[ I_a = |\hat{e}_a \cdot E(l)|^2 = |\cos \theta_a \cos \theta_p + e^{i\phi} \sin \theta_a \sin \theta_p|^2 \]

For a circularly birefringent sample that introduces a natural or Faraday rotation of \( \phi = (k, -k)l/2 \), show that the output light intensity will be:

\[ I_a = |\hat{e}_a \cdot E(l)|^2 = \cos^2(\theta_p - \theta_a - \phi) \]

For both the linear and circular cases, what are some convenient choices for \( \theta_a \) and \( \theta_p \)?

4.6 A linearly polarized wave with polarization direction at an angle \( \theta \) with the \( x \)-axis goes through a circularly birefringent retarder that introduces an optical rotation by the angle \( \phi = (k, -k)l/2 \). Show that the input and output polarization directions will be:

\[ \hat{x} \cos \theta + \hat{y} \sin \theta \rightarrow \hat{x} \cos (\theta - \phi) + \hat{y} \sin (\theta - \phi) \]

4.7 Show that an arbitrary polarization vector can be expressed as follows with respect to a linear basis \( \{\hat{x}', \hat{y}'\} \) and its rotated version \( \{\hat{x}'\', \hat{y}'\''\} \):

\[ E = A \hat{x} + B \hat{y} = A' \hat{x}' + B' \hat{y}' \]

where the new coefficients and the new basis vectors are related to the old ones by a rotation by an angle \( \phi \):

\[ \begin{bmatrix} A' \\ B' \end{bmatrix} = \begin{bmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{bmatrix} \begin{bmatrix} A \\ B \end{bmatrix}, \quad \begin{bmatrix} \hat{x}' \\ \hat{y}' \end{bmatrix} = \begin{bmatrix} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{bmatrix} \begin{bmatrix} \hat{x} \\ \hat{y} \end{bmatrix} \]

4.8 Show that the source-free Maxwell’s equations (4.1.2) for a chiral medium characterized by (4.3.1), may be cast in the matrix form, where \( k = \omega \sqrt{\mu \epsilon} \), \( \eta = \sqrt{\mu / \epsilon} \), and \( a = \chi / \sqrt{\mu \epsilon} \):

\[ \nabla \times \begin{bmatrix} E \\ \eta H \end{bmatrix} = \frac{k^2}{\eta} \begin{bmatrix} 0 & -jk \\ jk & ka \end{bmatrix} \begin{bmatrix} E \\ \eta H \end{bmatrix} \]

Show that these may be decoupled by forming the “right” and “left” polarized fields:

\[ \nabla \times \begin{bmatrix} E \_R \\ \eta H \_R \end{bmatrix} = \frac{k_+}{\eta} \begin{bmatrix} 0 \\ jk+ \end{bmatrix} \frac{k_+}{\eta} \begin{bmatrix} E \_R \\ \eta H \_R \end{bmatrix} \]

where \( k_\pm = k(1 \pm a) \). Using these results, show that the possible plane-wave solutions propagating in the direction of a unit-vector \( \hat{k} \) are given by:

\[ E(r) = E_0(\hat{p} - j\hat{s}) e^{-i k_\_r} \quad \text{and} \quad E(r) = E_0(\hat{p} + j\hat{s}) e^{-i k_\+ r} \]

where \( k_\pm = k(1 \pm a) \) and \( (\hat{p}, \hat{s}, \hat{k}) \) form a right-handed system of unit vectors, such as \( \{\hat{x}', \hat{y}', \hat{z}'\} \) of Fig. 2.10.1. Determine expressions for the corresponding magnetic fields. What freedom do we have in selecting \( (\hat{p}, \hat{s}) \) for a given direction \( \hat{k} \)?

4.9 Using Maxwell’s equations (4.1.2), show the following Poynting-vector relationships for an arbitrary source-free medium:

\[ \nabla \cdot (E \times H^*) = j \omega (D^* \cdot E - B \cdot H^*) \]

\[ \nabla \cdot \text{Re}(E \times H^*) = -\omega \text{Im}(D^* \cdot E + B^* \cdot H) \]

Explain why a lossless medium must satisfy the condition \( \nabla \cdot \text{Re}(E \times H^*) = 0 \). Show that this condition requires that the energy function \( w = (D^* \cdot E + B \cdot H^*)/2 \) be real-valued.

For a lossless chiral medium characterized by (4.3.1), show that the parameters \( \epsilon, \mu, \chi \) are required to be real. Moreover, show that the positivity of the energy function \( w > 0 \) requires that \( |\chi| < \sqrt{\mu \epsilon} \), as well as \( \epsilon > 0 \) and \( \mu > 0 \).
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4.10 In a chiral medium, at $z = 0$ we lauch the fields $E_{Rx}(0)$ and $E_{Lz}(0)$, which propagate by a distance $l$, get reflected, and come back to the starting point. Assume that at the point of reversal the fields remain unchanged, that is, $E_{Rx}(l) = E_{Lz}(l)$ and $E_{Lz}(l) = E_{Rx}(l)$. Using the propagation results (4.3.5) and (4.3.9), show that fields returned back at $z = 0$ will be:

$$E_{Rx}(0) = E_{Lz}(l)e^{-jkz} = E_{Rx}(0)e^{-jkz}$$
$$E_{Lz}(0) = E_{Rx}(l)e^{-jkz} = E_{Lz}(0)e^{-jkz}$$

Show that the overall natural rotation angle will be zero. For a gyrotropic medium, show that the corresponding countrip field will be:

$$E_{Rx}(0) = E_{Lz}(l)e^{-jkz} = E_{Rx}(0)e^{-jkz}$$
$$E_{Lz}(0) = E_{Rx}(l)e^{-jkz} = E_{Lz}(0)e^{-jkz}$$

Show that the total Faraday rotation angle will be $2\phi = (k_z - k_\perp)l$.

4.11 Show that the $x, y$ components of the gyroelectric and gyromagnetic constitutive relationships (4.4.1) and (4.4.2) may be written in the compact forms:

$$D_T = \epsilon_1 E_T - j\epsilon_2 \hat{z} \times E_T \quad \text{(gyroelectric)}$$
$$B_T = \mu_1 H_T - j\mu_2 \hat{z} \times H_T \quad \text{(gyromagnetic)}$$

where the subscript $T$ indicates the transverse (with respect to $z$) part of a vector, for example, $D_T = \hat{x}D_x + \hat{y}D_y$.

4.12 Conductors and plasmas exhibit gyroelectric behavior when they are in the presence of an external magnetic field. The equation of motion of conduction electrons in a constant magnetic field is $m\dot{v} = e(E + v \times B) - m\alpha v$, with the collisional damping term included. The magnetic field is in the $z$-direction, $\hat{B} = \hat{z}B_0$.

Assuming $e^{int}$ time dependence and decomposing all vectors in the circular basis (4.1.1), for example, $v = \hat{e}_v, \hat{e}_v + \hat{e}_v, \hat{e}_v - \hat{e}_v, \hat{v}_z$, show that the solution of the equation of motion is:

$$v_z = \frac{e}{m} \frac{E_z}{\alpha + \omega - \omega_B} \quad \quad v_x = \frac{e}{m} \frac{E_x}{\alpha + \omega + \omega_B}$$

where $\omega_B = eB_0/m$ is the cyclotron frequency. Then, show that the $D - E$ constitutive relationship takes the form of Eq. (4.4.1) with:

$$\epsilon_s = \epsilon_s + \epsilon_s = \epsilon_0 \left[ 1 - \frac{j\omega_B^2}{\omega(\alpha + j\omega + \omega_B)} \right], \quad \epsilon_3 = \epsilon_0 \left[ 1 - \frac{j\omega_B^2}{\omega(\alpha + j\omega - \omega_B)} \right]$$

where $\omega_B^2 = N\epsilon^2/\rho e$ is the plasma frequency and $N$, the number of conduction electrons per unit volume. (See Problem 1.10 for some helpful hints.)

4.13 If the magnetic field $H_{0z} = \hat{z}H_0 + H_{0z}$ is applied to a magnetizable sample, the induced magnetic moment per unit volume (the magnetization) will have the form $M_{sat} = \hat{z}M_0 + M_{0z}$, where $\hat{z}M_0$ is the saturation magnetization due to $\hat{z}H_0$ acting alone. The phenomenological governing $M_{sat}$, including a so-called Landau-Lifshitz damping term, are given by [750]:

$$\frac{dM_{sat}}{dt} = y(M_{sat} \times H_{0z}) - \alpha M_0 H_0 M_{sat} \times (M_{sat} \times H_{0z})$$

where $\gamma$ is the gyromagnetic ratio and $\tau = 1/\alpha$, a relaxation time constant. Assuming that $|H| \ll H_0$ and $|M| \ll M_0$, show that the linearized version of this equation obtained by keeping only first order terms in $H$ and $M$ is:

$$j\omega M = \omega_M (\hat{z} \times H) - \omega_H (\hat{z} \times M) - \alpha \hat{z} \times [(M - \chi_0 H) \times \hat{z}]$$

where $\omega_M = yM_0, \omega_H = yH_0$, and $\chi_0 = M_0/H_0$. Working in the circular basis (4.1.1), show that the solution of this equation is:

$$M_\perp = \chi_0 \left[ \frac{\alpha z - j\omega_H}{2} \right] H \quad \quad M_\parallel = \chi_\perp H \quad \quad M_\perp = 0$$

Writing $B = \mu_0 (H + M)$, show that the permeability matrix has the gyromagnetic form of Eq. (4.4.2) with $\mu_1 \pm \mu_2 = \mu_3 = \mu_0 (1 + \chi_\perp)$ and $\mu_3 = \mu_0$. Show that the real and imaginary parts of $\mu_1$ are given by [750]:

$$\text{Re}(\mu_1) = \mu_0 + \frac{\mu_0 \chi_0}{2} \left[ \frac{\alpha^2 + \omega_H (\omega + \omega_H)}{\alpha^2 + (\omega + \omega_H)^2} + \frac{\alpha^2 - \omega_H (\omega - \omega_H)}{\alpha^2 + (\omega - \omega_H)^2} \right]$$

$$\text{Im}(\mu_1) = -\frac{\mu_0 \chi_0}{2} \left[ \frac{\alpha \omega}{\alpha^2 + (\omega + \omega_H)^2} + \frac{\alpha \omega}{\alpha^2 + (\omega - \omega_H)^2} \right]$$

Derive similar expressions for $\text{Re}(\mu_2)$ and $\text{Im}(\mu_2)$.

4.14 A uniform plane wave, $E^{\perp}\perp k$ and $H^{\perp}\perp k$, is propagating in the direction of the unit vector $\hat{k} = \hat{z} \times \hat{z} \times \hat{z} \times \hat{z}$ shown in Fig. 2.10.1 in a gyroelectric medium with constitutive relationships (4.4.1).

Show that Eqs. (4.6.14)-(4.6.16) remain valid provided we define the effective refractive index $N$ through the wavevector $k = k_0 k$, where $k = \omega k_0, k_0 = \omega / \sqrt{\epsilon_0 \mu_0}$.

Working in the circular-polarization basis (4.1.1), that is, $E = \hat{e}_v E_v + \hat{e}_v E_v + \hat{e}_v E_v$, where $E_v = (E_x + jE_y)/2$, show that Eq. (4.6.16) leads to the homogeneous system:

$$\begin{bmatrix}
1 - \frac{1}{2} \sin^2 \theta - \epsilon_1 \epsilon_0 N^2 \\
- \frac{1}{2} \sin^2 \theta - \frac{1}{2} \epsilon_0 N^2 \\
- \frac{1}{2} \sin^2 \theta - \epsilon_0 N^2 \\
0 - \frac{1}{2} \sin^2 \theta - \frac{1}{2} \epsilon_0 N^2 \\
- \frac{1}{2} \sin^2 \theta - \epsilon_0 N^2 \\
- \frac{1}{2} \sin^2 \theta - \epsilon_0 N^2
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix}
= 0$$

(4.7.1)

where $\epsilon_+ = \epsilon_1 \pm \epsilon_2$. Alternatively, show that in the linear-polarization basis:

$$\begin{bmatrix}
\epsilon_1 - \epsilon_0 N^2 \cos^2 \theta & j\epsilon_2 & \epsilon_0 N^2 \sin^2 \theta \\
-j\epsilon_2 & \epsilon_1 - \epsilon_0 N^2 & 0 \\
\epsilon_0 N^2 \sin^2 \theta & 0 & \epsilon_1 - \epsilon_0 N^2 \sin^2 \theta
\end{bmatrix}
\begin{bmatrix}
E_x \\
E_y \\
E_z
\end{bmatrix}
= 0$$

(4.7.2)

For either basis, setting the determinant of the coefficient matrix to zero, show that a non-zero $E$ solution exists provided that $N^2$ is one of the two solutions of:

$$\tan^2 \theta = \frac{\epsilon_1 - \epsilon_2 (\epsilon_0 N^2 - \epsilon_2)}{\epsilon_2 - \epsilon_0 N^2}$$

$$\epsilon_1 = \epsilon_2 (\epsilon_0 N^2 - \epsilon_2)$$

where $\epsilon_\perp = \epsilon_1 \epsilon_2 / (\epsilon_1 - \epsilon_2)$. (4.7.3)

Show that the two solutions for $N^2$ are:

$$N^2 = \left( \epsilon_1^2 - \epsilon_2^2 (\epsilon_1 - \epsilon_2) \sin^2 \theta + 2\epsilon_1 \epsilon_2 \epsilon_\perp \sin^2 \theta + 4\epsilon_1^2 \epsilon_\perp \cos^2 \theta \right) / (2\epsilon_0 \epsilon_\perp \sin^2 \theta + \epsilon_1 \epsilon_2 \cos^2 \theta)$$

(4.7.4)
4.7 Problems

For the special case $\mathbf{k} = \mathbf{Z}$ ($\theta = 0^\circ$), show that the two possible solutions of Eq. (4.7.1) are:

\[ \epsilon_0 N^2 = \epsilon_+ , \quad k = k_+ = \omega \sqrt{\epsilon_+ / \epsilon_0} , \quad E_+ \neq 0 , \quad E_- = 0 , \quad E_z = 0 \]
\[ \epsilon_0 N^2 = \epsilon_- , \quad k = k_- = \omega \sqrt{\epsilon_- / \epsilon_0} , \quad E_- \neq 0 , \quad E_+ = 0 \]

For the case $\mathbf{k} = \mathbf{x}$ ($\theta = 90^\circ$), show that:

\[ \epsilon_0 N^2 = \epsilon_3 , \quad k = k_3 = \omega \sqrt{\epsilon_3 / \epsilon_0} , \quad E_- = 0 , \quad E_+ = 0 , \quad E_z \neq 0 \]
\[ \epsilon_0 N^2 = \epsilon_+ , \quad k = k_+ = \omega \sqrt{\epsilon_+ / \epsilon_0} , \quad E_+ \neq 0 , \quad E_- = \epsilon_+ / \epsilon_0 E_-, \quad E_z = 0 \]

For each of the above four special solutions, derive the corresponding magnetic fields $\mathbf{H}$. Justify the four values of $N^2$ on the basis of Eq. (4.7.3). Discuss the polarization properties of the four cases. For the "extraordinary" wave $k = k_e$, show that $D_k = 0$ and $E_1 / E_2 = -j \epsilon_2 / \epsilon_1$, Eq. (4.7.4) and the results of Problem 4.14 lead to the so-called Appleton-Hartree equations for describing plasma waves in a magnetic field [737-741].

4.15 A uniform plane wave, $E^{-j k \cdot x}$ and $E^{-j k \cdot y}$, is propagating in the direction of the unit vector $\mathbf{k} = \mathbf{Z} = \mathbf{Z} \cos \theta + \mathbf{Z} \sin \theta$ shown in Fig. 2.10.1 in a gyromagnetic medium with constitutive relationships (4.4.2). Using Maxwell’s equations, show that:

\[ k \times \mathbf{E} = \omega \mathbf{B} , \quad \mathbf{k} \cdot \mathbf{B} = 0 , \quad k \times \mathbf{H} = -\omega \epsilon \mathbf{E} , \quad \mathbf{k} \cdot \mathbf{E} = 0 \implies \mathbf{H} - \frac{1}{\mu_0 N^2} \mathbf{B} = \mathbf{k} (\mathbf{k} \cdot \mathbf{H}) \quad (4.7.5) \]

where the effective refractive index $N$ is defined through the wavevector $k = k \mathbf{k}$, where $k = N k_0, k_0 = \omega / \sqrt{\mu_0 \epsilon_0}$. Working in the circular polarization basis $H = \mathbf{e}_1 H_1 + \mathbf{e}_2 H_2$, where $H = (H_1 \pm j H_2) / 2$, show that Eq. (4.7.5) leads to the homogeneous system:

\[
\begin{bmatrix}
-1 + \frac{1}{2} \sin^2 \theta - \frac{1}{2} \sin \theta \cos \theta & -1 + \frac{1}{2} \sin^2 \theta & -1 + \frac{1}{2} \sin \theta \cos \theta \\
-\frac{1}{2} \sin \theta \cos \theta & -1 + \frac{1}{2} \sin^2 \theta - \frac{1}{2} \sin \theta \cos \theta & -1 + \frac{1}{2} \sin \theta \cos \theta \\
-\frac{1}{2} \sin \theta \cos \theta & -\frac{1}{2} \sin \theta \cos \theta & -\frac{1}{2} \sin \theta \cos \theta
\end{bmatrix}
\begin{bmatrix}
H_1 \\
H_2 \\
H_z
\end{bmatrix}
= 0 \quad (4.7.6)
\]

where $\mu_+ = \mu_1 \pm \mu_2$. Alternatively, show that in the linear-polarization basis:

\[
\begin{bmatrix}
\mu_1 - \mu_0 N^2 \sin^2 \theta & \mu_2 & \mu_0 N^2 \sin \theta \cos \theta \\
-\mu_2 & \mu_1 - \mu_0 N^2 & 0 \\
\mu_0 N^2 \sin \theta \cos \theta & 0 & \mu_3 - \mu_0 N^2 \sin^2 \theta
\end{bmatrix}
\begin{bmatrix}
H_x \\
H_y \\
H_z
\end{bmatrix}
= 0 \quad (4.7.7)
\]

For either basis, setting the determinant of the coefficient matrix to zero, show that a non-zero $E$ solution exists provided that $N^2$ is one of the two solutions of:

\[
\tan^2 \theta = \frac{\mu_1}{\mu_2} \left( \frac{\mu_0 N^2 - \mu_+}{\mu_1} \right) \frac{\mu_0 N^2 - \mu_-}{\mu_1} , \quad \text{where} \quad \mu_+ = \frac{2 \mu_1 \mu_2}{\mu_1 + \mu_2} = \frac{\mu_1^2 - \mu_2^2}{\mu_1} \quad (4.7.8)
\]

Show that the two solutions for $N^2$ are:

\[ N^2 = \frac{(\mu_1^2 - \mu_2^2 - \mu_0 N^2) \sin^2 \theta + 2 \mu_1 \mu_2 \pm \sqrt{(\mu_1^2 - \mu_2^2 - \mu_0 N^2)^2 \sin^2 \theta + 4 \mu_1^2 \mu_2^2 \cos^2 \theta}}{2 \mu_1 \mu_2 (\mu_1 \sin^2 \theta + \mu_2 \cos^2 \theta)} \]

For the special case $\theta = 0^\circ$, show that the two possible solutions of Eq. (4.7.6) are:

\[ \mu_0 N^2 = \mu_+ , \quad k = k_+ = \omega \sqrt{\mu_+ / \mu_0} , \quad H_1 \neq 0 , \quad H_2 = 0 \]
\[ \mu_0 N^2 = \mu_- , \quad k = k_1 = \omega \sqrt{\mu_- / \mu_0} , \quad H_1 = 0 , \quad H_2 \neq 0 \]

For the special case $\theta = 90^\circ$, show that:

\[ \mu_0 N^2 = \mu_3 , \quad k = k_3 = \omega \sqrt{\mu_3 / \mu_0} , \quad H_1 = 0 , \quad H_2 = 0 \]

For each of the above four special solutions, derive the corresponding electric fields $\mathbf{E}$. Justify the four values of $N^2$ on the basis of Eq. (4.7.8). Discuss the polarization properties of the four cases. This problem is the dual of Problem 4.14.

4.16 Using Eq. (4.6.9) for the effective TM refractive index in a birefringent medium, show the following additional relationships:

\[ \frac{\sin^2 \theta}{N_1^2} + \frac{\cos^2 \theta}{N_2^2} = 1 \quad (4.7.9) \]
\[ \frac{n_1^2 \cos^2 \theta + n_1^2 \sin^2 \theta}{N_1^2} = \frac{n_1^2 n_3^2}{N_2^2} \quad (4.7.10) \]
\[ \frac{n_1^2 n_3^2 \sin^2 \theta + n_2^2 \cos^2 \theta}{N_1^2} = \frac{n_1^2 + n_3^2 - N_2^2}{N_1^2} \quad (4.7.11) \]
\[ \cos^2 \theta - \frac{n_1^2}{N_1^2} \sin^2 \theta , \quad \sin^2 \theta - \frac{n_1^2}{N_1^2} \cos^2 \theta \quad (4.7.12) \]

Using these relationships, show that the homogeneous linear system (4.6.20) can be simplified into the form:

\[ E_z \frac{n_1}{n_3} \sin \theta = -E_x \frac{n_1}{n_1} \cos \theta , \quad E_x \frac{n_1}{n_1} \cos \theta = -E_z \frac{n_1}{n_3} \sin \theta \]
5. Reflection and Transmission

5.1 Propagation Matrices

In this chapter, we consider uniform plane waves incident normally on material interfaces. Using the boundary conditions for the fields, we will relate the forward-backward fields on one side of the interface to those on the other side, expressing the relationship in terms of a 2×2 matching matrix.

If there are several interfaces, we will propagate our forward-backward fields from one interface to the next with the help of a 2×2 propagation matrix. The combination of a matching and a propagation matrix relating the fields across different interfaces will be referred to as a transfer or transition matrix.

We begin by discussing propagation matrices. Consider an electric field that is linearly polarized in the x-direction and propagating along the z-direction in a lossless (homogeneous and isotropic) dielectric. Setting \( E(z) = \hat{x} E_x(z) = \hat{x} E(z) \) and \( H(z) = \hat{y} H_x(z) = \hat{y} H(z) \), we have from Eq. (2.2.6):

\[
E(z) = E_0 e^{-j k z} + E_0 e^{j k z} = E_+ (z) + E_- (z)
\]

\[
H(z) = \frac{1}{\eta} [E_0 e^{-j k z} - E_0 e^{j k z}] = \frac{1}{\eta} [E_+ (z) - E_- (z)]
\]

where the corresponding forward and backward electric fields at position \( z \) are:

\[
E_+ (z) = E_0 e^{-j k z}
\]

\[
E_- (z) = E_0 e^{j k z}
\]

We can also express the fields \( E_x (z) \) in terms of \( E(z), H(z) \). Adding and subtracting the two equations (5.1.1), we find:

\[
E_+ (z) = \frac{1}{2} [E(z) + \eta H(z)]
\]

\[
E_- (z) = \frac{1}{2} [E(z) - \eta H(z)]
\]

Eqs. (5.1.1) and (5.1.3) can also be written in the convenient matrix forms:

\[
\begin{bmatrix}
E
H
\end{bmatrix} = \begin{bmatrix}
1 & 1
\eta^{-1} & -1^{-1}
\end{bmatrix} \begin{bmatrix}
E_+
E_-
\end{bmatrix},
\]

\[
\begin{bmatrix}
E_+
E_-
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
1 & \eta
1 & -\eta
\end{bmatrix} \begin{bmatrix}
E
H
\end{bmatrix}
\]

Two useful quantities in interface problems are the wave impedance at \( z \):

\[
Z(z) = \frac{E(z)}{H(z)}
\]

(5.1.5)

and the reflection coefficient at position \( z \):

\[
\Gamma(z) = \frac{E_-(z)}{E_+(z)}
\]

(5.1.6)

Using Eq. (5.1.3), we have:

\[
\Gamma = \frac{E_0 e^{-j k z}}{E_0 e^{j k z}} = \frac{E_0 e^{-j k z}}{E_0 e^{j k z}} = \frac{E_0 e^{-j k z}}{E_0 e^{j k z}} = \frac{1 + E_-}{1 - E_+}
\]

\[
\eta Z = \frac{Z - \eta}{Z + \eta}
\]

Similarly, using Eq. (5.1.1) we find:

\[
Z = \frac{E_0 e^{-j k z}}{E_0 e^{j k z}} = \frac{E_0 e^{-j k z}}{E_0 e^{j k z}} = \frac{1 + E_-}{1 - E_+}
\]

Thus, we have the relationships:

\[
Z(z) = \eta Z(0) \frac{1 + \Gamma(z)}{1 - \Gamma(z)} \quad \Rightarrow \quad \Gamma(z) = \frac{Z(z) - \eta}{Z(z) + \eta}
\]

(5.1.7)

Using Eq. (5.1.2), we find:

\[
\Gamma(z) = \frac{E_-(z)}{E_+(z)} = \frac{E_0 e^{-j k z}}{E_0 e^{j k z}} = \Gamma(0) e^{j k z}
\]

where \( \Gamma(0) = E_- / E_+ \) is the reflection coefficient at \( z = 0 \). Thus,

\[
\Gamma(z) = \Gamma(0) e^{j k z} \quad \text{(propagation of \( \Gamma \))}
\]

(5.1.8)

Applying (5.1.7) at \( z = 0 \), we have:

\[
\frac{Z(z) - \eta}{Z(z) + \eta} = \frac{Z(0) - \eta}{Z(0) + \eta}
\]

This may be solved for \( Z(z) \) in terms of \( Z(0) \), giving after some algebra:

\[
Z(z) = \frac{\eta Z(0) - j \eta \tan k z}{\eta - j Z(0) \tan k z} \quad \text{(propagation of \( Z \))}
\]

(5.1.9)
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5.1. Propagation Matrices

The reason for introducing so many field quantities is that the three quantities \{E(z), H(z), \Gamma(z)\} have simple propagation properties, whereas \{E(z), E(z), H(z)\} do not. On the other hand, \{E(z), H(z), Z(z)\} match simply across interfaces, whereas \{E(z), E(z), \Gamma(z)\} do not.

Eqs. (5.1.1) and (5.1.2) relate the field quantities at location \(z\) to the quantities at \(z = 0\). In matching problems, it proves more convenient to be able to relate these quantities at two arbitrary locations.

Fig. 5.1.1 depicts the quantities \{E(z), H(z), E_+(z), H_+(z), \Gamma(z)\} at the two locations \(z_1\) and \(z_2\) separated by a distance \(l = z_2 - z_1\). Using Eq. (5.1.2), we have for the forward field at these two positions:

\[
E_+ = E_0 e^{-jklz} = E_0 e^{-jklz_1}, \quad E_+ = E_0 e^{-jklz} = E_0 e^{-jklz_2}
\]

And similarly, \(E_- = E_0 e^{-jklz} = E_0 e^{-jklz_1}\). Thus,

\[
E_+ = e^{jklz}E_+, \quad E_+ = e^{-jklz}E_-
\]

and in matrix form:

\[
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix} =
\begin{bmatrix}
e^{jkl} & 0 \\
0 & e^{-jkl}
\end{bmatrix}
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix}
\]

or

\[
E_+ = \Gamma e^{jklz}E_+, \quad E_+ = \Gamma e^{-jklz}E_-
\]

(5.1.10)

(5.1.11)

We will refer to this as the propagation matrix for the forward and backward fields. It follows that the reflection coefficients will be related by:

\[
\Gamma_1 = \frac{E_+}{E_+} = \frac{E_+ e^{-jklz}}{E_+ e^{-jklz}} = \Gamma e^{-jklz}, \quad \text{or,}
\]

\[
\Gamma = \Gamma e^{-jklz}
\]

(5.1.12)

(5.1.13)

Using the matrix relationships (5.1.4) and (5.1.11), we may also express the total electric and magnetic fields \(E_1, H_1\) at position \(z_1\) in terms of \(E_2, H_2\) at position \(z_2\):

\[
\begin{bmatrix}
E_1 \\
H_1
\end{bmatrix} =
\begin{bmatrix}
1 & 1 \\
\eta^{-1} & -\eta^{-1}
\end{bmatrix}
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix} =
\begin{bmatrix}
1 & 1 \\
\eta^{-1} & -\eta^{-1}
\end{bmatrix}
\begin{bmatrix}
e^{jkl} & 0 \\
0 & e^{-jkl}
\end{bmatrix}
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix}
\]

\[
= \frac{1}{2}
\begin{bmatrix}
1 & 1 \\
\eta^{-1} & -\eta^{-1}
\end{bmatrix}
\begin{bmatrix}
e^{jkl} & 0 \\
0 & e^{-jkl}
\end{bmatrix}
\begin{bmatrix}
1 & \eta \\
1 & 1 - \eta
\end{bmatrix}
\begin{bmatrix}
E_2 \\
H_2
\end{bmatrix}
\]

(5.1.14)

(5.1.15)

which gives after some algebra:

\[
\begin{bmatrix}
E_1 \\
H_1
\end{bmatrix} =
\begin{bmatrix}
cos \delta & jn \sin \delta \\
jn^{-1} \sin \delta & \cos \delta
\end{bmatrix}
\begin{bmatrix}
E_2 \\
H_2
\end{bmatrix}
\]

(propagation matrix)

5. Reflection and Transmission

Writing \(\eta = \eta_n n\), where \(n\) is the refractive index of the propagation medium, Eq. (5.1.13) can be written in the following form, which is useful in analyzing multilayer structures and is common in the thin-film literature [632, 634, 638, 649]:

\[
\begin{bmatrix}
E_1 \\
H_1
\end{bmatrix} =
\begin{bmatrix}
\cos \delta & jn \eta \sin \delta \\
jn^{-1} \eta \sin \delta & \cos \delta
\end{bmatrix}
\begin{bmatrix}
E_2 \\
H_2
\end{bmatrix}
\]

(propagation matrix)

where \(\delta\) is the propagation phase constant, \(\delta = kl = k_0 n l = 2 \pi (n l) / \lambda_0\), and \(n l\) the optical length. Eqs. (5.1.13) and (5.1.15) imply for the propagation of the wave impedance:

\[
Z_1 = \frac{E_1}{H_1} = \frac{E_2 \cos kl + jn \eta \sin kl}{H_2 \eta \cos kl + jE_2 \eta \sin kl}
\]

which gives:

\[
Z_1 = \eta Z_2 \cos kl + jn \eta \sin kl
\]

(impedance propagation)

which gives:

\[
Z_1 = \eta Z_2 + jn \eta \tan kl
\]

(impedance propagation)

A useful way of expressing \(Z_1\) in terms of the reflection coefficient \(\Gamma_2\). Using (5.1.7) and (5.1.12), we have:

\[
Z_1 = \eta \frac{1 + \Gamma_1}{1 + \Gamma_2} = \eta \frac{1 + \Gamma_2 e^{-jkl}}{1 + \Gamma_2 e^{-jkl}}
\]

or,

\[
Z_1 = \eta \frac{1 + \Gamma_2 e^{-jkl}}{1 + \Gamma_2 e^{-jkl}}
\]

(5.1.16)

(5.1.17)

We mention finally two special propagation cases: the half-wavelength and the quarter-wavelength cases. When the propagation distance is \(l = \lambda/2\), or any integral multiple thereof, the wave impedance and reflection coefficient remain unchanged. Indeed, we have in this case \(kl = 2n l / \lambda = 2 \pi n / 2 = \pi\) and \(2 kl = 2 \pi\). It follows from Eq. (5.1.12) that \(\Gamma_1 = \Gamma_2\) and hence \(Z_1 = Z_2\).

If on the other hand \(l = \lambda/4\), or any odd integral multiple thereof, then \(kl = 2n l / 4 = \pi/2\) and \(2 kl = \pi\). The reflection coefficient changes sign and the wave impedance inverts:

\[
\Gamma_1 = \Gamma_2 e^{-jkl} = \Gamma_2 e^{-j \pi} = -\Gamma_2 \Rightarrow Z_1 = \eta \frac{1 + \Gamma_1}{1 - \Gamma_1} = \eta \frac{1 - \Gamma_2}{1 + \Gamma_2} = \eta \frac{1}{Z_2 / \eta} = \eta^2 Z_2
\]
Thus, we have in the two cases:

\[
\begin{align*}
\sin \theta &= \frac{Z_1}{Z_2}, & \Gamma_1 &= \Gamma_2 \\
\sin \theta &= \frac{\eta^2}{Z_2}, & \Gamma_1 &= -\Gamma_2
\end{align*}
\]

(5.1.18)

5.2 Matching Matrices

Next, we discuss the matching conditions across dielectric interfaces. We consider a planar interface (taken to be the xy-plane at some location z) separating two dielectric/conducting media with (possibly complex-valued) characteristic impedances \( \eta, \eta' \), as shown in Fig. 5.2.1.

\[
\begin{array}{c|c|c}
\eta & \eta' & \eta \\
E_+ & E'_+ & E_+ = \tau E_+
\end{array}
\begin{array}{c|c|c}
\eta & \eta' & \eta \\
E_- & E'_- & E_- = \rho E_+
\end{array}
\begin{array}{c|c|c}
\rho, \tau & \rho', \tau' & \rho, \tau
\end{array}
\begin{array}{c|c|c}
\rho, \tau & \rho', \tau' & \rho, \tau
\end{array}
\]

Fig. 5.2.1 Fields across an interface.

Because the normally incident fields are tangential to the interface plane, the boundary conditions require that the total electric and magnetic fields be continuous across the two sides of the interface:

\[
\begin{align*}
E &= E' \\
H &= H'
\end{align*}
\]

(continuity across interface)

(5.2.1)

In terms of the forward and backward electric fields, Eq. (5.2.1) reads:

\[
E_+ + E_- = E'_+ + E'_-
\]

(5.2.2)

Eq. (5.2.2) may be written in a matrix form relating the fields \( E \) on the left of the interface to the fields \( E' \) on the right:

\[
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix}
= \frac{1}{\tau}
\begin{bmatrix}
\rho & 1 \\
1 & \rho
\end{bmatrix}
\begin{bmatrix}
E'_+ \\
E'_-
\end{bmatrix}
\]

(matching matrix)

(5.2.3)

and inversely:

\[
\begin{bmatrix}
E'_+ \\
E'_-
\end{bmatrix}
= \frac{1}{\tau'}
\begin{bmatrix}
1 & \rho' \\
\rho & 1
\end{bmatrix}
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix}
\]

(matching matrix)

(5.2.4)

where \( \{\rho, \tau\} \) and \( \{\rho', \tau'\} \) are the elementary reflection and transmission coefficients from the left and from the right of the interface, defined in terms of \( \eta, \eta' \) as follows:

\[
\rho = \frac{\eta' - \eta}{\eta' + \eta}, \quad \tau = \frac{2\eta'}{\eta' + \eta}
\]

(5.2.5)

\[
\rho' = \frac{\eta - \eta'}{\eta + \eta'}, \quad \tau' = \frac{2\eta}{\eta + \eta'}
\]

(5.2.6)

Writing \( \eta = \eta_0/n \) and \( \eta' = \eta_0/n' \), we have in terms of the refractive indices:

\[
\rho = \frac{n - n'}{n + n'}, \quad \tau = \frac{2n}{n + n'}
\]

(5.2.7)

These are also called the Fresnel coefficients. We note various useful relationships:

\[
\tau = 1 + \rho, \quad \tau' = 1 + \rho' = 1 - \rho, \quad \tau \tau' = 1 - \rho^2
\]

(5.2.8)

In summary, the total electric and magnetic fields \( E, H \) match simply across the interface, whereas the forward/backward fields \( E_s \) are related by the matching matrices of Eqs. (5.2.3) and (5.2.4). An immediate consequence of Eq. (5.2.1) is that the wave impedance is continuous across the interface:

\[
Z = \frac{E}{H} = \frac{E'}{H'} = Z'
\]

On the other hand, the corresponding reflection coefficients \( \Gamma = E_+/E_s \) and \( \Gamma' = E'_+/E'_s \) match in a more complicated way. Using Eq. (5.1.7) and the continuity of the wave impedance, we have:

\[
\eta \frac{1 + \Gamma}{1 - \Gamma} = Z = Z' = \eta' \frac{1 + \Gamma'}{1 - \Gamma'}
\]

which can be solved to get:

\[
\Gamma = \frac{\rho + \Gamma'}{1 + \rho \Gamma'} \quad \text{and} \quad \Gamma' = \frac{\rho' + \Gamma}{1 + \rho' \Gamma}
\]

The same relationship follows also from Eq. (5.2.3):

\[
\begin{align*}
\Gamma & = \frac{E_-}{E_+} \\
\Gamma' & = \frac{E'_-}{E'_+}
\end{align*}
\]

(5.2.9)
To summarize, we have the matching conditions for \( Z \) and \( \Gamma \):

\[
Z = Z' \quad \Leftrightarrow \quad \Gamma = \frac{\rho + \Gamma'}{1 + \rho \Gamma'} \quad \Leftrightarrow \quad \Gamma' = \frac{\rho' + \Gamma}{1 + \rho' \Gamma}
\] (5.2.9)

Two special cases, illustrated in Fig. 5.2.1, are when there is only an incident wave on the interface from the left, so that \( E'_- = 0 \), and when the incident wave is only from the right, so that \( E_+ = 0 \). In the first case, we have \( \Gamma = E'_+ / E'_- = 0 \), which implies \( Z' = \eta'(1 + \Gamma') / (1 - \Gamma') = \eta' \). The matching conditions give then:

\[
Z = Z' = \eta', \quad \Gamma = \frac{\rho + \Gamma'}{1 + \rho' \Gamma'} = \rho
\]

The matching matrix (5.2.3) implies in this case:

\[
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix} = \frac{1}{\tau} \begin{bmatrix}
1 & \rho \\
\rho & 1
\end{bmatrix} \begin{bmatrix}
E'_+ \\
E'_-
\end{bmatrix}
\]

Expressing the reflected and transmitted fields \( E_-, E'_+ \) in terms of the incident field \( E_+ \), we have:

\[
\begin{align*}
E_- &= \rho E_+ \\
E'_+ &= \tau E_+
\end{align*}
\] (5.2.10)

This justifies the terms reflection and transmission coefficients for \( \rho \) and \( \tau \). In the right-incident case, the condition \( E_+ = 0 \) implies for Eq. (5.2.4):

\[
\begin{bmatrix}
E'_+ \\
E'_-
\end{bmatrix} = \frac{1}{\rho'} \begin{bmatrix}
1 & \rho' \\
\rho' & 1
\end{bmatrix} \begin{bmatrix}
0 \\
E_-
\end{bmatrix} = \frac{1}{\rho'} \begin{bmatrix}
\rho' E_-
\\
E_-
\end{bmatrix}
\]

These can be rewritten in the form:

\[
\begin{align*}
E'_+ &= \rho' E_- \\
E'_- &= \tau' E_-
\end{align*}
\] (5.2.11)

which relates the reflected and transmitted fields \( E'_+, E'_- \) to the incident field \( E_+ \). In this case \( \Gamma = E'_+ / E_+ = \infty \) and the third of Eqs. (5.2.9) gives \( \Gamma' = E'_+ / E'_- = 1/\rho' \), which is consistent with Eq. (5.2.11).

When there are incident fields from both sides, that is, \( E_+, E'_+ \), we may invoke the linearity of Maxwell’s equations and add the two right-hand sides of Eqs. (5.2.10) and (5.2.11) to obtain the outgoing fields \( E'_+, E'_- \) in terms of the incident ones:

\[
\begin{align*}
E'_+ &= \tau E_+ + \rho' E_- \\
E'_- &= \rho E_+ + \tau' E_-
\end{align*}
\] (5.2.12)

This gives the scattering matrix relating the outgoing fields to the incoming ones:

\[
\begin{bmatrix}
E'_+ \\
E'_-
\end{bmatrix} = \begin{bmatrix}
\tau & \rho' \\
\rho & \tau'
\end{bmatrix} \begin{bmatrix}
E_+ \\
E_-
\end{bmatrix}
\] (scattering matrix) (5.2.13)

Using the relationships Eq. (5.2.8), it is easily verified that Eq. (5.2.13) is equivalent to the matching matrix equations (5.2.3) and (5.2.4).
5.3. Reflected and Transmitted Power

\[ P_{\text{ref}} = |\rho|^2, \quad P_{\text{tr}} = 1 - |\rho|^2 = \text{Re}\left(\frac{\rho}{\eta}\right)|\tau|^2 = \text{Re}\left(\frac{\rho^*}{\eta}\right)|\tau|^2 \]  \hspace{1cm} (5.3.4)

If both dielectrics are lossless, then \(\rho, \tau\) are real-valued. In this case, if there are incident waves from both sides of the interface, it is straightforward to show that the net power moving towards the \(z\)-direction is the same at either side of the interface:

\[ P = \frac{1}{2\eta} (|E_+|^2 - |E_-|^2) = \frac{1}{2\eta} (|E'_+|^2 - |E'_-|^2) = P' \]  \hspace{1cm} (5.3.5)

This follows from the matrix identity satisfied by the matching matrix of Eq. (5.2.3):

\[ \frac{1}{\tau^2} \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix} = \frac{\eta}{\eta'} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \]  \hspace{1cm} (5.3.6)

If \(\rho, \tau\) are real, then we have with the help of this identity and Eq. (5.2.3):

\[ P = \frac{1}{2\eta} (|E_+|^2 - |E_-|^2) = \frac{1}{2\eta} [E_+^*, E_+^*] \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} E_+ \\ E_- \end{bmatrix} = \frac{1}{2\eta} \left[ \begin{bmatrix} \rho^* \\ 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} \rho \\ 1 \end{bmatrix} \begin{bmatrix} E_+ \\ E_- \end{bmatrix} \right] = \frac{1}{2\eta} \left[ (|E'_+|^2 - |E'_-|^2) = P' \right] \]

Example 5.3.1: Glasses have a refractive index of the order of \(n = 1.5\) and dielectric constant \(\epsilon = n^2\varepsilon_0 = 2.25\varepsilon_0\). Calculate the percentages of reflected and transmitted powers for visible light incident on a planar glass interface from air.

Solution: The characteristic impedance of glass will be \(\eta = \eta_0/n\). Therefore, the reflection and transmission coefficients can be expressed directly in terms of \(n\), as follows:

\[ \rho = \frac{\eta - \eta_0}{\eta + \eta_0} = \frac{n^{-1} - 1}{n^{-1} + 1} = 1 - \frac{n}{1 + n}, \quad \tau = 1 + \rho = \frac{2}{1 + n} \]

For \(n = 1.5\), we find \(\rho = -0.2\) and \(\tau = 0.8\). It follows that the power reflection and transmission coefficients will be

\[ |\rho|^2 = 0.04, \quad 1 - |\rho|^2 = 0.96 \]

That is, 4% of the incident power is reflected and 96% transmitted. \(\square\)

Example 5.3.2: A uniform plane wave of frequency \(f\) is normally incident from air onto a thick conducting sheet with conductivity \(\sigma\), and \(\epsilon = \varepsilon_0, \mu = \mu_0\). Show that the proportion of power transmitted into the conductor (and then dissipated into heat) is given approximately by

\[ \frac{P_{\text{tr}}}{P_{\text{in}}} = \frac{4R_s}{\eta_0} = \sqrt{\frac{8\omega\varepsilon_0}{\sigma}} \]

Calculate this quantity for \(f = 1\) GHz and copper \(\sigma = 5.8 \times 10^7\) Siemens/m.

5. Reflection and Transmission

Solution: For a good conductor, we have \(\sqrt{\omega\varepsilon_0/\sigma} \ll 1\). It follows from Eq. (2.8.4) that \(R_s/\eta_0 = \sqrt{\omega\varepsilon_0/2\sigma} \ll 1\). From Eq. (2.8.2), the conductor’s characteristic impedance is \(\eta_c = R_s(1 + j)\). Thus, the quantity \(\eta_c/\eta_0 = (1 + j)R_s/\eta_0\) is also small. The reflection and transmission coefficients \(\rho, \tau\) can be expressed to first-order in the quantity \(\eta_c/\eta_0\) as follows:

\[ \tau = \frac{2\eta_c}{\eta_c + \eta_0} \approx \frac{2\eta_c}{\eta_0} = \frac{2R_s}{\eta_0}, \quad \rho = \tau - 1 = 1 - 1 + \frac{2\eta_c}{\eta_0} \]

Similarly, the power transmission coefficient can be approximated as

\[ 1 - |\rho|^2 = 1 - (1 - 1)^2 = 1 - 1 - |\tau|^2 + 2\text{Re}(\tau) = 2\text{Re}(\tau) = 2\frac{2\text{Re}(\eta_c)}{\eta_0} = 4\frac{R_s}{\eta_0} \]

where we neglected \(|\tau|^2\) as it is second order in \(\eta_c/\eta_0\). For copper at 1 GHz, we have \(\sqrt{\omega\varepsilon_0/2\sigma} = 2.19 \times 10^{-5}\), which gives \(R_s = \eta_0\sqrt{\omega\varepsilon_0/2\sigma} = 377 \times 2.19 \times 10^{-5} = 0.0082\). It follows that \(1 - |\rho|^2 = 4R_s/\eta_0 = 8.76 \times 10^{-3}\). This represents only a small power loss of \(8.76 \times 10^{-3}\) percent and the sheet acts as very good mirror at microwave frequencies.

On the other hand, at optical frequencies, e.g., \(f = 600\) THz corresponding to green light with \(\lambda = 500\) nm, the exact equations (2.6.5) yield the value for the characteristic impedance of the sheet \(\eta_c = 6.3924 + 6.3888i\) and the reflection coefficient \(\rho = -0.9601 + 0.0328i\). The corresponding power loss is \(1 - |\rho|^2 = 0.065\), or 6.5 percent. Thus, metallic mirrors are fairly lossy at optical frequencies. \(\square\)

Example 5.3.3: A uniform plane wave of frequency \(f\) is normally incident from air onto a thick conductor with conductivity \(\sigma\), and \(\epsilon = \varepsilon_0, \mu = \mu_0\). Determine the reflected and transmitted electric and magnetic fields to first-order in \(\eta_c/\eta_0\) and in the limit of a perfect conductor (\(\eta_c = 0\)).

Solution: Using the approximations for \(\rho\) and \(\tau\) of the previous example and Eq. (5.2.10), we have for the reflected, transmitted, and total electric fields at the interface:

\[ E_+ = \rho E_+ = \left(1 - \frac{2\eta_c}{\eta_0}\right) E_+ \]

\[ E'_+ = \tau E_+ = \frac{2\eta_c}{\eta_0} E_+ \]

\[ E = E_+ + E'_+ = \frac{2\eta_c}{\eta_0} E_+ = E'_+ = E' \]

For a perfect conductor, we have \(\sigma \rightarrow \infty\) and \(\eta_c/\eta_0 \rightarrow 0\). The corresponding total tangential electric field becomes zero \(E = E' = 0\), and \(\rho = -1, \tau = 0\). For the magnetic fields, we need to develop similar first-order approximations. The incident magnetic field intensity is \(H_s = E'/\eta_0\). The reflected field becomes to first order:

\[ H_r = -\frac{1}{\eta_0} E_+ = -\frac{1}{\eta_0} \rho E_+ = -\rho H_s = \left(1 - \frac{2\eta_c}{\eta_0}\right) H_s \]

Similarly, the transmitted field is
5.4 Single Dielectric Slab

Multiple interface problems can be handled in a straightforward way with the help of the matching and propagation matrices. For example, Fig. 5.4.1 shows a two-interface problem with a dielectric slab $\eta_1$ separating the semi-infinite media $\eta_a$ and $\eta_b$.

![Fig. 5.4.1 Single dielectric slab.](image)

Let $l_1$ be the width of the slab, $k_1 = \omega/c_1$ the propagation wavenumber, and $\lambda_1 = 2\pi/k_1$ the corresponding wavelength within the slab. We have $\lambda_1 = \lambda_0/n_1$, where $\lambda_0$ is the free-space wavelength and $n_1$ the refractive index of the slab. We assume the incident field is from the left medium $\eta_a$, and thus, in medium $\eta_b$ there is only a forward wave.

Let $\rho_1, \rho_2$ be the elementary reflection coefficients from the left sides of the two interfaces, and let $\tau_1, \tau_2$ be the corresponding transmission coefficients:

$$\rho_1 = \frac{\eta_1 - \eta_a}{\eta_1 + \eta_a}, \quad \rho_2 = \frac{\eta_b - \eta_1}{\eta_b + \eta_1}, \quad \tau_1 = 1 + \rho_1, \quad \tau_2 = 1 + \rho_2 \quad (5.4.1)$$

To determine the reflection coefficient $\Gamma_1$ into medium $\eta_a$, we apply Eq. (5.2.9) to relate $\Gamma_1$ to the reflection coefficient $\Gamma_1'$ at the right-side of the first interface. Then, we propagate to the left of the second interface with Eq. (5.1.12) to get:

$$\Gamma_1 = \frac{\rho_1 + 1}{\rho_1} \Gamma_1' = \frac{\rho_1 + \Gamma_2 e^{-2jk_1l_1}}{1 + \rho_1 \Gamma_2} \quad (5.4.2)$$

At the second interface, we apply Eq. (5.2.9) again to relate $\Gamma_2$ to $\Gamma_2'$. Because there are no backward-moving waves in medium $\eta_b$, we have $\Gamma_2' = 0$. Thus,

$$\Gamma_2 = \frac{\rho_2 + \Gamma_2'}{1 + \rho_2} = \rho_2 \quad (5.4.3)$$

This expression can be thought of as function of frequency. Assuming a lossless medium $\eta_1$, we have $2k_1l_1 = \omega(2l_1/c_1) = \omega T$, where $T = 2l_1/c_1 = 2(\eta_1 l_1)/c_0$ is the two-way travel time delay through medium $\eta_1$. Thus, we can write:

$$\Gamma_1(\omega) = \frac{\rho_1 + \rho_2 e^{-2jk_1l_1}}{1 + \rho_1 \rho_2 e^{-2jk_1l_1}} \quad (5.4.4)$$

This can also be expressed as a z-transform. Denoting the two-way travel time delay in the z-domain by $z^{-1} = e^{-j\omega T} = e^{-2jk_1l_1}$, we may rewrite Eq. (5.4.4) as the first-order digital filter transfer function:

$$\Gamma_1(z) = \frac{\rho_1 + \rho_2 z^{-1}}{1 + \rho_1 \rho_2 z^{-1}} \quad (5.4.5)$$

An alternative way to derive Eq. (5.4.3) is working with wave impedances, which are continuous across interfaces. The wave impedance at interface-2 is $Z_2 = Z_2'$, but $Z_2' = \eta_b$ because there is no backward wave in medium $\eta_b$. Thus, $Z_2 = \eta_b$. Using the propagation equation for impedances, we find:

$$Z_1 = Z_1' = \eta_1 + j\eta_1 \tan k_1l_1 = \eta_1 + j\eta_1 \tan k_1l_1 \quad (5.4.6)$$

Inserting this into $\Gamma_1 = (Z_1 - \eta_a)/(Z_1 + \eta_a)$ gives Eq. (5.4.3). Working with wave impedances is always more convenient if the interfaces are positioned at half- or quarter-wavelength spacings.
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If we wish to determine the overall transmission response into medium \( \eta_b \), that is, the quantity \( T = E_{2+}/E_{1+} \), then we must work with the matrix formulation. Starting at the left interface and successively applying the matching and propagation matrices, we obtain:

\[
\begin{bmatrix}
E_{1+} \\
E_{1-}
\end{bmatrix} = \frac{1}{\tau_1} \begin{bmatrix}
1 & \rho_1 \\
1 & 1
\end{bmatrix} \begin{bmatrix}
E'_{1+} \\
E'_{1-}
\end{bmatrix} = \frac{1}{\tau_1} \begin{bmatrix}
1 & \rho_1 \\
1 & 1
\end{bmatrix} \begin{bmatrix}
e^{jk_1l_1} & 0 \\
0 & e^{-jk_1l_1}
\end{bmatrix} \begin{bmatrix}
E_{2+} \\
E_{2-}
\end{bmatrix}
\]

where we set \( E'_{2-} = 0 \) by assumption. Multiplying the matrix factors out, we obtain:

\[
E_{1+} = \frac{e^{jk_1l_1}}{\tau_1\tau_2} (1 + \rho_1 \rho_2 e^{-2jk_1l_1}) E'_{2+},
\]

\[
E_{1-} = \frac{e^{jk_1l_1}}{\tau_1\tau_2} (\rho_1 + \rho_2 e^{-2jk_1l_1}) E'_{2+}.
\]

These may be solved for the reflection and transmission responses:

\[
\begin{align*}
\Gamma_1 &= \frac{E_{1-}}{E_{1+}} = \frac{\rho_1 + \rho_2 e^{-2jk_1l_1}}{1 + \rho_1 \rho_2 e^{-2jk_1l_1}} \\
\mathcal{T} &= \frac{E'_{2+}}{E_{1+}} = \frac{\tau_1 \tau_2 e^{jk_1l_1}}{1 + \rho_1 \rho_2 e^{-2jk_1l_1}}.
\end{align*}
\] (5.4.6)

The transmission response has an overall delay factor of \( e^{-jk_1l_1} = e^{-j\omega T/2} \), representing the one-way travel time delay through medium \( \eta_1 \).

For convenience, we summarize the match-and-propagate equations relating the field quantities at the left of interface-1 to those at the left of interface-2. The forward and backward electric fields are related by the transfer matrix:

\[
\begin{bmatrix}
E_{1+} \\
E_{1-}
\end{bmatrix} = \frac{1}{\tau_1} \begin{bmatrix}
1 & \rho_1 \\
1 & 1
\end{bmatrix} \begin{bmatrix}
e^{jk_1l_1} & 0 \\
0 & e^{-jk_1l_1}
\end{bmatrix} \begin{bmatrix}
E_{2+} \\
E_{2-}
\end{bmatrix}
\] (5.4.7)

The reflection responses are related by Eq. (5.4.2):

\[
\Gamma_1 = \frac{\rho_1 + \Gamma_2 e^{-2jk_1l_1}}{1 + \rho_1 \Gamma_2 e^{-2jk_1l_1}}.
\] (5.4.8)

The total electric and magnetic fields at the two interfaces are continuous across the interfaces and are related by Eq. (5.1.13):

\[
\begin{bmatrix}
E_1 \\
H_1
\end{bmatrix} = \begin{bmatrix}
\cos k_1l_1 & j\eta_1 \sin k_1l_1 \\
\eta_1^{-1} \sin k_1l_1 & \cos k_1l_1
\end{bmatrix} \begin{bmatrix}
E_2 \\
H_2
\end{bmatrix}
\] (5.4.9)

Eqs. (5.4.7)-(5.4.9) are valid in general, regardless of what is to the right of the second interface. There could be a semi-infinite uniform medium or any combination of multiple slabs. These equations were simplified in the single-slab case because we assumed that there was a uniform medium to the right and that there were no backward-moving waves.

For lossless media, energy conservation states that the energy flux into medium \( \eta_1 \) must equal the energy flux out of it. It is equivalent to the following relationship between \( T \) and \( \mathcal{T} \), which can be proved using Eq. (5.4.6):

\[
\frac{1}{\eta_a} (1 - |\Gamma_1|^2) = \frac{1}{\eta_b} |T|^2
\] (5.4.10)

Thus, if we call \( |\Gamma_1|^2 \) the reflectance of the slab, representing the fraction of the incident power that gets reflected back into medium \( \eta_a \), then the quantity

\[
1 - |\Gamma_1|^2 = \frac{\eta_a}{\eta_b} |T|^2 = \frac{\eta_a}{\eta_b} |T|^2
\] (5.4.11)

will be the transmittance of the slab, representing the fraction of the incident power that gets transmitted through into the right medium \( \eta_b \). The presence of the factors \( \eta_a, \eta_b \) can be understood as follows:

\[
\frac{T_{\text{transmitted}}}{T_{\text{incident}}} = \frac{1}{2\eta_a} |E'_{2+}|^2 = \frac{1}{2\eta_a} |T|^2
\]

5.5 Reflectionless Slab

The zeros of the transfer function (5.4.5) correspond to a reflectionless interface. Such zeros can be realized exactly only in two special cases, that is, for slabs that have either half-wavelength or quarter-wavelength thickness. It is evident from Eq. (5.4.5) that a zero will occur if \( \rho_1 + \rho_2 e^{-\lambda_1 l_1} = 0 \), which gives the condition:

\[
\lambda_1 = \frac{-\pi}{k_1}, \quad m = \text{odd integer}
\]

or

\[
\lambda_1 = \frac{m\pi}{k_1}, \quad m = \text{even integer}
\]

The first case requires that \( 2k_1l_1 \) be an integral multiple of \( 2\pi \), that is, \( 2k_1l_1 = 2m\pi \), where \( m \) is an integer. This gives the half-wavelength condition \( l_1 = m\lambda_1/2 \), where \( \lambda_1 \) is the wavelength in medium-1. In addition, the condition \( \rho_2 = -\rho_1 \) requires that:

\[
\frac{\eta_b - \eta_1}{\eta_b + \eta_1} = \frac{\rho_2}{\rho_1} = -\rho_1 = \frac{\eta_a - \eta_1}{\eta_a + \eta_1} \quad \Leftrightarrow \quad \eta_a = \eta_b
\]

that is, the media to the left and right of the slab must be the same. The second possibility requires \( e^{jk_1l_1} = -1 \), or that \( 2k_1l_1 \) be an odd multiple of \( \pi \), that is, \( 2k_1l_1 = \pi \).
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$2m+1)\pi$, which translates into the *quarter-wavelength* condition $l_1 = (2m+1)\lambda_1/4$. Furthermore, the condition $\rho_2 = \rho_1$ requires:

$$\frac{\eta_a - \eta_1}{\eta_b + \eta_1} = \rho_2 = \rho_1 = \frac{\eta_1 - \eta_0}{\eta_1 + \eta_0} \iff \eta_1^2 = \eta_a\eta_b$$

To summarize, a reflectionless slab, $\Gamma_1 = 0$, can be realized only in the two cases:

- **half-wave**: $l_1 = m\frac{\lambda_1}{2}$, $\eta_1$ arbitrary, $\eta_a = \eta_b$ (5.5.2)
- **quarter-wave**: $l_1 = (2m+1)\frac{\lambda_1}{4}$, $\eta_1 = \sqrt{\eta_a\eta_b}$, $\eta_a, \eta_b$ arbitrary

An equivalent way of stating these conditions is to say that the optical length of the slab must be a half or quarter of the free-space wavelength $\lambda_0$. Indeed, if $n_1$ is the refractive index of the slab, then its optical length is $n_1 l_1$, and in the half-wavelength case we have $n_1 l_1 = n_1 m \lambda_1/2 = m\lambda_0/2$, where we used $\lambda_1 = \lambda_0/n_1$. Similarly, we have $n_1 l_1 = (2m+1)\lambda_0/4$ in the quarter-wavelength case. In terms of the refractive indices, Eq. (5.5.2) reads:

$$n_1 l_1 = m\frac{\lambda_0}{2}, \quad n_1 \text{ arbitrary, } \eta_a = \eta_b$$

$$n_1 l_1 = (2m+1)\frac{\lambda_0}{4}, \quad n_1 = \sqrt{\eta_a\eta_b}, \quad \eta_a, \eta_b \text{ arbitrary}$$

(5.5.3)

The reflectionless matching condition can also be derived by working with wave impedances. For half-wavelength spacing, we have from Eq. (5.1.18) $Z_1 = Z_2 = \eta_b$. The condition $\Gamma_1 = 0$ requires $Z_1 = \eta_a$, thus, matching occurs if $\eta_a = \eta_b$. Similarly, for the quarter-wavelength case, we have $Z_1 = \eta_1^2/Z_2 = \eta_1^2/\eta_b = \eta_a$.

We emphasize that the reflectionless response $\Gamma_1 = 0$ is obtained only at certain slab widths (half- or quarter-wavelength), or equivalently, at certain operating frequencies. These operating frequencies correspond to $\omega T = 2m\pi$, or, $\omega T = (2m+1)\pi$, that is, $\omega = 2m\pi/T = m\omega_0$, or, $\omega = (2m+1)\omega_0/2$, where we defined $\omega_0 = 2\pi/T$.

The dependence on $l_1$ or $\omega$ can be seen from Eq. (5.4.5). For the half-wavelength case, we substitute $\rho_2 = -\rho_1$ and for the quarter-wavelength case, $\rho_2 = \rho_1$. Then, the reflection transfer functions become:

$$\Gamma_1(z) = \frac{\rho_1(1-z^{-1})}{1-\rho_1^2z^{-1}}, \quad \text{(half-wave)}$$

$$\Gamma_1(z) = \frac{\rho_1(1+z^{-1})}{1+\rho_1^2z^{-1}}, \quad \text{(quarter-wave)}$$

(5.5.4)

where $Z = e^{2jkzh} = e^{j\omega T}$. The magnitude-square responses then take the form:

$$|\Gamma_1|^2 = \frac{2\rho_1^2(1-\cos(2kzh))}{1-2\rho_1^2\cos(2kzh) + \rho_1^4}, \quad \text{(half-wave)}$$

$$|\Gamma_1|^2 = \frac{2\rho_1^2(1+\cos(2kzh))}{1+2\rho_1^2\cos(2kzh) + \rho_1^4}, \quad \text{(quarter-wave)}$$

(5.5.5)

These expressions are periodic in $l_1$ with period $\lambda_1/2$, and periodic in $\omega$ with period $\omega_0 = 2\pi/T$. In DSP language, the slab acts as a digital filter with sampling frequency $\omega_0$. The maximum reflectivity occurs at $z = -1$ and $z = 1$ for the half- and quarter-wavelength cases. The maximum squared responses are in either case:

$$|\Gamma_1|^2_{\text{max}} = \frac{4\rho_1^2}{(1 + \rho_1^2)^2}$$

Fig. 5.5.1 shows the magnitude responses for the three values of the reflection coefficient: $|\rho_1| = 0.9, 0.7$, and $0.5$. The closer $\rho_1$ is to unity, the narrower are the reflectionless notches.

![Fig. 5.5.1 Reflection responses $|\Gamma(\omega)|^2$. (a) $|\rho_1| = 0.9$, (b) $|\rho_1| = 0.7$, (c) $|\rho_1| = 0.5$.](image)

It is evident from these figures that for the same value of $\rho_1$, the half- and quarter-wavelength cases have the same notch widths. A standard measure for the width is the $3$-dB width, which for the half-wavelength case is twice the $3$-dB frequency $\omega_3$, as shown in Fig. 5.5.1 for the case $|\rho_1| = 0.5$. The frequency $\omega_3$ is determined by the $3$-dB half-power condition:

$$|\Gamma_1(\omega_3)|^2 = \frac{1}{2} |\Gamma_1|^2_{\text{max}}$$

or, equivalently:

$$\frac{2\rho_1^2(1 - \cos \omega_3 T)}{1 - 2\rho_1^2 \cos \omega_3 T + \rho_1^4} = \frac{1}{2} \frac{4\rho_1^2}{(1 + \rho_1^2)^2}$$

Solving for the quantity $\cos \omega_3 T = \cos (\Delta \omega T/2)$, we find:

$$\cos \left( \frac{\Delta \omega T}{2} \right) = \frac{2\rho_1^2}{1 + \rho_1^2} \iff \tan \left( \frac{\Delta \omega T}{2} \right) = \frac{1 - \rho_1^2}{2}$$

(5.5.6)

If $\rho_1^2$ is very near unity, then $1 - \rho_1^2$ and $\Delta \omega$ become small, and we may use the approximation $\tan x \approx x$ to get:

$$\frac{\Delta \omega T}{4} \approx \frac{1 - \rho_1^2}{2}$$

$$\approx \frac{1 - \rho_1^2}{2}$$
5.5. Reflectionless Slab

which gives the approximation:

\[ \Delta \omega T = 2(1 - \rho^2) \]  \hspace{1cm} (5.5.7)

This is a standard approximation for digital filters relating the 3-dB width of a pole peak to the radius of the pole [49]. For any desired value of the bandwidth \( \Delta \omega \), Eq. (5.5.6) or (5.5.7) may be thought of as a design condition that determines \( \rho \).

Fig. 5.5.2 shows the corresponding transmittances \( 1 - |\Gamma_1(\omega)|^2 \) of the slabs. The transmission response acts as a periodic bandpass filter. This is the simplest example of a so-called Fabry-Perot interference filter or Fabry-Perot resonator. Such filters find application in the spectroscopic analysis of materials. We discuss them further in Chap. 6.

![Graph of transmittance](image)

Using Eq. (5.5.5), we may express the frequency response of the half-wavelength transmittance filter in the following equivalent forms:

\[ 1 - |\Gamma_1(\omega)|^2 = \frac{(1 - \rho^2)^2}{(1 + \rho^2)^2} \frac{1}{1 + \frac{1}{\mathcal{F}} \sin^2(\omega T/2)} \]  \hspace{1cm} (5.5.8)

where the \( \mathcal{F} \) is called the finesse in the Fabry-Perot context and is defined by:

\[ \mathcal{F} = \frac{4\rho^2}{(1 - \rho^2)^2} \]

The finesse is a measure of the peak width, with larger values of \( \mathcal{F} \) corresponding to narrower peaks. The connection of \( \mathcal{F} \) to the 3-dB width (5.5.6) is easily found to be:

\[ \tan\left(\frac{\Delta \omega T}{4}\right) = \frac{1 - \rho^2}{1 + \rho^2} = \frac{1}{\sqrt{1 + \mathcal{F}}} \]  \hspace{1cm} (5.5.9)

Quarter-wavelength slabs may be used to design anti-reflection coatings for lenses, so that all incident light on a lens gets through. Half-wavelength slabs, which require that the medium be the same on either side of the slab, may be used in designing radome domes (radomes) protecting microwave antennas, so that the radiated signal from the antenna goes through the radome wall without getting reflected back towards the antenna.

Example 5.5.1: Determine the reflection coefficients of half- and quarter-wave slabs that do not necessarily satisfy the impedance conditions of Eq. (5.5.2).

Solution: The reflection response is given in general by Eq. (5.4.6). For the half-wavelength case, we have \( e^{i\Delta \omega T} = 1 \) and we obtain:

\[ \Gamma_1 = \frac{\rho_1 + \rho_2}{1 + \rho_1 \rho_2} = \frac{\eta_1 - \eta_a + \eta_b \eta_a}{\eta_1 + \eta_a \eta_b + \eta_1} = \frac{\eta_b - \eta_a}{\eta_a + \eta_b} \]

This is the same as if the slab were absent. For this reason, half-wavelength slabs are sometimes referred to as absentee layers. Similarly, in the quarter-wavelength case, we have \( e^{i\Delta \omega T} = -1 \) and find:

\[ \Gamma_1 = \frac{\rho_1 - \rho_2}{1 - \rho_1 \rho_2} = \frac{\eta_1 - \eta_a \eta_b}{\eta_1 + \eta_a \eta_b} = \frac{n_a n_b - n_1^2}{n_a n_b + n_1^2} \]

The slab becomes reflectionless if the conditions (5.5.2) are satisfied. □

Example 5.5.2: Antireflection Coating. Determine the refractive index of a quarter-wave antireflection coating on a glass substrate with index 1.5.

Solution: From Eq. (5.5.3), we have with \( n_a = 1 \) and \( n_b = 1.5 \):

\[ n_1 = \sqrt{n_a n_b} = \sqrt{1.5} = 1.22 \]

The closest refractive index that can be obtained is that of cryolite \((Na_3AlF_6)\) with \( n_1 = 1.35 \) and magnesium fluoride \((MgF_2)\) with \( n_1 = 1.38 \). Magnesium fluoride is usually preferred because of its durability. Such a slab will have a reflection coefficient as given by the previous example:

\[ \Gamma_1 = \frac{n_a - n_1}{n_a + n_1} = \frac{1.5 - 1.38}{1.5 + 1.38} = -0.118 \]

with reflectance \( |\Gamma|^2 = 0.014 \), or 1.4 percent. This is to be compared to the 4 percent reflectance of uncoated glass that we determined in Example 5.3.1.

Fig. 5.5.3 shows the reflectance \( |\Gamma(\lambda)|^2 \) as a function of the free-space wavelength \( \lambda \). The reflectance remains less than one or two percent in the two cases, over almost the entire visible spectrum.

The slabs were designed to have quarter-wavelength thickness at \( \lambda_0 = 550 \) nm, that is, the optical length was \( n_1 \lambda_1 = \lambda_0/4 \), resulting in \( \lambda_1 = 112.71 \) nm and 99.64 nm in the two cases of \( n_1 = 1.22 \) and \( n_1 = 1.38 \). Such extremely thin dielectric films are fabricated by means of a thermal evaporation process [632,634].
where we used \( \rho_1 = (1 - n) / (1 + n) \). This explains why glass windows do not exhibit a frequency-selective behavior as predicted by Eq. (5.5.5). For \( n = 1.5 \), we find \( 1 - |T_1|^2 = 0.9231 \), that is, 92.31% of the incident light is transmitted through the plate.

The same expressions for the average reflectance and transmittance can be obtained by summing incoherently all the multiple reflections within the slab, that is, summing the multiple reflections of power instead of field amplitudes. The timing diagram for such multiple reflections is shown in Fig. 5.6.1.

Indeed, if we denote by \( p_r = \rho_1^2 \) and \( p_t = 1 - \rho_1^2 \), the power reflection and transmission coefficients, then the first reflection of power will be \( p_r \). The power transmitted through the left interface will be \( p_t \) and through the second interface \( p_t^2 \) (assuming the same medium to the right.) The reflected power at the second interface will be \( p_r p_t \) and will come back and transmit through the left interface giving \( p_t^2 p_r \).

Similarly, after a second round trip, the reflected power will be \( p_t^2 p_r^2 \), while the transmitted power to the right of the second interface will be \( p_t^2 p_t^2 \), and so on. Summing up all the reflected powers to the left and those transmitted to the right, we find:

\[
|T_1|^2 = p_r + p_r^2 p_t + p_r^3 p_t^2 + \cdots = p_r + p_r^2 p_t / (1 - p_t^2) = 2p_r / (1 + p_t)
\]

\[
1 - |T_1|^2 = p_t + p_t^2 p_r + p_t^2 p_t^2 + \cdots = p_t^2 / (1 - p_t) = 1 - p_r / (1 + p_t)
\]

where we used \( p_t = 1 - p_r \). These are equivalent to Eqs. (5.5.10).

**Example 5.5.4: Radaromes.** A radome protecting a microwave transmitter has \( \epsilon = 4\epsilon_0 \) and is designed as a half-wavelength reflectionless slab at the operating frequency of 10 GHz. Determine its thickness.

Next, suppose that the operating frequency is 1% off its nominal value of 10 GHz. Calculate the percentage of reflected power back towards the transmitting antenna.

Determine the operating bandwidth as that frequency interval about the 10 GHz operating frequency within which the reflected power remains at least 30 dB below the incident power.

**Solution:** The free-space wavelength is \( \lambda_0 = c_0 / f_0 = 30 \text{ GHz cm} / 10 \text{ GHz} = 3 \text{ cm} \). The refractive index of the slab is \( n = 2 \) and the wavelength inside it, \( \lambda_1 = \lambda_0 / n = 3 / 2 = 1.5 \) cm. Thus, the slab thickness will be the half-wavelength \( l = \lambda_1 / 2 = 0.75 \text{ cm} \), or any other integral multiple of this.

Assume now that the operating frequency is \( \omega = \omega_0 + \delta \omega \), where \( \omega_0 = 2\pi f_0 = 2\pi / T \). Denoting \( \delta = \delta \omega / \omega_0 \), we can write \( \omega = \omega_0 (1 + \delta) \). The numerical value of \( \delta \) is very small, \( \delta = 1% = 0.01 \). Therefore, we can do a first-order calculation in \( \delta \). The reflection coefficient \( \rho_1 \) and reflection response \( \Gamma_1 \) are:

\[
\rho_1 = \frac{\eta - \eta_0}{\eta + \eta_0} = 0.5 - \frac{1}{0.5 + 1} = \frac{1}{3}, \quad \Gamma_1(\omega) = \frac{\rho_1 (1 - z^{-1})}{1 - \rho_1 z^{-1}} = \rho_1 (1 - e^{-j\delta}) / (1 - \rho_1 e^{-j\delta})
\]

where we used \( \eta = \eta_0 / \eta_0 = \eta_0 / 2 \). Noting that \( \omega T = \omega_0 T (1 + \delta) = 2 \pi (1 + \delta) \), we can expand the delay exponential to first-order in \( \delta \):

\[
z^{-1} = e^{-j\omega T} = e^{-2\pi j(1+\delta)} = e^{-2\pi j} e^{-2\pi j\delta} = e^{-2\pi j\delta} \approx 1 - 2\pi j\delta
\]
Thus, the reflection response becomes to first-order in $\delta$:

$$
\Gamma_1 \approx \rho_i \left( \frac{1 - (1 - 2\pi j\delta)}{1 - \rho_i (1 - 2\pi j\delta)} \right) = \frac{\rho_i 2\pi n j\delta}{1 - \rho_i + \rho_i 2\pi n j\delta} \approx \rho_i 2\pi n j\delta
$$

where we replaced the denominator by its zeroth-order approximation because the numerator is already first-order in $\delta$. It follows that the power reflection response will be:

$$
|\Gamma_1|^2 = \frac{\rho_i^2 (2\pi n j\delta)^2}{(1 - \rho_i^2)^2}
$$

Evaluating this expression for $\delta = 0.01$ and $\rho_i = -1/3$, we find $|\Gamma|^2 = 0.00049$, or 0.049 percent of the incident power gets reflected. Next, we find the frequency about $\omega_0$ at which the reflected power is $A = 30$ dB below the incident power. Writing again, $\omega = \omega_0 + \delta \omega = \omega_0 (1 + \delta)$ and assuming $\delta$ is small, we have the condition:

$$
|\Gamma_1|^2 = \frac{\rho_i^2 (2\pi n j\delta)^2}{(1 - \rho_i^2)^2} = \frac{\rho_i^2 (2\pi n j\delta)^2}{(1 - \rho_i^2)^2} \Rightarrow \delta = \frac{\rho_i}{2m(\rho_i)} \frac{1}{10^{-A/20}}
$$

Evaluating this expression, we find $\delta = 0.0134$, or $\delta \omega = 0.0134 \omega_0$. The bandwidth will be twice that, $\Delta \omega = 2\Delta \omega = 0.0268 \omega_0$, or in Hz, $\Delta f = \omega_0 2\Delta \omega = 268$ MHz.

Example 5.5.5: Because of manufacturing imperfections, suppose that the actual constructed thickness of the above radome is 1% off the desired half-wavelength thickness. Determine the percentage of reflected power in this case.

Solution: This is essentially the same as the previous example. Indeed, the quantity $\theta = \omega T = 2k l_1 = 2\omega l_1/c_1$ can change either because of $\omega$ or because of $l_1$. A simultaneous infinitesimal change (about the nominal value $\theta_0 = \omega_0 T = 2\pi l_1$) will give:

$$
\delta \theta = 2(\Delta \omega) l_1/c_1 + 2\omega_0 (\delta l_1/c_1) = \delta \omega_0 = \delta \omega_0 + \frac{\delta l_1}{l_1}
$$

In the previous example, we varied $\omega$ while keeping $l_1$ constant. Here, we vary $l_1$, while keeping $\omega$ constant, so that $\delta = \delta l_1/l_1$. Thus, we have $\delta \theta = \delta \omega_0$. The corresponding delay factor becomes approximately $x^{-1} = e^{-j(\delta \omega_0)l_1/c_1} = 1 - j\delta \omega_0 l_1/c_1$. The resulting expression for the power reflection response is identical to the above and its numerical value is the same if $\delta = 0.01$.

Example 5.5.6: Because of weather conditions, suppose that the characteristic impedance of the medium outside the above radome is 1% off the impedance inside. Calculate the percentage of reflected power in this case.

Solution: Suppose that the outside impedance changes to $\eta_0 = \eta_0 + \delta \eta$. The wave impedance at the outer interface will be $Z_2 = \eta_0 + \delta \eta$. The wave impedance at the inner interface will be $Z_1 = Z_2 = \eta_0 + \delta \eta$. It follows that the reflection response will be:

$$
\Gamma_1 = \frac{Z_1 - \eta_0}{Z_1 + \eta_0} = \frac{\eta_0 + \delta \eta - \eta_0}{\eta_0 + \delta \eta + \eta_0} = \frac{\delta \eta}{2\eta_0 + \delta \eta} = \frac{\delta \eta}{2\eta_0}
$$

where we replaced the denominator by its zeroth-order approximation in $\delta \eta$. Evaluating at $\delta \eta/\eta_0 = 1\% = 0.01$, we find $\Gamma_1 = 0.005$, which leads to a reflected power of $|\Gamma_1|^2 = 2.5 \times 10^{-5}$, or 0.0025 percent.

5.6 Time-Domain Reflection Response

We conclude our discussion of the single slab by trying to understand its behavior in the time domain. The z-domain reflection transfer function of Eq. (5.4.5) incorporates the effect of all multiple reflections that are set up within the slab as the wave bounces back and forth at the left and right interfaces. Expanding Eq. (5.4.5) in a partial fraction expansion and then in power series in $z^{-1}$ gives:

$$
\Gamma_1(z) = \frac{\rho_1 + \rho_2 z^{-1}}{1 + \rho_1 \rho_2 z^{-1}} = \frac{1}{\rho_1} - \frac{(1 - \rho_1)}{\rho_1 + \rho_1 \rho_2 z^{-1}} = \rho_1 + \sum_{n=1}^{\infty} \left( (1 - \rho_1^2) (-\rho_1)^{n-1} \rho_2^n z^{-n} \right)
$$

Using the reflection coefficient from the right of the first interface, $\rho_1^* = -\rho_1$, and the transmission coefficients $\Gamma_1 = 1 + \rho_1$ and $\tau_1 = 1 + \rho_1$, we have $\Gamma_1 \tau_1 = 1 - \rho_1^2$. Then, the above power series can be written as a function of frequency in the form:

$$
\Gamma_1(\omega) = \rho_1 + \sum_{n=1}^{\infty} \Gamma_1 (\rho_1^*)^{n-1} \rho_2^n Z^{-n} = \rho_1 + \sum_{n=1}^{\infty} \tau_1 \Gamma_1 (\rho_1^*)^{n-1} \rho_2^n e^{-j\omega n T}
$$

where we set $z^{-1} = e^{-j\omega T}$. It follows that the time-domain reflection impulse response, that is, the inverse Fourier transform of $\Gamma_1(\omega)$, will be the sum of discrete impulses:

$$
\Gamma_1(t) = \rho_1 \delta(t) + \sum_{n=1}^{\infty} \tau_1 \Gamma_1 (\rho_1^*)^{n-1} \rho_2^n \delta(t - nT)
$$

This is the response of the slab to a forward-moving impulse striking the left interface at $t = 0$, that is, the response to the input $\Gamma_1(t) = \delta(t)$. The first term $\rho_1 \delta(t)$ is the impulse immediately reflected at $t = 0$ with the reflection coefficient $\rho_1$. The remaining terms represent the multiple reflections within the slab. Fig. 5.6.1 is a timing diagram that traces the reflected and transmitted impulses at the first and second interfaces.

![Fig. 5.6.1 Multiple reflections building up the reflection and transmission responses.](image-url)
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and causes a reflected wave whose amplitude is changed by the reflection coefficient \( \rho_2 \) into \( \tau_1\rho_2 \).

Thus, the pulse \( \tau_1\rho_2\delta(t - T/2) \) gets reflected backwards and will arrive at the left interface \( T/2 \) seconds later, that is, at time \( t = T \). A proportion \( \tau_1' \) of it will be transmitted through to the left, and a proportion \( \rho_1' \) will be re-reflected towards the right. Thus, at time \( t = T \), the transmitted pulse into the left medium will be \( \tau_1\tau_1\rho_2\delta(t - T) \), and the re-reflected pulse \( \tau_1\rho_1\rho_2\delta(t - T) \).

The re-reflected pulse will travel forward to the right interface, arriving there at time \( t = 3T/2 \) getting reflected backwards picking up a factor \( \rho_2 \). This will arrive at the left at time \( t = 2T \). The part transmitted to the left will be now \( \tau_1\tau_1\rho_2\rho_2\delta(t - 2T) \), and the part re-reflected to the right \( \tau_1\rho_1\rho_1\delta(t - 2T) \). And so on, after the nth round trip, the pulse transmitted to the left will be \( \tau_1\tau_1(\rho_1')^n\rho_2^2\delta(t - nT) \). The sum of all the reflected pulses will be \( \Gamma_1(t) \) of Eq. (5.6.1).

In a similar way, we can derive the overall transmission response to the right. It is seen in the figure that the transmitted pulse at time \( t = nT + (T/2) \) will be \( \tau_1\tau_2(\rho_1')^n\rho_2^2 \). Thus, the overall transmission impulse response will be:

\[
T(t) = \sum_{n=0}^{\infty} \tau_1\tau_2(\rho_1')^n\rho_2^2\delta(t - nT - T/2)
\]

It follows that its Fourier transform will be:

\[
T(\omega) = \sum_{n=0}^{\infty} \frac{\tau_1\tau_2(\rho_1')^n\rho_2^2 e^{-j\omega T}}{1 - \rho_1\rho_2 e^{-j\omega T}}
\]

which sums up to Eq. (5.6.2):

\[
T(\omega) = \frac{\tau_1\tau_2 e^{-j\omega T/2}}{1 - \rho_1\rho_2 e^{-j\omega T}}
\]

(5.6.2)

For an incident field \( E_{1+}(t) \) with arbitrary time dependence, the overall reflection response of the slab is obtained by convolving the impulse response \( \Gamma_1(t) \) with \( E_{1+}(t) \). This follows from the linear superposition of the reflection responses of all the frequency components of \( E_{1+}(t) \), that is,

\[
E_{1-}(t) = \int_{-\infty}^{\infty} \Gamma_1(\omega)E_{1+}(\omega) e^{j\omega t} \frac{d\omega}{2\pi}, \text{ where } E_{1+}(t) = \int_{-\infty}^{\infty} E_{1+}(\omega) e^{j\omega t} \frac{d\omega}{2\pi}
\]

Then, the convolution theorem of Fourier transforms implies that:

\[
E_{1-}(t) = \int_{-\infty}^{\infty} \Gamma_1(\omega)E_{1+}(\omega) e^{j\omega t} \frac{d\omega}{2\pi} = \int_{-\infty}^{\infty} \Gamma_1(t')E_{1+}(t - t') dt'
\]

(5.6.3)

Inserting (5.6.1), we find that the reflected wave arises from the multiple reflections of \( E_{1+}(t) \) as it travels and bounces back and forth between the two interfaces:

\[
E_{1-}(t) = \rho_1E_{1+}(t) + \sum_{n=1}^{\infty} \tau_1\tau_1' (\rho_1')^{n-1}\rho_2^2 E_{1+}(t - nT)
\]

(5.6.4)

For a causal waveform \( E_{1+}(t) \), the summation over \( n \) will be finite, such that at each time \( t \geq 0 \) only the terms that have \( t - nT \geq 0 \) will be present. In a similar fashion, we find for the overall transmitted response into medium \( \eta_a \):

\[
E_{2+}(t) = \int_{-\infty}^{\infty} T(t')E_{1+}(t - t') dt' = \sum_{n=0}^{\infty} \tau_1\tau_2(\rho_1')^n\rho_2^2 E_{1+}(t - nT - T/2)
\]

(5.6.5)

We will use similar techniques later on to determine the transient responses of transmission lines.

### 5.7 Two Dielectric Slabs

Next, we consider more than two interfaces. As we mentioned in the previous section, Eqs. (5.4.7)-(5.4.9) are general and can be applied to all successive interfaces. Fig. 5.7.1 shows three interfaces separating four media. The overall reflection response can be calculated by successive application of Eq. (5.4.8):

\[
\Gamma_1 = \frac{\rho_1 + \Gamma_2 e^{-2j\beta l_1}}{1 + \rho_1\Gamma_2 e^{-2j\beta l_1}}, \quad \Gamma_2 = \frac{\rho_2 + \Gamma_3 e^{-2j\beta l_2}}{1 + \rho_2\Gamma_3 e^{-2j\beta l_2}}
\]

Fig. 5.7.1 Two dielectric slabs.

If there is no backward-moving wave in the right-most medium, then \( \Gamma'_3 = 0 \), which implies \( \Gamma_3 = \rho_3 \). Substituting \( \Gamma_2 \) into \( \Gamma_1 \) and denoting \( z_1 = e^{2j\beta l_1} \), \( z_2 = e^{2j\beta l_2} \), we eventually find:

\[
\Gamma_1 = \frac{\rho_1 + \rho_2 Z_1^{-1} + \rho_1\rho_2 Z_1^{-2} + \rho_2 Z_1^{-1} Z_2^{-1}}{1 + \rho_1\rho_2 Z_1^{-1} + \rho_2 Z_1^{-2} + \rho_1\rho_2 Z_1^{-1} Z_2^{-1}}
\]

(5.7.1)

The reflection response \( \Gamma_1 \) can alternatively be determined from the knowledge of the wave impedance \( Z_1 = E_1/H_1 \) at interface-1:

\[
\Gamma_1 = \frac{Z_1 - \eta_a}{Z_1 + \eta_a}
\]
The fields $E_1, H_1$ are obtained by successively applying Eq. (5.4.9):

$$
\begin{bmatrix}
E_1 \\
H_1
\end{bmatrix} = \begin{bmatrix}
\cos k_1 l_1 & jn_1 \sin k_1 l_1 \\
\bar{n}_1 l_1 & \cos k_1 l_1
\end{bmatrix}
\begin{bmatrix}
E_2 \\
H_2
\end{bmatrix} = \begin{bmatrix}
\cos k_2 l_1 & jn_2 \sin k_2 l_2 \\
\bar{n}_2 l_2 & \cos k_2 l_1
\end{bmatrix}
\begin{bmatrix}
E_3 \\
H_3
\end{bmatrix}
$$

But at interface-3, $E_3 = E'_3 + E_3$, and $H_3 = Z_3^{-1} E_3 + \eta_b^{-1} E'_{3+}$, because $Z_3 = \eta_b$. Therefore, we can obtain the fields $E_1, H_1$ by the matrix multiplication:

$$
\begin{bmatrix}
E_1 \\
H_1
\end{bmatrix} = \begin{bmatrix}
\cos k_1 l_1 & jn_1 \sin k_1 l_1 \\
\bar{n}_1 l_1 & \cos k_1 l_1
\end{bmatrix}
\begin{bmatrix}
\cos k_2 l_1 & jn_2 \sin k_2 l_2 \\
\bar{n}_2 l_2 & \cos k_2 l_1
\end{bmatrix}
\begin{bmatrix}
1 \\
\eta_b^{-1}
\end{bmatrix}
\begin{bmatrix}
E'_{3+} \\
E_3
\end{bmatrix}
$$

Because $Z_3$ is the ratio of $E_1$ and $H_1$, the factor $E'_{3+}$ cancels out and can be set equal to unity.

**Example 5.7.1:** Determine $\Gamma_1$ if both slabs are quarter-wavelength slabs. Repeat if both slabs are half-wavelength and when one is half- and the other quarter-wavelength.

**Solution:** Because $l_1 = \lambda_1/4$ and $l_2 = \lambda_2/4$, we have $2k_1 l_1 = 2k_2 l_2 = \pi$, and it follows that $z_1 = z_2 = -1$. Then, Eq. (5.5.1) becomes:

$$
\Gamma_1 = \frac{\rho_1 - \rho_2 - \rho_1 \rho_3 \rho_2 + \rho_3}{1 - \rho_1 \rho_2 - \rho_2 \rho_3 + \rho_1 \rho_3}
$$

A simpler approach is to work with wave impedances. Using $Z_3 = \eta_b$, we have:

$$
Z_1 = \frac{\eta_1^z}{Z_2} = \frac{\eta_1^z}{\eta_2^z / Z_3} = \frac{\eta_1^z}{\eta_2^z} Z_1 = \frac{\eta_1^z}{\eta_2^z} \eta_b
$$

Inserting this into $\Gamma_1 = (Z_1 - \eta_a)/(Z_1 + \eta_a)$, we obtain:

$$
\Gamma_1 = \frac{\eta_1^z \eta_b - \eta_2^z \eta_a}{\eta_1^z \eta_b + \eta_2^z \eta_a}
$$

The two expressions for $\Gamma_1$ are equivalent. The input impedance $Z_1$ can also be obtained by matrix multiplication. Because $k_1 l_1 = k_2 l_2 = \pi/2$, we have $\cos k_1 l_1 = 0$ and $\sin k_1 l_1 = 1$, and the propagation matrices for $E_1, H_1$ take the simplified form:

$$
\begin{bmatrix}
E_1 \\
H_1
\end{bmatrix} = \begin{bmatrix}
0 & jn_1 \\
\bar{n}_1 & 0
\end{bmatrix}
\begin{bmatrix}
0 & jn_2 \\
\bar{n}_2 & 0
\end{bmatrix}
\begin{bmatrix}
1 \\
\eta_b^{-1}
\end{bmatrix}
\begin{bmatrix}
E'_{3+} \\
E_3
\end{bmatrix}
$$

The ratio $E_1/H_1$ gives the same answer for $Z_1$ as above. When both slabs are half-wavelength, the impedances propagate unchanged: $Z_1 = Z_2 = Z_3$, but $Z_1 = \eta_b$.

If $\eta_1$ is half- and $\eta_2$ quarter-wavelength, then $Z_1 = Z_2 = \eta_2^z / Z_3 = \eta_2^z / \eta_b$. And, if the quarter-wavelength is first and the half-wavelength second, $Z_1 = \eta_1^z / Z_2 = \eta_1^z / Z_2 = \eta_1^z / \eta_b$. The corresponding reflection coefficient $\Gamma_1$ is in the three cases:

$$
\Gamma_1 = \frac{\eta_b - \eta_a}{\eta_b + \eta_a}, \quad \Gamma_1 = \frac{\eta_2 - \eta_a \eta_b}{\eta_2 + \eta_a \eta_b}, \quad \Gamma_1 = \frac{\eta_1 - \eta_a \eta_b}{\eta_1 + \eta_a \eta_b}
$$

These expressions can also be derived by Eq. (5.5.1), or by the matrix method.

The frequency dependence of Eq. (5.7.1) arises through the factors $z_1, z_2$, which can be written in the forms: $z_1 = e^{j \omega T_1}$ and $z_2 = e^{j \omega T_2}$, where $T_1 = 2l_1/c_1$ and $T_2 = 2l_2/c_2$ are the two-way travel time delays through the two slabs.

A case of particular interest arises when the slabs are designed to have the equal travel-time delays so that $T_1 = T_2 = T$. Then, defining a common variable $z = z_1 = z_2 = e^{j \omega T}$, we can write the reflection response as a second-order digital filter transfer function:

$$
\Gamma_1(z) = \frac{\rho_1 + \rho_2 (1 + \rho_1 \rho_3) z^{-1} + \rho_3 z^{-2}}{1 + \rho_2 (1 + \rho_3) z^{-1} + \rho_1 \rho_3 z^{-2}}
$$

(5.7.2)

In the next chapter, we discuss further the properties of such higher-order reflection transfer functions arising from multilayer dielectric slabs.

### 5.8 Reflection by a Moving Boundary

Reflection and transmission by moving boundaries, such as reflection from a moving mirror, introduce Doppler shifts in the frequencies of the reflected and transmitted waves. Here, we look at the problem of normal incidence on a dielectric interface that is moving with constant velocity $v$ perpendicularly to the interface, that is, along the $z$-direction as shown in Fig. 5.8.1. Additional examples may be found in [474–492]. The case of oblique incidence is discussed in Sec. 7.12.

![Fig. 5.8.1](image-url) Reflection and transmission at a moving boundary.

The dielectric is assumed to be non-magnetic and lossless with permittivity $\epsilon$. The left medium is free space $\epsilon_0$. The electric field is assumed to be in the $x$-direction and thus, the magnetic field will be in the $y$-direction. We consider two coordinate frames, the fixed frame $S$ with coordinates $(t,x,y,z)$, and the moving frame $S'$ with $(t',x',y',z')$. The two sets of coordinates are related by the Lorentz transformation equations (K.1) of Appendix K.

We are interested in determining the Doppler-shifted frequencies of the reflected and transmitted waves, as well as the reflection and transmission coefficients as measured in the fixed frame $S$. 

---

*Note: The text above is a natural language representation of the provided page content and may not be an exact copy of the original.*
The procedure for solving this type of problem—originally suggested by Einstein in his 1905 special relativity paper [474]—is to solve the reflection and transmission problem in the moving frame S’ with respect to which the boundary is at rest, and then transform the results back to the fixed frame S using the Lorentz transformation properties. In the fixed frame S, the fields to the left and right of the interface will have the forms:

\[
\begin{align*}
\text{left} & : \quad E_x^L = E_x^I e^{i(\omega t - k_i z)} + E_x^R e^{i(\omega t + k_i z)}, \quad H_y^L = H_y^I e^{i(\omega t - k_i z)} - H_y^R e^{i(\omega t + k_i z)} \\
\text{right} & : \quad E_x^R = E_x^I e^{i(\omega t - k_i z)} + E_x^T e^{i(\omega t + k_i z)}, \quad H_y^R = H_y^I e^{i(\omega t - k_i z)} - H_y^T e^{i(\omega t + k_i z)}
\end{align*}
\]

(5.8.1)

where \( \omega_i, \omega_r, \omega_t \) and \( k_i, k_r, k_t \) are the frequencies and wavenumbers of the incident, reflected, and transmitted waves measured in S. Because of Lorentz invariance, the propagation phases remain unchanged in the frames S and S’, that is,

\[
\phi_i = \omega t - k_i z = \omega' t' - k_i' z' = \phi_i',
\]

\[
\phi_r = \omega r t + k_r z = \omega' t' + k_r' z' = \phi_i',
\]

\[
\phi_t = \omega_t t - k_t z = \omega' t' - k_t' z' = \phi_t'.
\]

(5.8.2)

In the frame S’ where the dielectric is at rest, all three frequencies are the same and set equal to \( \omega' \). This is a consequence of the usual tangential boundary conditions applied to the interface at rest. Note that \( \phi_r \) can be written as \( \phi_r = \omega_r t + (-k_r) z \) implying that the reflected wave is propagating in the negative z-direction. In the rest frame S’ of the boundary, the wavenumbers are:

\[
k_i' = \frac{\omega'}{c}, \quad k_r' = \frac{\omega'}{c}, \quad k_t' = \frac{\omega'}{c} \sqrt{\mu_0 n} = \frac{\omega'}{c} n.
\]

(5.8.3)

where \( c \) is the speed of light in vacuum and \( n = \sqrt{\epsilon_0 / \epsilon} \) is the refractive index of the dielectric at rest. The frequencies and wavenumbers in the fixed frame S are related to those in S’ by applying the Lorentz transformation of Eq. (K.14) to the frequency-wavenumber four-vectors \( (\omega/c, 0, 0, k_i), (\omega_r/c, 0, 0, -k_r), \) and \( (\omega_t/c, 0, 0, k_t) \):

\[
\begin{align*}
\omega & = y (\omega' + \beta c k_i') = \omega' y (1 + \beta) \\
k_i & = k_i' = \frac{\omega'}{c} y (1 + \beta) \\
\omega_r & = y (\omega' + \beta c (-k_r')) = \omega' y (1 - \beta) \\
-k_r & = (-k_r' - \frac{\beta}{c} \omega') = -\frac{\omega'}{c} y (1 - \beta) \\
\omega_t & = y (\omega' + \beta c k_t') = \omega' y (1 + \beta n) \\
k_t & = k_t' = \frac{\omega'}{c} y (n + \beta)
\end{align*}
\]

(5.8.4)

where \( \beta = \nu/c \) and \( y = 1/\sqrt{1 - \beta^2} \). Eliminating the primed quantities, we obtain the Doppler-shifted frequencies of the reflected and transmitted waves:

\[
\begin{align*}
\omega_r & = \frac{\omega - \beta}{1 + \beta} \\
\omega_t & = \frac{\omega + \beta n}{1 + \beta}
\end{align*}
\]

(5.8.5)

The phase velocities of the incident, reflected, and transmitted waves are:

\[
\begin{align*}
v_i & = \frac{\omega}{k_i} = c, \quad v_r = \frac{\omega_r}{k_r} = c, \quad v_t = \frac{\omega_t}{k_t} = \frac{1 + \beta n}{n + \beta}
\end{align*}
\]

(5.8.6)

These can also be derived by applying Einstein’s velocity addition theorem of Eq. (K.8). For example, we have for the transmitted wave:

\[
v_t = \frac{\nu_d + \nu}{1 + \nu_d \nu / c^2} = \frac{c/n + \nu}{1 + (c/n) \nu / c^2} = \frac{c + \beta n}{n + \beta}
\]

where \( \nu_d = c/n \) is the phase velocity within the dielectric at rest. To first-order in \( \beta = \nu/c \), the phase velocity within the moving dielectric becomes:

\[
v_t = \frac{c + \beta n}{n + \beta} \approx \frac{c}{n} + \frac{\nu}{n} \left(1 - \frac{1}{n^2}\right)
\]

The second term is known as the “Fresnel drag.” The quantity \( n_t = (n + \beta) / (1 + \beta n) \) may be thought of as the “effective” refractive index of the moving dielectric as measured in the fixed system S.

Next, we derive the reflection and transmission coefficients. In the rest-frame S’ of the dielectric, the fields have the usual forms derived earlier in Sections 5.1 and 5.2:

\[
\begin{align*}
E_x^L & = E_x^I e^{i(\omega t - k_i z)} + E_x^R e^{i(\omega t + k_i z)}, \quad H_y^L = H_y^I e^{i(\omega t - k_i z)} - H_y^R e^{i(\omega t + k_i z)} \\
E_x^R & = E_x^I e^{i(\omega t - k_i z)} + E_x^T e^{i(\omega t + k_i z)}, \quad H_y^R = H_y^I e^{i(\omega t - k_i z)} - H_y^T e^{i(\omega t + k_i z)}
\end{align*}
\]

(5.8.7)

where

\[
\eta = \frac{\eta_0}{n}, \quad \rho = \frac{n - \eta_0}{n + \eta_0} = \frac{1 - n}{1 + n}, \quad \tau = 1 + \rho = \frac{2}{1 + n}
\]

The primed fields can be transformed to the fixed frame S using the inverse of the Lorentz transformation equations (K.31), that is,

\[
\begin{align*}
E_x = y (E_x^I + \beta c B_y^I) = y (E_x^I + \beta \eta_0 H_y^I) \\
H_y = y (H_y^I + \beta \eta_0 D_y^I) = y (H_y^I + \beta \epsilon_0 E_x^I)
\end{align*}
\]

(5.8.8)

where we replaced \( B_y^I = \mu_0 H_y^I, \) \( c \mu_0 = \eta_0, \) and \( D_y^I = \epsilon_0 E_x^I \) (of course, \( \epsilon = \epsilon_0 \) in the left medium). Using the invariance of the propagation phases, we find for the fields at the left side of the interface:

\[
E_x = y \left[ E_x^I (e^{i \phi I} + \rho e^{i \phi r}) + \beta E_x^T (e^{i \phi I} - \rho e^{i \phi r}) \right] = E_x^I [y (1 + \beta) e^{i \phi I} + \rho (1 - \beta) e^{i \phi r}]
\]

(5.8.9)

Similarly, for the right side of the interface we use the property \( \eta_0 / n = n \) to get:

\[
E_x = y \left[ \tau E_x^I e^{i \phi I} + \beta n \tau E_x^T e^{i \phi r} \right] = y \tau E_x^I (1 + \beta n) e^{i \phi r}
\]

(5.8.10)

Comparing these with Eq. (5.8.1), we find the incident, reflected, and transmitted electric field amplitudes:

\[
E_i = y E_x^I (1 + \beta), \quad E_r = \rho y E_x^I (1 - \beta), \quad E_t = \tau y E_x^I (1 + \beta n)
\]

(5.8.11)
5. Reflection and Transmission

Moreover, using these expressions show and interpret the relationship:

\[
\frac{1}{\eta_a} (1 - |\Gamma|^2) = \frac{1}{\eta_b} |T|^2
\]

5.5 A 1-GHz plane wave is incident normally onto a thick copper plate (\(\sigma = 5.8 \times 10^7\) S/m.) Can the plate be considered to be a good conductor at this frequency? Calculate the percentage of the incident power that enters the plate. Calculate the attenuation coefficient within the conductor and express it in units of dB/m. What is the penetration depth in mm?

5.6 With the help of Fig. 5.5.1, argue that the 3-dB width \(\Delta f\) is related to the 3-dB frequency \(\omega_3\) by \(\Delta f = 2\omega_3\), in the cases of half- and quarter-wavelength slabs. Then, show that \(\omega_3\) and \(\Delta f\) are given by:

\[
\cos (\omega_3 T) = \pm \frac{2\rho_3}{1 + \rho_3}, \quad \tan \left( \frac{\Delta f T}{4} \right) = \frac{1 - \rho_3^2}{1 + \rho_3^2}
\]

5.7 A fiberglass (\(\epsilon = 4\epsilon_0\)) radome protecting a microwave antenna is designed as a half-wavelength reflectionless slab at the operating frequency of 12 GHz.

a. Determine three possible thicknesses (in cm) for this radome.

b. Determine the 15-dB and 30-dB bandwidths in GHz about the 12 GHz operating frequency, defined as the widths over which the reflected power is 15 or 30 dB below the incident power.

5.8 A 5 GHz wave is normally incident from air onto a dielectric slab of thickness of 1 cm and refractive index of 1.5, as shown below. The medium to the right of the slab has an index of 2.25.

a. Write an analytical expression of the reflectance \(|\Gamma(f)|^2\) as a function of frequency and sketch it versus \(f\) over the interval \(0 \leq f \leq 15\) GHz. What is the value of the reflectance at 5 GHz?

b. Repeat part (a), if the slab thickness is 2 cm.

c. Repeat part (a), if the slab thickness is 4 cm.

Moreover, using these expressions show and interpret the relationship:

\[
\frac{1}{\eta_a} (1 - |\Gamma|^2) = \frac{1}{\eta_b} |T|^2
\]

5.9 A single-frequency plane wave is incident obliquely from air onto a planar interface with a medium of permittivity \(\epsilon = 2\epsilon_0\), as shown below. The incident wave has the following phasor form:

\[
E(z) = (\frac{x + z}{\sqrt{2}} + j y) e^{-jk(x-\epsilon z)}/\sqrt{2}
\]
5.9. Problems

a. Determine the angle of incidence $\theta$ in degrees and decide which of the two dashed lines in the figure represents the incident wave. Moreover, determine the angle of refraction $\theta'$ in degrees and indicate the refracted wave's direction on the figure below.

b. Write an expression for the reflected wave that is similar to Eq. (5.9.1), but also includes the dependence on the TE and TM Fresnel reflection coefficients (please evaluate these coefficients numerically.) Similarly, give an expression for the transmitted wave.

c. Determine the polarization type (circular, elliptic, left, right, linear, etc.) of the incident wave and of the reflected wave.

5.10 A uniform plane wave is incident normally on a planar interface, as shown below. The medium to the left of the interface is air, and the medium to the right is lossy with an effective complex permittivity $\epsilon_c$, complex wavenumber $k' = \beta' - j\alpha'$, and complex characteristic impedance $\eta_c = \sqrt{\mu_0/\epsilon_c}$. The electric field to the left and right of the interface has the following form:

$$ E_x = \begin{cases} E_0 e^{jkz'} + \rho E_0 e^{-jkz'}, & z \leq 0 \\ \tau E_0 e^{-jkz'}, & z \geq 0 \end{cases} $$

where $\rho, \tau$ are the reflection and transmission coefficients.

1. Determine the magnetic field at both sides of the interface.

2. Show that the Poynting vector only has a $z$-component, given as follows at the two sides of the interface:

$$ P = \frac{|E_0|^2}{2\eta_0} (1 - |\rho|^2), \quad P' = \frac{|E_0|^2}{2\omega\mu_0} |\beta'|^2 e^{-2\alpha'z} $$

3. Moreover, show that $P = P'$ at the interface, (i.e., at $z = 0$).

5.11 Consider a lossy dielectric slab of thickness $d$ and complex refractive index $n_e = n_r - jn_t$ at an operating frequency $\omega$, with air on both sides as shown below.

a. Let $k = \beta - j\alpha = k_0 n_e$ and $n_c = n_r/n_0$ be the corresponding complex wavenumber and characteristic impedance of the slab, where $k_0 = \omega \sqrt{\mu_0/\epsilon_0}$ and $\eta_0 = \sqrt{\mu_0/\epsilon_0}$. Show that the transmission response of the slab may be expressed as follows:

$$ T = \frac{1}{\cos kd + j\frac{1}{2} \left( n_c + \frac{1}{n_c} \right) \sin kd} $$

b. At the cell phone frequency of 900 MHz, the complex refractive index of concrete is $n_c = 2.5 - 0.14j$. Calculate the percentage of the transmitted power through a 20-cm concrete wall. How is this percentage related to $T$ and why?

c. Is there anything interesting about the choice $d = 20$ cm? Explain.

5.12 Consider the slab of the previous problem. The tangential electric field has the following form in the three regions $z \leq 0$, $0 \leq z \leq d$, and $z \geq d$:

$$ E(z) = \begin{cases} e^{-jkz} \Gamma + e^{jkz}, & z \leq 0 \\ A e^{jkz} + B e^{-jkz}, & 0 \leq z \leq d \\ T e^{-jk(z-d)}, & z \geq d \end{cases} $$

where $k_0$ and $k$ were defined in the previous problem.

a. What are the corresponding expressions for the magnetic field $H(z)$?

b. Set up and solve four equations from which the four unknowns $\Gamma, A, B, T$ may be determined.

c. If the slab is lossless and is designed to be a half-wave slab at the frequency $\omega$, then what is the value of $T$?

d. If the slab is lossy with $n_e = n_r - jn_t$ and is designed to be a half-wave slab with respect to the real part $\beta$ of $k$, that is, $\beta d = \pi$, then, show that $T$ is given by:

$$ T = -\frac{1}{\cosh \alpha d + \frac{1}{2} \left( \frac{n_c}{\sqrt{n_c}} \right) \sin \alpha d} $$

5.13 Consider a two-layer dielectric structure as shown in Fig. 5.7.1, and let $n_{a1}, n_{a2}, n_{b1}, n_{b2}$ be the refractive indices of the four media. Consider the four cases: (a) both layers are quarter-wave, (b) both layers are half-wave, (c) layer-1 is quarter- and layer-2 half-wave, and (d) layer-1 is half- and layer-2 quarter-wave. Show that the reflection coefficient at interface-1 is given by the following expressions in the four cases:

$$ \Gamma_1 = \frac{n_{a1} n_{b2} - n_{b1} n_{a2}}{n_{a1} n_{b2} + n_{b1} n_{a2}}, \quad \Gamma_1 = \frac{n_{a1} n_{b2} - n_{b1} n_{a2}}{n_{a1} n_{b2} + n_{b1} n_{a2}}, \quad \Gamma_1 = \frac{n_{a1} n_{b2} - n_{b1} n_{a2}}{n_{a1} n_{b2} + n_{b1} n_{a2}} $$

5.14 Consider the lossless two-slab structure of Fig. 5.7.1. Write down all the transfer matrices relating the fields $E_{i2}$ at the left sides of the three interfaces. Then, show the energy conservation equations:

$$ \frac{1}{n_1} \left( |E_{13}|^2 - |E_{11}|^2 \right) = \frac{1}{n_1} \left( |E_{23}|^2 - |E_{21}|^2 \right) = \frac{1}{n_2} \left( |E_{33}|^2 - |E_{31}|^2 \right) = \frac{1}{n_2} |E_{31}|^2 $$

5.15 An alternative way of representing the propagation relationship Eq. (5.1.12) is in terms of the hyperbolic $w$-plane variable defined in terms of the reflection coefficient $\Gamma$, or equivalently, the wave impedance $Z$ as follows:

$$ \Gamma = e^{-2w} \iff Z = \eta \coth(w) \quad (5.9.2) $$

Show the equivalence of these expressions. Writing $\Gamma_1 = e^{-2w_1}$ and $\Gamma_2 = e^{-2w_2}$, show that Eq. (5.1.12) becomes equivalent to:

$$ w_1 = w_2 + jk \quad (propagation in w-domain) \quad (5.9.3) $$

This form is essentially the mathematical (as opposed to graphical) version of the Smith chart and is particularly useful for numerical computations using MATLAB.
5.16 Plane A flying at a speed of 900 km/hr with respect to the ground is approaching plane B. Plane A’s Doppler radar, operating at the X-band frequency of 10 GHz, detects a positive Doppler shift of 2 kHz in the return frequency. Determine the speed of plane B with respect to the ground. [Ans. 792 km/hr.]

5.17 The complete set of Lorentz transformations of the fields in Eq. (5.8.8) is as follows (see also Eq. (K.31) of Appendix K):

\[
E_x = \gamma (E'_x + \beta c B'_y), \quad H_y = \gamma (H'_y + c \beta D'_x), \quad D_x = \gamma (D'_x + \frac{1}{c} \beta H'_y), \quad B_y = \gamma (B'_y + \frac{1}{c} \beta E'_x)
\]

The constitutive relations in the rest frame \( S' \) of the moving dielectric are the usual ones, that is, \( B'_y = \mu H'_y \) and \( D'_x = \epsilon E'_x \). By eliminating the primed quantities in terms of the unprimed ones, show that the constitutive relations have the following form in the fixed system \( S \):

\[
D_x = \frac{(1 - \beta^2) \epsilon E_x - \beta (n^2 - 1) H_y / c}{1 - \beta^2 n^2}, \quad B_y = \frac{(1 - \beta^2) \mu H_y - \beta (n^2 - 1) E_x / c}{1 - \beta^2 n^2}
\]

where \( n \) is the refractive index of the moving medium, \( n = \sqrt{\epsilon \mu / \epsilon_0 \mu_0} \). Show that for free space, the constitutive relations remain the same as in the frame \( S' \).

6.1 Multiple Dielectric Slabs

The general case of arbitrary number of dielectric slabs of arbitrary thicknesses is shown in Fig. 6.1.1. There are \( M \) slabs, \( M + 1 \) interfaces, and \( M + 2 \) dielectric media, including the left and right semi-infinite media \( \eta_a \) and \( \eta_b \).

The incident and reflected fields are considered at the left of each interface. The overall reflection response, \( \Gamma_i = E_{i-} / E_{i+} \), can be obtained recursively in a variety of ways, such as by the propagation matrices, the propagation of the impedances at the interfaces, or the propagation of the reflection responses.

The elementary reflection coefficients \( \rho_i \) from the left of each interface are defined in terms of the characteristic impedances or refractive indices as follows:

\[
\rho_i = \frac{\eta_i - \eta_{i-1}}{\eta_i + \eta_{i-1}} = \frac{n_{i-1} - n_i}{n_{i-1} + n_i}, \quad i = 1, 2, \ldots, M + 1
\]
where \( \eta_i = \eta_0 / n_i \), and we must use the convention \( n_0 = n_a \) and \( n_{M+1} = n_b \), so that \( \rho_i = (n_a - n_i) / (n_a + n_i) \) and \( \rho_{M+1} = (n_M - n_b) / (n_M + n_b) \). The forward/backward fields at the left of interface \( i \) are related to those at the left of interface \( i + 1 \) by:

\[
\begin{bmatrix}
E_i^+ \\
E_i^-
\end{bmatrix} = \frac{1}{\tau_i} \begin{bmatrix}
\rho_i e^{jk_i l_i} & \rho_i e^{-jk_i l_i} \\
\rho_i e^{jk_i l_i} & \rho_i e^{-jk_i l_i}
\end{bmatrix} \begin{bmatrix}
E_{i+1}^+ \\
E_{i-1}^-
\end{bmatrix}, \quad i = M, M-1, \ldots, 1 \tag{6.1.2}
\]

where \( \tau_i = 1 + \rho_i \) and \( k_i l_i \) is the phase thickness of the \( i \)th slab, which can be expressed in terms of its optical thickness \( n_i l_i \) and the operating free-space wavelength by \( k_i l_i = 2\pi(n_i l_i) / \lambda \). Assuming no backward waves in the right-most medium, these recursions are initialized at the \((M + 1)\)st interface as follows:

\[
\begin{bmatrix}
E_{M+1}^+ \\
E_{M+1}^-
\end{bmatrix} = \frac{1}{\tau_{M+1}} \begin{bmatrix}
1 & \rho_{M+1} \\
\rho_{M+1} & 1
\end{bmatrix} \begin{bmatrix}
G_{M+1}^+ \\
G_{M+1}^-
\end{bmatrix} \begin{bmatrix}
E_{M+1}^+ \\
E_{M+1}^-
\end{bmatrix}, \quad i = M, M-1, \ldots, 1 
\]

It follows that the reflection response \( \Gamma_i = E_i^- / E_i^+ \) will satisfy the recursions:

\[
\Gamma_i = \rho_i + \frac{\Gamma_{i+1} e^{-jk_i l_i}}{1 + \rho_i \Gamma_{i+1} e^{-jk_i l_i}}, \quad i = M, M-1, \ldots, 1
\]

and initialized by \( \Gamma_{M+1} = \rho_{M+1} \). Similarly the recursions for the total electric and magnetic fields, which are continuous across each interface, are given by:

\[
\begin{bmatrix}
E_i \\
H_i
\end{bmatrix} = \begin{bmatrix}
\cos k_i l_i & j n_i \sin k_i l_i \\
-j n_i \sin k_i l_i & \cos k_i l_i
\end{bmatrix} \begin{bmatrix}
E_{i+1} \\
H_{i+1}
\end{bmatrix}, \quad i = M, M-1, \ldots, 1 \tag{6.1.4}
\]

and initialized at the \((M + 1)\)st interface as follows:

\[
\begin{bmatrix}
E_{M+1} \\
H_{M+1}
\end{bmatrix} = \begin{bmatrix}
1 \\
\eta_b
\end{bmatrix} \begin{bmatrix}
E_{M+1}^+ \\
E_{M+1}^-
\end{bmatrix}
\]

It follows that the impedances at the interfaces, \( Z_i = E_i / H_i \), satisfy the recursions:

\[
Z_i = \frac{Z_{i+1} + j n_i \tan k_i l_i}{\eta_i + j Z_{i+1} \tan k_i l_i}, \quad i = M, M-1, \ldots, 1 \tag{6.1.5}
\]

and initialized by \( Z_{M+1} = \eta_b \). The objective of all these recursions is to obtain the overall reflection response \( \Gamma_1 \) into medium \( \eta_2 \).

The MATLAB function \texttt{multidiel} implements the recursions (6.1.3) for such a multidiel structure and evaluates \( \Gamma_1 \) and \( Z_1 \). Its usage is as follows:

\[
[\Gamma_1, Z_1] = \texttt{multidiel}(n, L, \lambda);
\]

where \( n, L \) are the vectors of refractive indices of the \( M + 2 \) media and the optical thicknesses of the \( M \) slabs, that is, in the notation of Fig. 6.1.1:

\[
n = [n_a, n_1, \ldots, n_M, n_b], \quad L = [l_1, l_2, \ldots, l_M] \tag{6.1.6}
\]

and \( \lambda \) is a vector of free-space wavelengths at which to evaluate \( \Gamma_1 \). Both the optical lengths \( L \) and the wavelengths \( \lambda \) are in units of some desired reference wavelength, say \( \lambda_0 \), typically chosen at the center of the desired band. The usage of \texttt{multidiel} was illustrated in Example 5.5.2. Additional examples are given in the next sections.

The layer recursions (6.1.2)-(6.1.5) remain essentially unchanged in the case of oblique incidence (with appropriate redefinitions of the impedances \( \eta_i \)) and are discussed in Chap. 7.

Next, we apply the layer recursions to the analysis and design of antireflection coatings and dielectric mirrors.

### 6.2 Antireflection Coatings

The simplest example of antireflection coating is the quarter-wavelength layer discussed in Example 5.5.2. Its primary drawback is that it requires the layer’s refractive index to satisfy the reflectionless condition \( n_1 = \sqrt{n_M n_b} \).

For a typical glass substrate with index \( n_b = 1.50 \), we have \( n_1 = 1.22 \). Materials with \( n_1 \) near this value, such as magnesium fluoride with \( n_1 = 1.38 \), will result into some, but minimized, reflection compared to the uncoated glass case, as we saw in Example 5.5.2.

The use of multiple layers can improve the reflectionless properties of the single quarter-wavelength layer, while allowing the use of real materials. In this section, we consider three such examples.

Assuming a magnesium fluoride film and adding between it and the glass another film of higher refractive index, it is possible to achieve a reflectionless structure (at a single wavelength) by properly adjusting the film thicknesses [634,659].

With reference to the notation of Fig. 5.7.1, we have \( n_a = 1.38, n_1 = 1.38, n_2 \) to be determined, and \( n_b = n_{\text{glass}} = 1.5 \). The reflection response at interface-1 is related to the response at interface-2 by the layer recursions:

\[
\Gamma_1 = \frac{\rho_1 + \rho_2 e^{-2jk_1 l_1}}{1 + \rho_1 \rho_2 e^{-2jk_1 l_1}}, \quad \Gamma_2 = \frac{\rho_2 + \rho_3 e^{-2jk_2 l_2}}{1 + \rho_2 \rho_3 e^{-2jk_2 l_2}} 
\]
6.2. Antireflection Coatings

The reflectionless condition is \( \Gamma_1 = 0 \) at an operating free-space wavelength \( \lambda_0 \). This requires that \( \rho_1 + \Gamma_2 e^{-2 j k_1 l_1} = 0 \), which can be written as:

\[
e^{2 j k_1 l_1} = -\frac{\Gamma_2}{\rho_1} \quad (6.2.1)
\]

Because the left-hand side has unit magnitude, we must have the condition \( |\Gamma_2| = |\rho_1| \), or, \( |\Gamma_2|^2 = \rho_1^2 \), which is written as:

\[
\frac{\rho_2 + \rho_3 e^{-2 j k_1 l_1}}{1 + \rho_2 \rho_3 e^{-2 j k_1 l_1}} = \frac{\rho_2^2 + \rho_3^2}{1 + \rho_2^2 \rho_3^2} = \rho_1^2
\]

This can be solved for \( \cos 2k_2 l_2 \):

\[
\cos 2k_2 l_2 = \frac{\rho_2^2 + \rho_3^2 - (\rho_2^2 + \rho_3^2)}{2 \rho_2 \rho_3 (1 - \rho_1^2)}
\]

Using the identity, \( \cos 2k_2 l_2 = 2 \cos^2 k_2 l_2 - 1 \), we also find:

\[
\cos^2 k_2 l_2 = \frac{\rho_2^2 + \rho_3^2 - (\rho_2^2 + \rho_3^2)^2}{4 \rho_2 \rho_3 (1 - \rho_1^2)}
\]

\[
\sin^2 k_2 l_2 = \frac{(\rho_2^2 + \rho_3^2)^2 - \rho_2^2 (1 + \rho_2 \rho_3)^2}{4 \rho_2 \rho_3 (1 - \rho_1^2)} \quad (6.2.2)
\]

It is evident from these expressions that not every combination of \( \rho_1, \rho_2, \rho_3 \) will admit a solution because the left-hand sides are positive and less than one. If we assume that \( n_1 > n_2 \) and \( n_2 > n_3 \), then we will have \( \rho_2 < 0 \) and \( \rho_3 > 0 \). Then, it is necessary that the numerators of above expressions be negative, resulting into the conditions:

\[
\frac{\rho_2^2 + \rho_3^2}{1 + \rho_2 \rho_3} < \rho_1^2 \quad \text{and} \quad \frac{\rho_3 - \rho_2}{1 - \rho_2 \rho_3} < \rho_1^2
\]

The left inequality requires that \( \sqrt{\rho_3} < n_1 < n_2 \), which is satisfied with the choices \( n_1 = 1.38 \) and \( n_2 = 1.5 \). Similarly, the right inequality is violated—and therefore there is no solution—if \( \sqrt{\rho_3} < n_2 < n_1 \sqrt{\rho_3} \), which has the numerical range \( 1.22 < n_2 < 1.69 \).

Catalan [634,659] used bismuth oxide \((\text{Bi}_2\text{O}_3)\) with \( n_2 = 2.45 \), which satisfies the above conditions for the existence of solution. With this choice, the reflection coefficients are \( \rho_1 = -0.16, \rho_2 = -0.28 \), and \( \rho_3 = 0.24 \). Solving Eq. (6.2.2) for \( k_2 l_2 \) and then Eq. (6.2.1) for \( k_1 l_1 \), we find:

\[
k_1 l_1 = 2.0696, \quad k_2 l_2 = 0.2848 \quad \text{(radians)}
\]

Writing \( k_1 l_1 = 2\pi(n_1 l_1)/\lambda_0 \), we find the optical lengths:

\[
n_1 l_1 = 0.3294\lambda_0, \quad n_2 l_2 = 0.0453\lambda_0
\]

Fig. 6.2.1 shows the resulting reflection response \( \Gamma_1 \) as a function of the free-space wavelength \( \lambda \), with \( \lambda_0 \) chosen to correspond to the middle of the visible spectrum, \( \lambda_0 = 550 \text{ nm} \). The figure also shows the responses of the single quarter-wave slab of Example 5.5.2.

The reflection responses were computed with the help of the MATLAB function \texttt{multidiel}. The MATLAB code used to implement this example was as follows:
6.2. Antireflection Coatings

Although this design method meets its design objectives, it results in a narrower bandwidth compared to that of the ideal single-slab case. Varying \( n_2 \) has only a minor effect on the shape of the curve. To widen the bandwidth, and at the same time keep the reflection response low, more than two layers must be used.

A simple approach is to fix the optical thicknesses of the films to some prescribed values, such as quarter-wavelengths, and adjust the refractive indices hoping that the required index values come close to realizable ones [634,660]. Fig. 6.2.2 shows the two possible structures: the quarter-quarter two-film case and the quarter-half-quarter three-film case.

![Quarter-quarter and quarter-half-quarter antireflection coatings](image)

The behavior of the two structures is similar at the design wavelength. For the quarter-quarter case, the requirement \( Z_1 = \eta_a \) implies:

\[
Z_1 = \frac{n_1^2}{n_2^2} = \frac{n_1^2}{n_2^2} Z_3 = \frac{n_1^2}{n_2^2} \eta_b = \eta_a
\]

which gives the design condition (see also Example 5.7.1):

\[
\frac{n_2}{n_1} = \frac{n_2}{n_1} \eta_b = \eta_a
\]  

(6.2.3)

The optical thicknesses are \( n_1 l_1 = n_2 l_2 = \lambda_0 / 4 \). In the quarter-half-quarter case, the half-wavelength layer acts as an absentee layer, that is, \( Z_2 = Z_3 \), and the resulting design condition is the same:

\[
Z_1 = \frac{n_1^2}{n_2^2} = \frac{n_1^2}{n_2^2} Z_3 = \frac{n_1^2}{n_2^2} \eta_b = \eta_a
\]

yielding in the condition:

\[
\frac{n_2}{n_1} = \frac{n_2}{n_1} \eta_b
\]  

(6.2.4)

The optical thicknesses are now \( n_1 l_1 = n_3 l_3 = \lambda_0 / 4 \) and \( n_2 l_2 = \lambda_0 / 2 \). Conditions (6.2.3) and (6.2.4) are the same as far as determining the refractive index of the second quarter-wavelength layer. In the quarter-half-quarter case, the index \( n_2 \) of the half-wavelength film is arbitrary.

In the quarter-quarter case, if the first quarter-wave film is magnesium fluoride with \( n_1 = 1.38 \) and the glass substrate has \( n_{\text{glass}} = 1.5 \), condition (6.2.3) gives for the index for the second quarter-wave layer:

\[
n_2 = \frac{n_2}{n_1} \eta_b = \frac{\sqrt{n_2^2 n_b}}{n_1} = \frac{\sqrt{1.38^2 \times 1.50}}{1.0} = 1.69
\]  

(6.2.5)

The material cerium fluoride (CeF₃) has an index of \( n_2 = 1.63 \) at \( \lambda_0 = 550 \) nm and can be used as an approximation to the ideal value of Eq. (6.2.5). Fig. 6.2.3 shows the reflectances \( |\Gamma| \) for the two- and three-layer cases and for the ideal and approximate values of the index of the second quarter-wave layer.

![Reflectances of the quarter-quarter and quarter-half-quarter cases](image)

The design wavelength was \( \lambda_0 = 550 \) nm and the index of the half-wave slab was \( n_2 = 2.2 \) corresponding to zirconium oxide (ZrO₂). We note that the quarter-half-quarter case achieves a much broader bandwidth over most of the visible spectrum, for either value of the refractive index of the second quarter slab.

The reflectances were computed with the help of the function `multidiel`. The typical MATLAB code was as follows:

```matlab
la0 = 550; la = linspace(400,700,101);
Ga = 100*abs(multidiel([1,1.38,2.2,1.63,1.5], [0.25,0.5,0.25, la/la0]).^2);
Gb = 100*abs(multidiel([1,1.38,2.2,1.69,1.5], [0.25,0.5,0.25, la/la0]).^2);
Gc = 100*abs(multidiel([1,1.22,1.5], 0.25, la/la0)).^2;
plot(la, Ga, la, Gb, la, Gc);
```

These and other methods of designing and manufacturing antireflection coatings for glasses and other substrates can be found in the vast thin-film literature. An incomplete set of references is [632–692]. Some typical materials used in thin-film coatings are given below:
### 6.3 Dielectric Mirrors

The main interest in dielectric mirrors is that they have extremely low losses at optical and infrared frequencies, as compared to ordinary metallic mirrors. On the other hand, metallic mirrors reflect over a wider bandwidth than dielectric ones and from all incident angles. However, omnidirectional dielectric mirrors are also possible and have recently been constructed [777,778]. The omnidirectional property is discussed in Sec. 8.8. Here, we consider only the normal-incidence case.

A dielectric mirror (also known as a Bragg reflector) consists of identical alternating layers of high and low refractive indices, as shown in Fig. 6.3.1. The optical thicknesses are typically chosen to be quarter-wavelength long, that is, \( n_i l_i = n_H l_H = \lambda_0 / 4 \) at some operating wavelength \( \lambda_0 \). The standard arrangement is to have an odd number of layers, with the high index layer being the first and last layer.

![Fig. 6.3.1 Nine-layer dielectric mirror.](image)

Thin-film coatings have a wide range of applications, such as displays; camera lenses, mirrors, and filters; eyeglasses; coatings for energy-saving lamps and architectural windows; lighting for dental, surgical, and stage environments; heat reflectors for movie projectors; instrumentation, such as interference filters for spectroscopy, beam splitters and mirrors, laser windows, and polarizers; optics of photocopiers and compact disks; optical communications; home appliances, such as heat reflecting oven windows; rear-view mirrors for automobiles.

#### 6.3.1 Dielectric Mirrors

For nine layers, \( 2N + 1 = 9 \), or \( N = 4 \), and \( n_H = 2.32, n_L = 1.38 \), and \( n_a = n_b = 1 \), we find:

\[
\Gamma_1 = \frac{1 - \frac{n_H}{n_L}}{1 + \frac{n_H}{n_L}} = \frac{1 - \frac{2.32}{1.38}}{1 + \frac{2.32}{1.38}} = -0.9942 \quad \Rightarrow \quad |\Gamma_1|^2 = 98.84 \text{ percent}
\]

For \( N = 8 \), or 17 layers, we have \( \Gamma_1 = -0.9999 \) and \( |\Gamma_1|^2 = 99.98 \) percent. If the substrate is glass with \( n_b = 1.52 \), the reflectances change to \( |\Gamma_1|^2 = 98.25 \) percent for \( N = 4 \), and \( |\Gamma_1|^2 = 99.97 \) percent for \( N = 8 \). □

To determine the bandwidth around \( \lambda_0 \) for which the structure exhibits high reflectivity, we work with the layer recursions (6.1.2). Because the bilayers are identical, the forward/backward fields at the left of one bilayer are related to those at the left of the next one by a transition matrix \( F \), which is the product of two propagation matrices of the type of Eq. (6.1.2). The repeated application of the matrix \( F \) takes us to the right-most layer. For example, in Fig. 6.3.1 we have:

\[
\begin{bmatrix}
E_{2+} \\ E_{2-}
\end{bmatrix} = F \begin{bmatrix}
E_{1+} \\ E_{1-}
\end{bmatrix} = F^2 \begin{bmatrix}
E_{5+} \\ E_{5-}
\end{bmatrix} = F^3 \begin{bmatrix}
E_{8+} \\ E_{8-}
\end{bmatrix} = F^4 \begin{bmatrix}
E_{10+} \\ E_{10-}
\end{bmatrix}
\]
where \( F \) is the matrix:

\[
F = \frac{1}{1 + \rho} \begin{bmatrix}
\rho e^{jkHl} & -\rho e^{-jklH} \\
\rho e^{jklH} & \rho e^{-jkHl}
\end{bmatrix} - \frac{1}{1 - \rho} \begin{bmatrix}
-\rho e^{jkHl} & \rho e^{-jklH} \\
\rho e^{jklH} & \rho e^{-jkHl}
\end{bmatrix}
\]

(6.3.4)

Defining the phase thicknesses \( \delta_H = k_H l_H \) and \( \delta_L = k_L l_L \), and multiplying the matrix factors out, we obtain the expression for \( F \):

\[
F = \frac{1}{1 - \rho^2} \begin{bmatrix}
e^{j(\delta_H + \delta_L)} - \rho^2 e^{j(\delta_H - \delta_L)} & -2j\rho e^{-j\delta_H} \sin \delta_L \\
2j\rho e^{j(\delta_H + \delta_L)} & \rho^2 e^{-j(\delta_H - \delta_L)}
\end{bmatrix}
\]

(6.3.5)

By an additional transition matrix \( F_1 \) we can get to the left of interface-1 and by an additional matching matrix \( F_2 \) we pass to the right of the last interface:

\[
\begin{bmatrix} E_1 + \\ E_1 - \end{bmatrix} = F_1 \begin{bmatrix} E_2 + \\ E_2 - \end{bmatrix} = F_1 F_2 \begin{bmatrix} E_{10} + \\ E_{10} - \end{bmatrix} \]

(6.3.6)

where \( F_1 \) and \( F_2 \) are:

\[
F_1 = \frac{1}{\tau_1} \begin{bmatrix}
\rho e^{jkHl} & \rho e^{jklH} \\
\rho e^{jklH} & \rho e^{jkHl}
\end{bmatrix}, \quad F_2 = \frac{1}{\tau_2} \begin{bmatrix}
1 & \rho_2 \\
\rho_2 & 1
\end{bmatrix}
\]

(6.3.7)

Thus, the properties of the multilayer structure are essentially determined by the \( N \)th power, \( F^N \), of the bilayer transition matrix \( F \). In turn, the behavior of \( F^N \) is determined by the eigenvalue structure of \( F \).

Let \( \{\lambda_+, \lambda_-\} \) be the two eigenvalues of \( F \) and let \( V \) be the eigenvector matrix. Then, the eigenvalue decomposition of \( F \) and \( F^N \) will be \( F = V \Lambda V^{-1} \) and \( F^N = V \Lambda^N V^{-1} \), where \( \Lambda = \text{diag} \{\lambda_+, \lambda_-\} \). Because \( F \) has unit determinant, its two eigenvalues will be inverses of each other, that is, \( \lambda_- = 1/\lambda_+ \), or, \( \lambda_-, \lambda_+ = 1 \).

The eigenvalues \( \lambda_\pm \) are either both real-valued or both complex-valued with unit magnitude. We can represent them in the equivalent form:

\[
\lambda_+ = e^{jKl}, \quad \lambda_- = e^{-jKl}
\]

(6.3.8)

where \( l \) is the length of each bilayer, \( l = l_L + l_H \). The quantity \( K \) is referred to as the Bloch wavenumber. If the eigenvalues \( \lambda_\pm \) are unit-magnitude complex-valued, then \( K \) is real. If the eigenvalues are real, then \( K \) is pure imaginary, say \( K = -j\alpha \), so that \( \lambda_\pm = e^{jKl} = e^{j \alpha l} \).

The multilayer structure behaves very differently depending on the nature of \( K \). The structure is primarily reflecting if \( K \) is imaginary and the eigenvalues \( \lambda_\pm \) are real, and it is primarily transmitting if \( K \) is real and the eigenvalues are pure phases. To see this, we write Eq. (6.3.7) in the form:

\[
\begin{bmatrix} E_{2+} \\ E_{2-} \end{bmatrix} = V \Lambda^N V^{-1} \begin{bmatrix} E_{2N+2,+} \\ E_{2N+2,-} \end{bmatrix} \Rightarrow V^{-1} \begin{bmatrix} E_{2+} \\ E_{2-} \end{bmatrix} = \Lambda^N V^{-1} \begin{bmatrix} E_{2N+2,+} \\ E_{2N+2,-} \end{bmatrix}
\]

(6.3.9)

where we defined

\[
\begin{bmatrix} V_{2+} \\ V_{2-} \end{bmatrix} = V^{-1} \begin{bmatrix} E_{2N+2,+} \\ E_{2N+2,-} \end{bmatrix}, \quad \begin{bmatrix} V_{2N+2,+} \\ V_{2N+2,-} \end{bmatrix} = V^{-1} \begin{bmatrix} E_{2N+2,+} \\ E_{2N+2,-} \end{bmatrix}
\]

We have \( V_{2N+2,+} = \Lambda^N V_{2N+2,+} \) and \( V_{2-} = \Lambda^N V_{2N+2,-} = \Lambda^{-N} V_{2N+2,-} \) because \( \Lambda^N \) is diagonal. Thus,

\[
V_{2N+2,+} = \lambda_+^N V_{2N+2,+} = e^{-jKNI} V_{2N+2,+}, \quad V_{2N+2,-} = \lambda_-^N V_{2N+2,-} = e^{jKNI} V_{2N+2,-}
\]

The quantity \( NI \) is recognized as the total length of the bilayer structure, as depicted in Fig. 6.3.1. It follows that if \( K \) is real, the factor \( \lambda_\pm^N = e^{-jKNI} \) acts as a propagation phase factor and the fields transmit through the structure.

On the other hand, if \( K \) is imaginary, we have \( \lambda_\pm^N = e^{-\alpha NI} \) and the fields attenuate exponentially as they propagate into the structure. In the limit of large \( N \), the transmitted fields attenuate completely and the structure becomes 100% reflecting. For finite but large \( N \), the structure will be mostly reflecting.

The eigenvalues \( \lambda_\pm \) switch from real to complex, as \( K \) switches from imaginary to real, for certain frequency or wavenumber bands. The edges of these bands determine the bandwidth over which the structure will act as a mirror.

The eigenvalues are determined from the characteristic polynomial of \( F \), given by the following expression which is valid for any \( 2 \times 2 \) matrix:

\[
\det (F - \lambda I) = \lambda^2 - (\text{tr } F) \lambda + \det F
\]

(6.3.10)

where \( I \) is the \( 2 \times 2 \) identity matrix. Because (6.3.5) has unit determinant, the eigenvalues are the solutions of the quadratic equation:

\[
\lambda^2 - (\text{tr } F) \lambda + 1 = \lambda^2 - 2a \lambda + 1 = 0
\]

(6.3.11)

where we defined \( a = (\text{tr } F) / 2 \). The solutions are:

\[
\lambda_\pm = a \pm \sqrt{a^2 - 1}
\]

(6.3.12)

where it follows from Eq. (6.3.5) that \( a \) is given by:

\[
a = \frac{1}{2} \text{tr } F = \frac{\cos(\delta_H + \delta_L) - \rho^2 \cos(\delta_H - \delta_L)}{1 - \rho^2}
\]

(6.3.13)

Using \( \lambda_+ = e^{jKl} = a + \sqrt{a^2 - 1} = a + j\sqrt{1 - a^2} \), we also find:
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Equation (6.3.14)

\[ a = \cos Kl \Rightarrow K = \frac{1}{l} \arccos(a) \]  

The sign of the quantity \( a^2 - 1 \) determines whether the eigenvalues are real or complex. The eigenvalues switch from real to complex—equivalently, \( K \) switches from imaginary to real—when \( a^2 = 1 \), or, \( a = \pm 1 \). These critical values of \( K \) are found from Eq. (6.3.14) to be:

\[ K = \frac{1}{l} \arccos(\pm 1) = \frac{m\pi}{l} \quad (6.3.15) \]

where \( m \) is an integer. The lowest value is \( K = \pi/l \) and corresponds to \( a = -1 \) and to \( \lambda_+ = e^{2}\text{i}\pi} = -1 \). Thus, we obtain the bandedge condition:

\[ a = \frac{\cos(\delta_H + \delta_L) - \rho^2 \cos(\delta_H - \delta_L)}{1 - \rho^2} = 1 \]

It can be manipulated into:

\[ \cos^2\left(\frac{\delta_H + \delta_L}{2}\right) = \rho^2 \cos^2\left(\frac{\delta_H - \delta_L}{2}\right) \]  

(6.3.16)

The dependence on the free-space wavelength \( \lambda \) or frequency \( f \) is \( \cos^{\Delta \lambda} = c_0/\lambda \) comes through \( \delta_H = 2\pi(n_H l_H)/\lambda \) and \( \delta_L = 2\pi(n_L l_L)/\lambda \). The solutions of (6.3.16) in \( \lambda \) determine the left and right bandedges of the reflecting regions.

These solutions can be obtained numerically with the help of the MATLAB function omni band, discussed in Sec. 8.8. An approximate solution, which is exact in the case of quarter-wave layers, is given below.

If the high and low index layers have equal optical thicknesses, \( n_H l_H = n_L l_L \), such as when they are quarter-wavelength layers, or when the optical lengths are approximately equal, we can make the approximation \( \cos(\delta_H - \delta_L)/2 = 1 \). Then, (6.3.16) simplifies into:

\[ \cos^2\left(\frac{\delta_H + \delta_L}{2}\right) = \rho^2 \]  

(6.3.17)

with solutions:

\[ \cos\left(\frac{\delta_H + \delta_L}{2}\right) = \pm \rho \Rightarrow \delta_H + \delta_L = \frac{\pi(n_H l_H + n_L l_L)}{\lambda} = \arccos(\pm \rho) \]

The solutions for the left and right bandedges and the bandwidth in \( \lambda \) are:

\[ \lambda_1 = \frac{\pi(n_H l_H + n_L l_L)}{\arccos(-\rho)} \quad \lambda_2 = \frac{\pi(n_H l_H + n_L l_L)}{\arccos(\rho)} \quad \Delta \lambda = \lambda_2 - \lambda_1 \]  

(6.3.18)

Similarly, the left/right bandedges in frequency are \( f_1 = c_0/\lambda_2 \) and \( f_2 = c_0/\lambda_1 \):

\[ f_1 = c_0 \frac{\arccos(\rho)}{\pi(n_H l_H + n_L l_L)} \quad f_2 = c_0 \frac{\arccos(-\rho)}{\pi(n_H l_H + n_L l_L)} \]  

(6.3.19)

Noting that \( \arccos(-\rho) = \pi/2 + \arcsin(\rho) \) and \( \arccos(\rho) = \pi/2 - \arcsin(\rho) \), the frequency bandwidth can be written in the equivalent forms:

\[ \Delta f = f_2 - f_1 = c_0 \frac{\arccos(-\rho) - \arccos(\rho)}{\pi(n_H l_H + n_L l_L)} = \frac{2\arcsin(\rho)}{\pi(n_H l_H + n_L l_L)} \]  

(6.3.20)

Relative to some desired wavelength \( \lambda_0 = c_0/f_0 \), the normalized bandwidths in wavelength and frequency are:

\[ \frac{\Delta \lambda}{\lambda_0} = \frac{\pi(n_H l_H + n_L l_L)}{\pi(n_H l_H + n_L l_L)} \left[ \frac{1}{\arccos(\rho)} - \frac{1}{\arccos(-\rho)} \right] \]  

(6.3.21)

\[ \frac{\Delta f}{f_0} = \frac{2\arcsin(\rho)}{\pi(n_H l_H + n_L l_L)} \]  

(6.3.22)

Similarly, the center of the reflecting band \( f_c = (f_1 + f_2)/2 \) is:

\[ f_c = \frac{\lambda_0}{2(n_H l_H + n_L l_L)} \]  

(6.3.23)

If the layers have equal quarter-wave optical lengths at \( \lambda_0 \), that is, \( n_H l_H = n_L l_L = \lambda_0/4 \), then, \( f_c = f_0 \) and the matrix \( F \) takes the simplified form:

\[ F = \frac{1}{1 - \rho^2} \left[ e^{2\text{i}\delta} - \rho^2 - 2\rho e^{-\text{i}\delta} \sin \delta \right] \]  

(6.3.24)

where \( \delta = \delta_H - \delta_L = 2\pi(n_H l_H)/\lambda_0 = 2\pi(\lambda_0/4)/\lambda_0 = (\pi/2)\lambda_0/\lambda = (\pi/2)f_0/\lambda_0 \). Then, Eqs. (6.3.21) and (6.3.22) simplify into:

\[ \frac{\Delta \lambda}{\lambda_0} = \frac{\pi}{2} \left[ \frac{1}{\arccos(\rho)} - \frac{1}{\arccos(-\rho)} \right] \quad \frac{\Delta f}{f_0} = \frac{4}{\pi} \arcsin(\rho) \]  

(6.3.25)

Example 6.3.2: Dielectric Mirror With Quarter-Wavelength Layers. Fig. 6.3.2 shows the reflection response \( |\Gamma| \) as a function of the free-space wavelength \( \lambda \) and as a function of frequency \( f = c_0/\lambda \). The high and low indices are \( n_H = 2.32 \) and \( n_L = 1.38 \), corresponding to zinc sulfide (ZnS) and magnesium fluoride. The incident medium is air and the substrate is glass with indices \( n_a = 1 \) and \( n_s = 1.52 \). The left graph depicts the response for the cases of \( N = 2, 4, 8 \) bilayers, and \( 2N + 1 = 5, 9, 17 \) layers, as defined in Eq. 6.3.1. The design wavelength at which the layers are quarter-wavelength long is \( \lambda_0 = 500 \text{ nm} \).

The reflection coefficient is \( \rho = 0.25 \) and the ratio \( n_H/n_L = 1.68 \). The wavelength bandwidth calculated from Eq. (6.3.25) is \( \Delta \lambda = 168.02 \text{ nm} \) and has been placed on the graph at an arbitrary reflectance level. The left/right bandedges are \( \lambda_1 = 429.73 \text{ nm} \) and \( \lambda_2 = 597.75 \text{ nm} \). The bandedge covers most of the visible spectrum. As the number of bilayers \( N \) increases, the reflection response becomes flatter within the bandwidth \( \Delta \lambda \), and has sharper edges and tends to 100%. The bandwidth \( \Delta \lambda \) represents the asymptotic width of the reflecting band.

The right figure depicts the reflection response as a function of frequency \( f \) and is plotted in the normalized variable \( f/f_0 \). Because the phase thickness of each layer is \( \delta = \pi f/2f_0 \) and the matrix \( F \) is periodic in \( \delta \), the mirror behavior of the structure will occur at odd multiples of \( f_0 \) (or odd multiples of \( \pi/2 \) for \( \delta \)). As discussed in Sec. 6.6, the structure acts as a sampled system with sampling frequency \( f_s = 2f_0 \), and therefore, \( f_0 = f_s/2 \) plays the role of the Nyquist frequency.
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Fig. 6.3.2 Dielectric mirror with quarter-wavelength layers.

The typical MATLAB code used to generate these graphs was:

```matlab
% refractive indices
na = 1; nb = 1.52; nH = 2.32; nL = 1.38;
% optical thicknesses in units of \( \lambda \_0 \)
lH0 = 0.25; lL0 = 0.25;
% \( \lambda \_0 \) in units of nm
la0 = 500;
% reflection coefficient \( \rho \)
rho = (nH-nL)/(nH+nL);
% indices for the layers
n = [na, nH, repmat([nL,nH], 1, N), nb];
% optical lengths in units of \( \lambda \_0 \)
L = [LH, repmat([LL,LH], 1, N)];
% equally-spaced wavelengths
la = linspace(300,800,501);
Gla = 100*abs(multidiel(n,L,la/la0)).^2;
figure; plot(la,Gla);
% frequency plot over \( 0 \leq f \leq 6f \_0 \)
f = linspace(0,6,1201);
Gf = 100*abs(multidiel(n,L,1./f)).^2;
figure; plot(f,Gf);
```

Note that the function `repmat` replicates the \( LH \) bilayer \( N \) times. The frequency graph shows only the case of \( N = 8 \). The bandwidth \( \Delta f \), calculated from (6.3.25), has been placed on the graph. The maximum reflectance (evaluated at odd multiples of \( f \_0 \)) is equal to 99.97%.

Example 6.3.3: Dielectric Mirror with Unequal-Length Layers. Fig. 6.3.3 shows the reflection response of a mirror having unequal optical lengths for the high and low index films. The parameters of this example correspond very closely to the recently constructed omnidirectional dielectric mirror [777], which was designed to be a mirror over the infrared band of 10–15 \( \mu \)m. The number of bilayers, \( N = 4 \), is equal to \( \lambda \_0/4 \). The omnidirectional case is discussed in Example 8.8.3.

Their ratio is \( n \_H/n \_L = 2.875 \) and the reflection coefficient, \( \rho = 0.48 \). The incident medium and substrate are air and NaCl \( (n = 1.48) \).

The center wavelength is taken to be at the middle of the 10–15 \( \mu \)m band, that is, \( \lambda \_0 = 12.5 \mu \)m. The lengths of the layers are \( l \_H = 0.8 \) and \( l \_L = 1.65 \) \( \mu \)m, resulting in the optical lengths (relative to \( \lambda \_0 \)) \( n \_Hl \_H = 0.2944\lambda \_0 \) and \( n \_Ll \_L = 0.2112\lambda \_0 \). The wavelength bandwidth, calculated from Eq. (6.3.21), is \( \Delta \lambda = 9.07 \mu \)m. The typical MATLAB code for generating the figures of this example was as follows:

```matlab
% refractive indices
na = 1; nb = 1.48;
% NaCl substrate
nH = 4.6; nL = 1.6;
% Te and PS
lH = 0.8; lL = 1.65;
% physical lengths \( l \_H, l \_L \)
LH = nH*lH/la0; LL = nL*lL/la0;
% optical lengths in units of \( \lambda \_0 \)
rho = (nH-nL)/(nH+nL);
% right bandedge
la2 = pi*(LL+LH)*1/acos(rho) * la0;
% left bandedge
la1 = pi*(LL+LH)*1/acos(-rho) * la0;
Dla = la2-la1;
% indices for the layers
n = [na, nH, repmat([nL,nH], 1, N), nb];
% reflectance as a function of \( \lambda \)
G = 100 * abs(multidiel(n,L,la/la0)).^2;
% reflectance as a function of \( f \)
G = 100 * abs(multidiel(n,L,1./f)).^2;
figure; plot(la,G);
figure; plot(f,G);
```

The bandwidth \( \Delta \lambda \) shown on the graph is wider than that of the omnidirectional mirror presented in [777], because our analysis assumes normal incidence only. The condition for omnidirectional reflectivity for both TE and TM modes causes the bandwidth to narrow by about half of what is shown in the figure. The reflectance as a function of frequency is no longer periodic at odd multiples of \( f \_0 \) because the layers have lengths that are not equal to \( \lambda \_0/4 \). The omnidirectional case is discussed in Example 8.8.3.
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The maximum reflectivity achieved within the mirror bandwidth is 99.99%, which is better than that of the previous example with 17 layers. This can be explained because the ratio $n_H/n_l$ is much larger here.

Although the reflectances in the previous two examples were computed with the help of the MATLAB function `multidir1`, it is possible to derive closed-form expressions for $\Gamma_1$ that are valid for any number of bilayers $N$. Applying Eq. (6.1.3) to interface-1 and interface-2, we have:

$$\Gamma_1 = \frac{\rho_1 + e^{-2j\delta_H} \Gamma_2}{1 + \rho_1 e^{-2j\delta_H} \Gamma_2}$$

(6.3.26)

where $\Gamma_2 = E_{2-}/E_{2+}$, which can be computed from the matrix equation (6.3.7). Thus, we need to obtain a closed-form expression for $\Gamma_2$.

It is a general property of any 2×2 unimodular matrix $F$ that its $N$th power can be obtained from the following simple formula, which involves the $N$th powers of its eigenvalues $\lambda_{\pm}$:

$$F^N = \left(\frac{\lambda_+^N - \lambda_-^N}{\lambda_+ - \lambda_-}\right) F - \left(\frac{\lambda_+^{N-1} - \lambda_-^{N-1}}{\lambda_+ - \lambda_-}\right) I = W_N F - W_{N-1} I$$

(6.3.27)

where $W_N = (\lambda_+^N - \lambda_-^N)/(\lambda_+ - \lambda_-)$. To prove it, we note that the formula holds as a simple identity when $F$ is replaced by its diagonal version $\Lambda = \text{diag}[\lambda_+, \lambda_-]$:

$$\Lambda^N = \left(\frac{\lambda_+^N - \lambda_-^N}{\lambda_+ - \lambda_-}\right) \Lambda - \left(\frac{\lambda_+^{N-1} - \lambda_-^{N-1}}{\lambda_+ - \lambda_-}\right) I$$

(6.3.28)

Eq. (6.3.27) then follows by multiplying (6.3.28) from left and right by the eigenvector matrix $V$ and using $F = VAV^{-1}$ and $F^N = V\Lambda^N V^{-1}$. Defining the matrix elements of $F$ and $F^N$ by

$$F = \begin{bmatrix} A & B \\ B^* & A^* \end{bmatrix}, \quad F^N = \begin{bmatrix} A_N & B_N \\ B_N^* & A_N^* \end{bmatrix},$$

(6.3.29)

it follows from (6.3.27) that:

$$A_N = AW_N - W_{N-1}, \quad B_N = BW_N$$

(6.3.30)

where we defined:

$$A = \frac{e^{j(\delta_H + \delta_L)} - \rho_2 e^{j(\delta_H - \delta_L)}}{1 - \rho^2}, \quad B = \frac{-2j \rho e^{-j\delta_L} \sin \delta_L}{1 - \rho^2}$$

(6.3.31)

Because $F$ and $F^N$ are unimodular, their matrix elements satisfy the conditions:

$$|A|^2 - |B|^2 = 1, \quad |A_N|^2 - |B_N|^2 = 1$$

(6.3.32)

The first follows directly from the definition (6.3.29), and the second can be verified easily. It follows now that the product $F_N F_2$ in Eq. (6.3.7) is:

$$F_N F_2 = \frac{1}{T_2} \begin{bmatrix} A_N + \rho_2 B_N & B_N + \rho_2 A_N \\ B_N^* + \rho_2 A_N^* & A_N^* + \rho_2 B_N^* \end{bmatrix}$$

Therefore, the desired closed-form expression for the reflection coefficient $\Gamma_2$ is:

$$\Gamma_2 = \frac{B_N^* + \rho_2 A_N^*}{A_N + \rho_2 B_N} - \frac{B^* W_N + \rho_2 (A^* W_N - W_{N-1})}{A N - W_{N-1} + \rho_2 B W_N}$$

(6.3.33)

Suppose now that $\rho^2 < 1$ and the eigenvalues are pure phases. Then, $W_N$ are oscillatory as functions of the wavelength $\lambda$ or frequency $f$ and the structure will transmit.

On the other hand, if $f$ lies in the mirror bands, so that $\rho^2 > 1$, then the eigenvalues will be real with $|\lambda_+| > 1$ and $|\lambda_-| < 1$. In the limit of large $N$, $W_N$ and $W_{N-1}$ will behave like:

$$W_N \to \frac{\lambda^N_+}{\lambda_+ - \lambda_-}, \quad W_{N-1} \to \frac{\lambda^{N-1}_+}{\lambda_+ - \lambda_-}$$

In this limit, the reflection coefficient $\Gamma_2$ becomes:

$$\Gamma_2 = \frac{B^* + \rho_2 (A^+ - \lambda_-^{N-1})}{A - \lambda_+^{N-1} + \rho_2 B}$$

(6.3.34)

where we canceled some common diverging factors from all terms. Using conditions (6.3.32) and the eigenvalue equation (6.3.11), and recognizing that Re$(A) = a$, it can be shown that this asymptotic limit of $\Gamma_2$ is unimodular, $|\Gamma_2| = 1$, regardless of the value of $\rho_2$.

This immediately implies that $\Gamma_1$ given by Eq. (6.3.26) will also be unimodular, $|\Gamma_1| = 1$, regardless of the value of $\rho_1$. In other words, the structure tends to become a perfect mirror as the number of bilayers increases.

Next, we discuss some variations on dielectric mirrors that result in (a) multiband mirrors and (b) longpass and shortpass filters that pass long or short wavelengths, in analogy with lowpass and highpass filters that pass low or high frequencies.

Example 6.3.4: Multiband Reflectors. The quarter-wave stack of bilayers of Example 6.3.2 can be denoted compactly as $AH(LH)^N$ for the case $N = 8$, meaning “air”, followed by a “high-index” quarter-wave layer, followed by four “low/high” bilayers, followed by the “glass” substrate.

Similarly, Example 6.3.3 can be denoted by $A(1.188H)(0.85L \times 1.188H)^N$, where the layer optical lengths have been expressed in units of $\lambda_0/4$, that is, $n_H l_H = 0.85(\lambda_0/4)$ and $n_L l_L = 1.18(\lambda_0/4)$.

Another possibility for a periodic bilayer structure is to replace one or both of the $L$ or $H$ layers by integral multiples thereof [636]. Fig. 6.3.4 shows two such examples. In the first, each $H$ layer has been replaced by a half-wave layer, that is, two-quarter-wave layers $2H$, so that the total structure is $A(2H)(L2H)^N$, where $n_H n_L n_{HL} n_{LH}$ are the same as in Example 6.3.2. In the second case, each $H$ has been replaced by a three-quarter-wave layer, resulting in $A(3H)(L3H)^N$.

The mirror peaks at odd multiples of $f_0$ of Example 6.3.2 get split into two or three peaks each. \[\Box\]
Both of these examples can also be thought of as the periodic repetition of a symmetric triple layer of the form \( A (BCB)^N G \). Indeed, we have the equivalences:

\[
A (0.5 L) H (LH)^G = A (0.5 L H 0.5 L)^G \\
A (0.5 H) L (HL)^G = A (0.5 H I 0.5 H)^G 
\]

The symmetric triple combination \( BCB \) can be replaced by an equivalent single layer, which facilitates the analysis of such structures [634,662–664,666].

### 6.4 Propagation Bandgaps

There is a certain analogy between the electronic energy bands of solid state materials arising from the periodicity of the crystal structure and the frequency bands of dielectric mirrors arising from the periodicity of the bilayers. The high-reflectance bands play the role of the forbidden energy bands (in the sense that waves cannot propagate through the structure in these bands.) Such periodic dielectric structures have been termed photonic crystals and have given rise to the new field of photonic bandgap structures, which has grown rapidly over the past ten years with a large number of potential novel applications [761–787].

Propagation bandgaps arise in any wave propagation problem in a medium with periodic structure [754–760]. Waveguides and transmission lines that are periodically loaded with ridges or shunt impedances, are examples of such media [884–888].

Fiber Bragg gratings, obtained by periodically modulating the refractive index of the core (or the cladding) of a finite portion of a fiber, exhibit high reflectance bands [788–808]. Quarter-wave phase-shifted multilayer structures have been termed resonator (FPR)—it can also be called a quarter-wave phase-shifted Bragg grating.

Fiber Bragg gratings, obtained by periodically modulating the refractive index of the core (or the cladding) of a finite portion of a fiber, exhibit high reflectance bands [788–808]. Quarter-wave phase-shifted multilayer structures (discussed in the next section) act as narrow-band transmission filters and can be used in wavelength multiplexed communications systems.

Other applications of periodic structures with bandgaps arise in structural engineering for the control of vibration transmission and stress [809–811], in acoustics for the control of sound transmission through structures [812–817], and in the construction of laser resonators and periodic lens systems [913,915]. A nice review of wave propagation in periodic structures can be found in [755].

### 6.5 Narrow-Band Transmission Filters

The reflection bands of a dielectric mirror arise from the \( N \)-fold periodic replication of high/low index layers of the type \((HL)^N\), where \( H, L \) can have arbitrary lengths. Here, we will assume that they are quarter-wavelength layers at the design wavelength \( \lambda_0 \).

A quarter-wave phase-shifted multilayer structure is obtained by doubling \((HL)^N\) to \((HL)^N (HL)^N\) and then inserting a quarter-wave layer \( I \) between the two groups, resulting in \((HL)^N L (HL)^N\). We are going to refer to such a structure as a Fabry-Perot resonator (FPR)—it can also be called a quarter-wave phase-shifted Bragg grating.

An FPR behaves like a single \( L \)-layer at the design wavelength \( \lambda_0 \). Indeed, noting that at \( \lambda_0 \) the combinations \( LL \) and \( HH \) are half-wave or absentee layers and can be deleted, we obtain the successive reductions:
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Several variations of FPR filters are possible, such as interchanging the role of $H$ and $L$, or using symmetric structures. For example, using eighth-wave layers $L/2$, the following symmetric multilayer structure will also act like a single $L$ at $\lambda_0$:

$$(\frac{L}{2}H\frac{L}{2})^N L (\frac{L}{2}H\frac{L}{2})^N$$

To create an absentee structure, we may sandwich this between two $L/2$ layers:

$$\frac{L}{2} (\frac{L}{2}H\frac{L}{2})^N L (\frac{L}{2}H\frac{L}{2})^N \frac{L}{2}$$

This can be seen to be equivalent to $(HL)^N (2L) (LH)^N$, which is absentee at $\lambda_0$. This equivalence follows from the identities:

$$\frac{L}{2} (\frac{L}{2}H\frac{L}{2})^N L (\frac{L}{2}H\frac{L}{2})^N \frac{L}{2} = (HL)^N L \frac{L}{2}$$

**Example 6.5.1:** Transmission Filter Design with One FPR. This example illustrates the basic transmission properties of FPR filters. We choose parameters that might closely emulate the case of a fiber Bragg grating for WDM applications. The refractive indices of the left and right substrates and the layers were: $n_a = n_b = 1.52$, $n_L = 1.4$, and $n_H = 2.1$. The design wavelength at which the layers are quarter wavelength is taken to be the standard laser source $\lambda_0 = 1550$ nm.

First, we compare the cases of a dielectric mirror $(HL)^N$ and its phase-shifted version using a single FPR (cases 0 and 1 in Eq. (6.5.1)), with number of layers $N_1 = 6$. Fig. 6.5.1 shows the transmittance, that is, the quantity $(1 - |F_1(\lambda)|^2)$ plotted over the range $1200 \leq \lambda \leq 2000$ nm.

![Fig. 6.5.1 Narrowband FPR transmission filters.](image)

We observe that the mirror (case 0) has a suppressed transmittance over the entire reflecting band, whereas the FPR filter (case 1) has a narrow peak at $\lambda_0$. The asymptotic edges of
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The transmittance of the reflecting band are calculated from Eq. (6.3.18) to be \( \lambda_1 = 1373.9 \text{ nm} \) and \( \lambda_2 = 1777.9 \text{ nm} \), resulting in a width of \( \Delta \lambda = 404 \text{ nm} \). The MATLAB code used to generated the left graph was:

\[
\begin{align*}
n_a &= 1.52; \ n_b = 1.52; \ n_H = 2.1; \ n_L = 1.4; \\
L_H &= 0.25; \ L_L = 0.25; \\
\text{la0} &= 1550; \\
\text{la} &= \text{linspace(1200, 2000, 8001)};
\end{align*}
\]

\( \% \) optical thicknesses

\( N_1 = 6; \)

\[
\begin{align*}
n_1 &= \text{repmat([[nH,nL],1,N1]);} \\
L_1 &= \text{repmat([LH,LL],1,N1);} \\
L &= L_1; \\
G_0 &= 100*(1 - \text{abs(multidiel(n,L,la/la0)).^2}); \quad \% \text{no phase shift}
\end{align*}
\]

\( \frac{\lambda_0}{n_1} \frac{\lambda_0}{n_{\text{L}}l_L} \frac{\lambda_0}{n_{\text{L}}l_L} \frac{\lambda_0}{n_1} \frac{\lambda_0}{n_1} \frac{\lambda_0}{n_Ll_L} \)

\( \% \) one phase shift

\[
\begin{align*}
n_1 &= \text{[repmat([nH,nL],1,N1), nL, repmat([nH,nL],1,N1);]} \\
L_1 &= \text{[repmat([LH,LL],1,N1), LL, repmat([LH,LL],1,N1);]} \\
n &= [n_a, n_1, \ n_b]; \\
L &= [L_1, \ LL]; \\
G_1 &= 100*(1 - \text{abs(multidiel(n,L,la/la0)).^2});
\end{align*}
\]

\[
\text{plot(la,G1,la,G0)};
\]

The location of the peak can be shifted by making the phase-shift different from \( \lambda/4 \). This can be accomplished by changing the optical thickness of the middle \( L \)-layer to some other value. The right graph of Fig. 6.5.1 shows the two cases where that length was chosen to be \( n_1l_{L} = (0.6)\lambda_{0}/4 \) and \( (1.3)\lambda_{0}/4 \), corresponding to phase shifts of 54° and 117°.

**Example 6.5.2: Transmission Filter Design with Two FPRs.** Fig. 6.5.2 shows the transmittance of a grating with two FPRs (case 2 of Eq. (6.5.1)). The number of bilayers were \( N_1 = N_2 = 8 \) in the first design, and \( N_1 = N_2 = 9 \) in the second.

**Fig. 6.5.2** Narrow-band transmission filter made with two FPRs.

The resulting transmittance bands are extremely narrow. The plotting scale is only from 1549 nm to 1551 nm. To see these bands in the context of the reflectance band, the transmittance (for \( N_1 = N_2 = 8 \)) is plotted on the right graph over the range [1200, 2000] nm, which includes the full reflectance band of [1373.9, 1777.9] nm.

Using two FPRs has the effect of narrowing the transmittance band and making it somewhat flatter at its top.

**Example 6.5.3: Transmission Filter Design with Three and Four FPRs.** Fig. 6.5.3 shows the transmittance of a grating with three FPRs (case 3 of Eq. (6.5.1)). A symmetric arrangement of FPRs was chosen such that \( N_1 = N_3 = 9 \).

**Example 6.5.4: Transmission Filter Design with Four FPRs.** Fig. 6.5.4 shows the case of four FPRs (case 4 in Eq. (6.5.1)). Again, a symmetric arrangement was chosen with \( N_1 = N_3 = 8 \) and \( N_2 = N_4 = 9 \).

**Fig. 6.5.4** Transmission filters with four FPRs of equal and unequal lengths.
The left graph shows the two cases of equal lengths $N_1 = N_2 = N_3 = N_4 = 8$ and $N_1 = N_2 = N_3 = N_4 = 9$. The right graphs show the case $N_1 = N_4 = 8$ and $N_2 = N_3 = 9$, and the case $N_1 = N_4 = 9$ and $N_2 = N_3 = 10$. We notice again that the equal length cases exhibit ripples, but increasing the length of the middle FPRs tends to eliminate them.

The typical MATLAB code for generating the case $N_1 = 9$ and $N_2 = 10$ was as follows:

```matlab
na = 1.52; nb = 1.52; nH = 2.1; nL = 1.4;
N1 = 9; N2 = 10; N3 = N2; N4 = N1;
n1 = [repmat([nH,nL],1,N1), nL, repmat([nH,nL],1,N1)];
n2 = [repmat([nH,nL],1,N2), nL, repmat([nH,nL],1,N2)];
n3 = [repmat([nH,nL],1,N3), nL, repmat([nH,nL],1,N3)];
n4 = [repmat([nH,nL],1,N4), nL, repmat([nH,nL],1,N4)];
L1 = [repmat([LH,LL],1,N1), LL, repmat([LH,LL],1,N1)];
L2 = [repmat([LH,LL],1,N2), LL, repmat([LH,LL],1,N2)];
L3 = [repmat([LH,LL],1,N3), LL, repmat([LH,LL],1,N3)];
L4 = [repmat([LH,LL],1,N4), LL, repmat([LH,LL],1,N4)];
n = [na, n1, n2, n3, n4, nb];
L = [L1, L2, L3, L4];
G = 100*(1 - abs(multidiel(n,L,la/la0)).^2);
plot(la,G);
```

Then, all layers have a common phase thickness, that is, for $i = 1, 2, \ldots, M$:

$$\delta = k_i l_i = \frac{\omega n_i l_i}{c_0} = \frac{1}{2} \frac{\omega T_s}{c_0}$$

(6.6.2)

where we wrote $k_i = \omega/c_1 = \omega n_i/c_0$. The layer recursions (6.1.2)-(6.1.5) simplify considerably in this case. These recursions and other properties of the structure can be described using DSP language.

Because the layers have a common roundtrip time delay $T_s$, the overall structure will act as a sampled system with sampling period $T_s$ and sampling frequency $f_s = 1/T_s$. The corresponding “Nyquist frequency”, $f_0 = f_s/2$, plays a special role. The phase thickness $\delta$ can be expressed in terms of $f$ and $f_0$ as follows:

$$\delta = \frac{1}{2} \frac{\omega T_s}{c_0} = \frac{1}{2} \frac{2\pi f}{f_s} = \frac{\pi f}{2 f_0}$$

(6.6.2)

Therefore, at $f = f_0$ (and odd multiples thereof), the phase thickness will be $\pi/2 = (2\pi)/4$, that is, the structure will act as quarter-wave layers. Defining the z-domain variable:

$$Z = e^{2j\delta} = e^{j\omega T_s} = e^{2j k_i l_i}$$

(6.6.3)

we write Eq. (6.1.2) in the form:

$$\begin{bmatrix} E_i(z) \\ \rho_i \end{bmatrix} = \begin{bmatrix} 1 & \rho_i z^{-1} \\ \frac{1}{\rho_i} & z^{-1} \end{bmatrix} \begin{bmatrix} E_{i+1,z} \\ E_{i+1,-} \end{bmatrix}, \quad i = M, M-1, \ldots, 1$$

(6.6.4)

We may rewrite it compactly as:

$$E_i(z) = F_i(z)E_{i+1}(z)$$

(6.6.5)

where we defined:

$$F_i(z) = \frac{z^{1/2}}{\rho_i} \begin{bmatrix} 1 & \rho_i z^{-1} \\ \frac{1}{\rho_i} & z^{-1} \end{bmatrix}, \quad E_i(z) = \begin{bmatrix} E_{i+1,z} \\ E_{i+1,-} \end{bmatrix}$$

(6.6.6)

The transition matrix $F_i(z)$ has two interesting properties. Defining the complex conjugate matrix $\bar{F}_i(z)$, we have:
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\[ F(z) = \left( \frac{1 - \rho_i}{1 + \rho_i} \right) J_3 = \frac{\eta_{i-1}}{\eta_i} J_3 \]  

where \( J_1, J_3 \) are the 2x2 matrices:

\[ J_1 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad J_3 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \]

In proving Eq. (6.6.7), we used the result \( (1 - \rho_i^2)/\tau_i = (1 - \rho_i)/(1 + \rho_i) = \eta_{i-1}/\eta_i = \eta_i/\eta_{i-1} \). The first of Eqs. (6.6.7) implies energy conservation, that is, the energy flux into medium \( i \) is equal to the energy flux into medium \( i + 1 \), or,

\[ 1/2\eta_{i-1}(E_i - E_{i+1} - E_{i-1}) = 1/2\eta_i(E_{i+1} - E_{i+1} - E_{i-1}) \]

This can be expressed compactly in the form:

\[ \bar{E}_i^T J_3 \bar{E}_i = \frac{\eta_{i-1}}{\eta_i} \bar{E}_{i+1}^T J_3 \bar{E}_{i+1} \]

which follows from Eq. (6.6.7):

\[ \bar{E}_i^T J_3 \bar{E}_i = \bar{E}_{i+1}^T J_3 \bar{E}_{i+1} = \frac{\eta_{i-1}}{\eta_i} \bar{E}_{i+1}^T J_3 \bar{E}_{i+1} \]

The second of Eqs. (6.6.7) expresses time-reversal invariance and allows the construction of a second, linearly independent, solution of the recursions (6.6.5):

\[ \bar{E}_i = J_1 \bar{E}_i \]

The recursions (6.6.5) may be iterated now to the rightmost interface. By an additional boundary match, we may pass to the right of interface \( M+1 \):

\[ \bar{E}_i = F_i(z) \bar{F}_i(z) \cdots F_M(z) \bar{F}_M(z) \]

where we defined the last transition matrix as

\[ F_{M+1} = \frac{1}{\tau_{M+1}} \left[ \begin{array}{c} 1 \\ \rho_{M+1} \end{array} \right] \]

More explicitly, we have:

\[ \left[ \begin{array}{c} E_i \\ E_{i-1} \\ \vdots \end{array} \right] = \frac{M+1-1/2}{\eta_i} \left[ \begin{array}{cccc} 1 & \rho_i & \rho_{i+1} & \cdots \\ \rho_i & Z^{-1} & 1 & \cdots \\ \cdots & 1 & \rho_{i+1} & \cdots \\ 1 & \rho_{M+1} & \cdots & 1 \\ \rho_{M+1} & Z^{-1} & \cdots & 1 \\ \rho_{M+1} & Z^{-1} & \cdots & 1 \end{array} \right] \left[ \begin{array}{c} E_i \\ E_{i-1} \\ \vdots \end{array} \right] \]

where we defined \( \eta_i = \tau_i \tau_{i+1} \cdots \tau_M \tau_{M+1} \). We introduce the following definition for the product of these matrices:

\[ \left[ \begin{array}{cc} A_i(z) & C_i(z) \\ B_i(z) & D_i(z) \end{array} \right] = \left[ \begin{array}{c} 1 & \rho_i & \rho_{i+1} & \cdots \\ \rho_i & Z^{-1} & 1 & \cdots \\ \cdots & 1 & \rho_{M+1} & \cdots \\ 1 & \rho_{M+1} & \cdots & 1 \\ \rho_{M+1} & Z^{-1} & \cdots & 1 \end{array} \right] \]

Because there are \( M + 1 \) matrix factors that are first-order in \( z^{-1} \), the quantities \( A_i(z), B_i(z), C_i(z), \) and \( D_i(z) \) will be polynomials of order \( M + 1 \) in the variable \( z^{-1} \). We may also express (6.6.12) in terms of the transition matrices \( F(z) \):

\[ \left[ \begin{array}{cc} A_i(z) & C_i(z) \\ B_i(z) & D_i(z) \end{array} \right] = z^{-1} \left[ \begin{array}{cc} A_f(z) & C_f(z) \\ B_f(z) & D_f(z) \end{array} \right] = z^{-(M+1-1/2)} \left[ \begin{array}{cc} \sigma_f^2 & 0 \\ 0 & \sigma_f^2 \end{array} \right] \left[ \begin{array}{cc} A_f(z) & C_f(z) \\ B_f(z) & D_f(z) \end{array} \right] \]

It follows from Eq. (6.6.7) that (6.6.13) will also satisfy similar properties. Indeed, it can be shown easily that:

\[ \bar{G}_i(z) \bar{J}_3 \bar{G}_i(z) = \sigma_i^2 \bar{J}_3, \quad \text{where} \quad \sigma_i^2 = \prod_{m=i}^{M+1} (1 - \rho_m^2) \]

where \( \bar{G}_i(z) \) and its reverse \( \bar{G}_i^R(z) \) consisting of the reversed polynomials are:

\[ \bar{G}_i(z) = \left[ \begin{array}{cc} A_i(z) & C_i(z) \\ B_i(z) & D_i(z) \end{array} \right], \quad \bar{G}_i^R(z) = \left[ \begin{array}{cc} A_i^R(z) & C_i^R(z) \\ B_i^R(z) & D_i^R(z) \end{array} \right] \]

The reverse of a polynomial is obtained by reversing its coefficients, for example, if \( A(z) \) has coefficient vector \( a = [a_0, a_1, a_2, a_3] \), then \( A^R(z) \) will have coefficient vector \( a^R = [a_3, a_2, a_1, a_0] \). The reverse of a polynomial can be obtained directly in the \( z^{-1} \)-domain by the property:

\[ A^R(z) = z^{-d} A(z^{-1}) = z^{-d} \tilde{A}(z) \]

where \( d \) is the degree of the polynomial. For example, we have:

\[ A(z) = a_0 + a_1 z^{-1} + a_2 z^{-2} + a_3 z^{-3} \]

\[ A^R(z) = a_3 + a_2 z^{-1} + a_1 z^{-2} + a_0 z^{-3} = z^{-3} (a_0 + a_1 z + a_2 z^2 + a_3 z^3) = z^{-3} \tilde{A}(z) \]

Writing the second of Eqs. (6.6.14) explicitly, we have:

\[ \left[ \begin{array}{cc} A_i(z) & C_i(z) \\ B_i(z) & D_i(z) \end{array} \right] = \left[ \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right] \left[ \begin{array}{cc} A_f(z) & C_f(z) \\ B_f(z) & D_f(z) \end{array} \right] \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right] = \left[ \begin{array}{cc} D_f(z) & B_f(z) \\ B_f(z) & D_f(z) \end{array} \right] \]

This implies that the polynomials \( C_i(z), D_i(z) \) are the reverse of \( B_i(z), A_i(z) \), that is, \( C_i(z) = B_i^R(z), D_i(z) = A_i^R(z) \). Using this result, the first of Eqs. (6.6.14) implies the following constraint between \( A_i(z) \) and \( B_i(z) \):

\[ \tilde{A}_i(z) A_i(z) - B_i(z) B_i(z) = \sigma_i^2 \]

\[ ^1 \text{They are recognized as two of the three Pauli spin matrices.} \]
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Thus, the product of matrices in Eq. (6.6.12) has the form:

\[
\begin{bmatrix}
A_1(z) & B_1^R(z) \\
B_1(z) & A_1^R(z)
\end{bmatrix} = \begin{bmatrix} 1 & \rho_1 z^{-1} \\ \rho_1 & z^{-1} \end{bmatrix} \ldots \begin{bmatrix} 1 & \rho_M z^{-1} \\ \rho_M & z^{-1} \end{bmatrix} \begin{bmatrix} 1 & \rho_{M+1} \\ \rho_{M+1} & 1 \end{bmatrix}
\]

(6.6.17)

This definition implies also the recursion:

\[
\begin{bmatrix}
A_i(z) \\
B_i(z)
\end{bmatrix} = \begin{bmatrix} 1 & \rho_i z^{-1} \\ \rho_i & z^{-1} \end{bmatrix} \begin{bmatrix} A_i+1(z) \\
B_i+1(z)
\end{bmatrix}
\]

(6.6.18)

Therefore, each column will satisfy the same recursion:

\[

\begin{bmatrix} A_i+1(z) \\
B_i+1(z)
\end{bmatrix} = \begin{bmatrix} 1 & \rho_i z^{-1} \\ \rho_i & z^{-1} \end{bmatrix} \begin{bmatrix} A_i(z) \\
B_i(z)
\end{bmatrix}
\]

(6.6.19)

for \(i = M, M-1, \ldots, 1\), and initialized by the 0th degree polynomials:

\[
\begin{bmatrix} A_0(z) \\
B_0(z)
\end{bmatrix} = \begin{bmatrix} 1 \\
0
\end{bmatrix}
\]

(6.6.20)

Eq. (6.6.11) reads now:

\[
\begin{bmatrix} E_{i+} \\
E_{i-}
\end{bmatrix} = z^{(M+1-i)/2} \begin{bmatrix} A_i(z) & B_i^R(z) \\
B_i(z) & A_i^R(z)
\end{bmatrix} \begin{bmatrix} E_{i+}^M \\\nE_{i-}^M
\end{bmatrix}
\]

(6.6.21)

Setting \(i = 1\), we find the relationship between the fields incident on the dielectric structure from the left to those incident from the right:

\[
\begin{bmatrix} E_{i+} \\
E_{i-}
\end{bmatrix} = z^{M/2} \begin{bmatrix} A_1(z) & B_1^R(z) \\
B_1(z) & A_1^R(z)
\end{bmatrix} \begin{bmatrix} E_{i+}^M \\\nE_{i-}^M
\end{bmatrix}
\]

(6.6.22)

where \(v_i = \tau_1 \tau_2 \cdots \tau_{M+1}\). The polynomials \(A_i(z)\) and \(B_i(z)\) have degree \(M\) and are obtained by the recursion (6.6.19). These polynomials incorporate all the multiple reflections and reverberatory effects of the structure.

In referring to the overall transition matrix of the structure, we may drop the subscripts 1 and \(M + 1\) and write Eq. (6.6.22) in the more convenient form:

\[
\begin{bmatrix} E_{i+} \\
E_{i-}
\end{bmatrix} = z^{M/2} \begin{bmatrix} A(z) & B(z) \\
B(z) & A(z)
\end{bmatrix} \begin{bmatrix} E_{i+}^M \\\nE_{i-}^M
\end{bmatrix}
\]

(6.6.23)

Fig. 6.6.2 shows the general case of left- and right-incident fields, as well as when the fields are incident only from the left or only from the right.

For both the left- and right-incident cases, the corresponding reflection and transmission responses \(\Gamma, \mathcal{T}\) and \(\Gamma', \mathcal{T}'\) will satisfy Eq. (6.6.23):

\[
\begin{bmatrix} 1 & \mathcal{T} \\
0 & \mathcal{T}'
\end{bmatrix} = z^{M/2} \begin{bmatrix} A(z) & B(z) \\
B(z) & A(z)
\end{bmatrix} \begin{bmatrix} 1 \\
0
\end{bmatrix}
\]

(6.6.24)

Solving for \(\mathcal{T}\), we find:

\[
\mathcal{T}(z) = \frac{B(z)}{A(z)} = \frac{\nu_z \bar{z}^{M/2}}{\bar{A}(z)}
\]

(6.6.25)

Similarly, we find for \(\mathcal{T}'\):

\[
\mathcal{T}'(z) = -\frac{B^R(z)}{A(z)} = \frac{\nu' \bar{z}^{-M/2}}{A(z)}
\]

(6.6.26)

where the constants \(\nu\) and \(\nu'\) are the products of the left and right transmission coefficients \(\tau_i = 1 + \rho_i\) and \(\tau'_i = 1 - \rho_i\), that is,

\[
\nu = \prod_{i=1}^{M+1} \tau_i = \prod_{i=1}^{M+1} (1 + \rho_i) \quad \nu' = \prod_{i=1}^{M+1} \tau'_i = \prod_{i=1}^{M+1} (1 - \rho_i)
\]

(6.6.27)

In deriving the expression for \(\mathcal{T}'\), we used the result (6.6.16), which for \(i = 1\) reads:

\[
A(z)B(z) = \sigma^2, \quad \text{where} \quad \sigma = \sqrt{\prod_{i=1}^{M+1} (1 - \rho_i^2)}
\]

(6.6.28)

Because \(A^R(z) = z^{-M}A(z)\), we can rewrite (6.6.28) in the form:

\[
A(z)A^R(z) - B(z)B^R(z) = \sigma^2 z^{-M}
\]

(6.6.29)

Noting that \(\nu' = \sigma^2\) and that

\[
\nu' = \frac{M+1}{\sum_{i=1}^{M+1} \eta_i - \eta_{i-1}} = \frac{\eta_a}{\eta_b}
\]

(6.6.30)

Then, the transmission responses \(\mathcal{T}\) and \(\mathcal{T}'\) can be expressed as:

---

\(^1\)Forward means order-increasing: as the index \(i\) decreases, the polynomial order \(M + 1 - i\) increases.
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\[
\mathcal{T}(z) = \sqrt{\frac{\eta_b}{\eta_a}} T(z), \quad \mathcal{T}'(z) = \sqrt{\frac{\eta_a}{\eta_b}} T(z), \quad T(z) = \frac{\sigma z^{-M/2}}{A(z)} \quad (6.6.31)
\]

The magnitude squared of \( T(z) \) represents the transmittance, that is, the ratio of the transmitted to incident powers, whereas \( \mathcal{T} \) is the corresponding ratio of the electric fields. Indeed, assuming \( E_- = 0 \), we have \( \mathcal{T} = \mathcal{T}' = \mathcal{T}^{transmitted} / \mathcal{T}^{incident} \), and find:

\[
\mathcal{P}^{transmitted} = \frac{1}{2\eta_b} |E_+|^2 = \frac{\eta_a}{\eta_b} |\mathcal{T}|^2 = |T|^2
\]

where we used Eq. (6.6.31). Similarly, if the incident fields are from the right, then assuming \( E_+ = 0 \), the corresponding transmission coefficient will be \( \mathcal{T}' = E_+ / E_- \), and we find for the left-going transmittance:

\[
\mathcal{P}'^{transmitted} = \frac{1}{2\eta_b} |E_-|^2 = \frac{\eta_b}{\eta_a} |\mathcal{T}'|^2 = |T|^2
\]

Eqs. (6.6.32) and (6.6.33) state that the transmittance is the same from either side of the structure. This result remains valid even when the slabs are lossy.

The frequency response of the structure is obtained by setting \( z = e^{j\omega T} \). Denoting \( A(e^{j\omega T}) \) simply by \( A(\omega) \), we may express Eq. (6.6.28) in the form:

\[
|A(\omega)|^2 - |B(\omega)|^2 = \sigma^2
\]

This implies the following relationship between reflectance and transmittance:

\[
|\Gamma(\omega)|^2 + |T(\omega)|^2 = 1
\]

Indeed, dividing Eq. (6.6.34) by \( |A(\omega)|^2 \) and using Eq. (6.6.31), we have:

\[
1 - \left| \frac{B(\omega)}{A(\omega)} \right|^2 = \frac{\sigma^2}{|A(\omega)|^2} = \left| \frac{\sigma e^{-j\omega M/2}}{A(\omega)} \right|^2 \Rightarrow 1 - |\Gamma(\omega)|^2 = |T(\omega)|^2
\]

Scattering Matrix

The transfer matrix in Eq. (6.6.23) relates the incident and reflected fields at the left of the structure to those at the right of the structure. Using Eqs. (6.6.25), (6.6.26), and (6.6.29), we may rearrange the transfer matrix (6.6.23) into a scattering matrix form that relates the incoming fields \( E_-, E_- \) to the outgoing fields \( E_+, E_+ \). We have:

\[
\begin{bmatrix} E_- \\ E_+ \end{bmatrix} = \begin{bmatrix} \Gamma(z) & T(z) \\ T'(z) & \Gamma'(z) \end{bmatrix} \begin{bmatrix} E_- \\ E_+ \end{bmatrix} \quad (scattering \ matrix) \quad (6.6.36)
\]

The elements of the scattering matrix are referred to as the \( S \)-parameters and are used widely in the characterization of two-port (and multi-port) networks at microwave frequencies.

We discuss \( S \)-parameters in Sec. 14.1. It is a common convention in the literature to normalize the fields to the impedances of the left and right media (the generator and load impedances), as follows:

\[
S_z = \frac{1}{1/\sqrt{\eta_a}} E_+ = \frac{E + \eta_a H}{2/\sqrt{\eta_a}}, \quad S'_z = \frac{1}{1/\sqrt{\eta_b}} E_- = \frac{E' + \eta_b H'}{2/\sqrt{\eta_b}} \quad (6.6.37)
\]

Such normalized fields are referred to as power waves [1139]. Using the results of Eq. (6.6.31), the scattering matrix may be written in terms of the normalized fields in the more convenient form:

\[
\begin{bmatrix} E_- \\ E_+ \end{bmatrix} = \begin{bmatrix} \Gamma(z) & T(z) \\ T'(z) & \Gamma'(z) \end{bmatrix} \begin{bmatrix} E_- \\ E_+ \end{bmatrix} \quad (6.6.38)
\]

so that \( S(z) \) is now a symmetric matrix:

\[
S(z) = \begin{bmatrix} \Gamma(z) & T(z) \\ T(z) & \Gamma'(z) \end{bmatrix} \quad (scattering \ matrix) \quad (6.6.39)
\]

One can verify also that Eqs. (6.6.25), (6.6.26), and (6.6.28) imply the following unitarity properties of \( S(z) \):

\[
S(z)^T S(z) = I, \quad S(\omega)^T S(\omega) = I, \quad \text{(unitarity)} \quad (6.6.40)
\]

where \( I \) is the \( 2 \times 2 \) identity matrix, \( S(z) = S(z^{-1}) \), and \( S(\omega) \) denotes \( S(z) \) with \( z = e^{j\omega T} \), so that \( S(\omega)^T \) becomes the hermitian conjugate \( S(\omega)^T = S(\omega)^T \).

The unitarity condition is equivalent to the power conservation condition that the net incoming power into the (lossless) multilayer structure is equal to the net outgoing reflected power from the structure. Indeed, in terms of the power waves, we have:

\[
P_{out} = \frac{1}{2\eta_a} |E_-|^2 + \frac{1}{2\eta_b} |E_+|^2 = \frac{1}{2} |E_-|^2 + \frac{1}{2} |E_+|^2
\]

\[
= \frac{1}{2} [E_-, E_+^*]^T \begin{bmatrix} \mathcal{T} & \mathcal{T}' \\ \mathcal{T}' & \mathcal{T} \end{bmatrix} \begin{bmatrix} E_- \\ E_+ \end{bmatrix} = \frac{1}{2} [E_+, E_-^*]^T S^* S \begin{bmatrix} \mathcal{T} & \mathcal{T}' \\ \mathcal{T}' & \mathcal{T} \end{bmatrix} \begin{bmatrix} E_+ \\ E_- \end{bmatrix} = \frac{1}{2} [E_+, E_-^*] I \begin{bmatrix} \mathcal{T} \\ \mathcal{T}' \end{bmatrix}
\]

Layer Recursions

Next, we discuss the layer recursions. The reflection responses at the successive interfaces of the structure are given by similar equations to (6.6.25). We have \( \Gamma_i(z) = B_i(z)/A_i(z) \) at the \( i \)-th interface and \( \Gamma_{i+1}(z) = B_{i+1}(z)/A_{i+1}(z) \) at the next one. Using Eq. (6.6.19), we find that the responses \( \Gamma_i \) satisfy the following recursion, which is equivalent to Eq. (6.13):

\[
\Gamma_i(z) = \frac{\rho_i + z^{-1} \Gamma_{i+1}(z)}{1 + \rho_i z^{-1} \Gamma_{i+1}(z)}, \quad i = M, M - 1, \ldots, 1 \quad (6.6.41)
\]
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It starts at $\Gamma_{M+1}(z) = \rho_{M+1}$ and ends with $\Gamma(z) = \Gamma_1(z)$. The impedances at the interfaces satisfy Eq. (6.1.5), which takes the specialized form in the case of equal phase thicknesses:

$$Z_i(s) = \eta_i \frac{Z_{i+1}(s) + \eta_i s}{\eta_i + sZ_{i+1}(s)}, \quad i = M, M-1, \ldots, 1$$  \hspace{1cm} (6.6.42)

where we defined the variable $s$ via the bilinear transformation:

$$s = \frac{1 - z^{-1}}{1 + z^{-1}}$$ \hspace{1cm} (6.6.43)

Note that if $z = e^{j\delta}$, then $s = j\tan \delta$. It is more convenient to think of the impedances $Z_i(s)$ as functions of the variable $s$ and the reflection responses $\Gamma_i(z)$ as functions of the variable $z$.

To summarize, given the characteristic impedances $\{\eta_a, \eta_1, \ldots, \eta_M, \eta_B\}$, equivalently, the refractive indices $\{n_1, n_1, \ldots, n_M\}$ of a multilayered structure, we can compute the corresponding reflection coefficients $\{\rho_1, \rho_2, \ldots, \rho_{M+1}\}$ and then carry out the polynomial recursions (6.6.19), eventually arriving at the final $M$th order polynomials $A(z)$ and $B(z)$, which define via Eq. (6.6.25) the overall reflection and transmission responses of the structure.

Conversely, given the final polynomials $A_1(z)$ and $B_1(z)$, we invert the recursion (6.6.19) and "peel off" one layer at a time, until we arrive at the rightmost interface. In the process, we extract the reflection coefficients $\{\rho_1, \rho_2, \ldots, \rho_{M+1}\}$, as well as the characteristic impedances and refractive indices of the structure.

This inverse recursion is based on the property that the reflection coefficients appear in the first and last coefficients of the polynomials $B_i(z)$ and $A_i(z)$. Indeed, if we define these coefficients by the expansions:

$$B_i(z) = \sum_{m=0}^{M+1-i} b_i(m) z^{-m}, \quad A_i(z) = \sum_{m=0}^{M+1-i} a_i(m) z^{-m}$$

then, it follows from Eq. (6.6.19) that the first coefficients are:

$$b_i(0) = \rho_i, \quad a_i(0) = 1$$ \hspace{1cm} (6.6.44)

whereas the last coefficients are:

$$b_i(M+1-i) = \rho_{M+1}, \quad a_i(M+1-i) = \rho_{M+1} \rho_i$$ \hspace{1cm} (6.6.45)

Inverting the transition matrix in Eq. (6.6.19), we obtain the backward recursion:

$$\begin{bmatrix} A_{i+1}(z) \\ B_{i+1}(z) \end{bmatrix} = \frac{1}{1 - \rho_i^2} \begin{bmatrix} 1 & -\rho_i \\ -\rho_i z & z \end{bmatrix} \begin{bmatrix} A_i(z) \\ B_i(z) \end{bmatrix}$$ \hspace{1cm} (backward recursion) \hspace{1cm} (6.6.46)

Note that if $z = e^{j\delta}$, then $s = j\tan \delta$. It is more convenient to think of the impedances $Z_i(s)$ as functions of the variable $s$ and the reflection responses $\Gamma_i(z)$ as functions of the variable $z$.

To summarize, given the characteristic impedances $\{\eta_a, \eta_1, \ldots, \eta_M, \eta_B\}$, equivalently, the refractive indices $\{n_1, n_1, \ldots, n_M\}$ of a multilayered structure, we can compute the corresponding reflection coefficients $\{\rho_1, \rho_2, \ldots, \rho_{M+1}\}$ and then carry out the polynomial recursions (6.6.19), eventually arriving at the final $M$th order polynomials $A(z)$ and $B(z)$, which define via Eq. (6.6.25) the overall reflection and transmission responses of the structure.

Conversely, given the final polynomials $A_1(z)$ and $B_1(z)$, we invert the recursion (6.6.19) and "peel off" one layer at a time, until we arrive at the rightmost interface. In the process, we extract the reflection coefficients $\{\rho_1, \rho_2, \ldots, \rho_{M+1}\}$, as well as the characteristic impedances and refractive indices of the structure.

This inverse recursion is based on the property that the reflection coefficients appear in the first and last coefficients of the polynomials $B_i(z)$ and $A_i(z)$. Indeed, if we define these coefficients by the expansions:

$$B_i(z) = \sum_{m=0}^{M+1-i} b_i(m) z^{-m}, \quad A_i(z) = \sum_{m=0}^{M+1-i} a_i(m) z^{-m}$$

then, it follows from Eq. (6.6.19) that the first coefficients are:

$$b_i(0) = \rho_i, \quad a_i(0) = 1$$ \hspace{1cm} (6.6.44)

whereas the last coefficients are:

$$b_i(M+1-i) = \rho_{M+1}, \quad a_i(M+1-i) = \rho_{M+1} \rho_i$$ \hspace{1cm} (6.6.45)

Inverting the transition matrix in Eq. (6.6.19), we obtain the backward recursion:

$$\begin{bmatrix} A_{i+1}(z) \\ B_{i+1}(z) \end{bmatrix} = \frac{1}{1 - \rho_i^2} \begin{bmatrix} 1 & -\rho_i \\ -\rho_i z & z \end{bmatrix} \begin{bmatrix} A_i(z) \\ B_i(z) \end{bmatrix}$$ \hspace{1cm} (backward recursion) \hspace{1cm} (6.6.46)

for $i = 1, 2, \ldots, M$, where $\rho_i = b_i(0)$. This recursion starts with the knowledge of $A_1(z)$ and $B_1(z)$. We note that each step of the recursion reduces the order of the polynomials by one, until we reach the 0th order polynomials $A_{M+1}(z) = 1$ and $B_{M+1}(z) = \rho_{M+1}$.

The reverse recursions can also be applied directly to the reflection responses $\Gamma_i(z)$ and wave impedances $Z_i(s)$. It follows from Eq. (6.6.41) that the reflection coefficient $\rho_i$ can be extracted from $\Gamma_i(z)$ if we set $z = \infty$, that is, $\rho_i = \Gamma_i(\infty)$. Then, solving Eq. (6.1.3) for $\Gamma_{i+1}(z)$, we obtain:

$$\Gamma_{i+1}(z) = z \frac{\Gamma_i(z) - \rho_i}{1 - \rho_i \Gamma_i(z)}, \quad i = 1, 2, \ldots, M$$ \hspace{1cm} (6.6.47)

Similarly, it follows from Eq. (6.6.42) that the characteristic impedance $\eta_i$ can be extracted from $Z_i(s)$ by setting $s = \infty$, which is equivalent to $z = \infty$ under the transformation (6.6.43). Thus, $\eta_i = Z_i(1)$ and the inverse of (6.6.42) becomes:

$$Z_{i+1}(s) = \eta_i \frac{Z_i(s) - s\eta_i}{\eta_i - sZ_i(s)}, \quad i = 1, 2, \ldots, M$$ \hspace{1cm} (6.6.48)

The necessary and sufficient condition that the extracted reflection coefficients $\rho_i$ and the media impedances $\eta_i$ are realizable, that is, $|\rho_i| < 1$ or $\eta_i > 0$, is that the starting polynomial $A(z)$ be a minimum-phase polynomial in $z^{-1}$, that is, it must have all its zeros inside the unit circle on the $z$-plane. This condition is in turn equivalent to the requirement that the transmission and reflection responses $T(z)$ and $\Gamma(z)$ be stable and causal transfer functions.

The order-increasing and order-decreasing recursions Eqs. (6.6.19) and (6.6.46) can also be expressed in terms of the vectors of coefficients of the polynomials $A_i(z)$ and $B_i(z)$. Defining the column vectors:

$$a_i = \begin{bmatrix} a_i(0) \\ a_i(1) \\ \vdots \\ a_i(M+1-i) \end{bmatrix}, \quad b_i = \begin{bmatrix} b_i(0) \\ b_i(1) \\ \vdots \\ b_i(M+1-i) \end{bmatrix}$$

we obtain for Eq. (6.6.19), with $i = M, M-1, \ldots, 1$:

$$a_i = \begin{bmatrix} a_{i+1} \\ 0 \end{bmatrix} + \rho_i \begin{bmatrix} 0 \\ b_{i+1} \end{bmatrix}$$ \hspace{1cm} (forward recursion) \hspace{1cm} (6.6.49)

where $a_i = [a_i, 0, \ldots, 0]$, $b_i = [b_i, 0, \ldots, 0]$, and initialized at $a_{M+1} = [1]$ and $b_{M+1} = [\rho_{M+1}]$. Similarly, the backward recursions (6.6.46) are initialized at the $M$th order polynomials $a_i = a$ and $b_i = b$. For $i = 1, 2, \ldots, M$ and $\rho_i = b_i(0)$, we have:
Example 6.6.1: Determine the number of layers $M$, the reflection coefficients at the $M+1$ interfaces, and the refractive indices of the $M+2$ media for a multilayer structure whose overall reflection response is given by:

$$
\Gamma(z) = \frac{B(z)}{A(z)} = \frac{-0.1 - 0.188z^{-1} - 0.33z^{-2} + 0.5z^{-3}}{1 - 0.1z^{-1} - 0.064z^{-2} - 0.05z^{-3}}
$$

Solution: From the degree of the polynomials, the number of layers is $M = 3$. The starting polynomials in the backward recursion (6.6.50) are:

\[
\begin{bmatrix}
a_i+1 \\
0
\end{bmatrix} = \begin{bmatrix}
a_i - \rho_i b_i \\
1 - \rho_i^2
\end{bmatrix} \quad \text{(backward recursion)} \quad (6.6.50)
\]

\[
\begin{bmatrix}
0 \\
b_i+1
\end{bmatrix} = \frac{-\rho_i a_i + b_i}{1 - \rho_i^2}
\]

From the first and last coefficients of $b_i$, we find $\rho_1 = -0.1$ and $\rho_4 = 0.5$. Setting $i = 1$, the first step of the recursion gives:

\[
\begin{bmatrix}
a_2 \\
0
\end{bmatrix} = \begin{bmatrix}
a_1 - \rho_1 b_1 \\
1 - \rho_1^2
\end{bmatrix} = \begin{bmatrix}
1.000 \\
-0.120 \\
-0.100 \\
0.000
\end{bmatrix}, \quad \begin{bmatrix}
b_2 \\
0
\end{bmatrix} = \frac{-\rho_1 a_1 + b_1}{1 - \rho_1^2} = \begin{bmatrix}
0.000 \\
-0.100 \\
-0.200 \\
-0.360 \\
0.500
\end{bmatrix}
\]

Thus,

\[
\begin{bmatrix}
a_2 \\
b_2
\end{bmatrix} = \begin{bmatrix}
1.000 \\
-0.120 \\
-0.100 \\
0.000
\end{bmatrix}, \quad \begin{bmatrix}
b_2 \\
0
\end{bmatrix} = \begin{bmatrix}
-0.200 \\
-0.360 \\
0.500
\end{bmatrix}
\]

The first coefficient of $b_2$ is $\rho_2 = -0.2$ and the next step of the recursion gives:

\[
\begin{bmatrix}
a_3 \\
0
\end{bmatrix} = \begin{bmatrix}
a_2 - \rho_2 b_2 \\
1 - \rho_2^2
\end{bmatrix} = \begin{bmatrix}
1.0 \\
-0.2 \\
0.0
\end{bmatrix}, \quad \begin{bmatrix}
b_3 \\
0
\end{bmatrix} = \frac{-\rho_2 a_2 + b_2}{1 - \rho_2^2} = \begin{bmatrix}
0.0 \\
-0.4 \\
0.5
\end{bmatrix}
\]

Thus,

\[
\begin{bmatrix}
a_3 \\
b_3
\end{bmatrix} = \begin{bmatrix}
1.0 \\
-0.2 \\
0.0
\end{bmatrix}, \quad \begin{bmatrix}
b_3 \\
0
\end{bmatrix} = \begin{bmatrix}
-0.4 \\
0.5
\end{bmatrix} \Rightarrow \rho_3 = -0.4
\]

The last step of the recursion for $i = 3$ is not necessary because we have already determined $\rho_4 = 0.5$. Thus, the four reflection coefficients are:

$$\{\rho_1, \rho_2, \rho_3\} = \{-0.1, -0.2, -0.4, 0.5\}$$

The corresponding refractive indices can be obtained by solving Eq. (6.1.1), that is, $n_i = n_{i+1} (1 - \rho_i) / (1 + \rho_i)$. Starting with $i = 1$ and $n_0 = n_a = 1$, we obtain:

$$\{n_a, n_1, n_2, n_3, n_b\} = \{1, 1.22, 1.83, 4.28, 1.43\}$$

The same results can be obtained by working with the polynomial version of the recursion, Eq. (6.6.46).

Example 6.6.2: Consider the quarter-quarter antireflection coating shown in Fig. 6.2.2 with refractive indices $\{n_a, n_1, n_2, n_b\} = \{1, 1.38, 1.63, 1.50\}$. Determine the reflection coefficients at the three interfaces and the overall reflection response $\Gamma(z)$ of the structure.

Solution: In this problem we carry out the forward layer recursion starting from the rightmost layer. The reflection coefficients computed from Eq. (6.1.1) are:

$$\{\rho_1, \rho_2, \rho_3\} = \{-0.1597, -0.0831, 0.0415\}$$

Starting the forward recursion with $a_1 = 1$ and $b_2 = \{\rho_3\} = \{0.0415\}$, we build the first order polynomials:

\[
\begin{bmatrix}
a_2 \\
b_2
\end{bmatrix} = \begin{bmatrix}
a_1 + \rho_1 b_1 \\
0
\end{bmatrix} + \begin{bmatrix}
0 \\
\rho_2
\end{bmatrix} = \begin{bmatrix}
1.000 \\
0.000
\end{bmatrix} + \begin{bmatrix}
-0.0831 \\
0.000
\end{bmatrix} = \begin{bmatrix}
1.000 \\
0.000
\end{bmatrix}
\]

Thus, the overall reflection response is:

$$\Gamma(z) = \frac{B(z)}{A(z)} = \frac{-0.1597 - 0.0825z^{-1} + 0.0415z^{-2}}{1 + 0.0985z^{-1} - 0.0066z^{-2}}$$

Applying the reverse recursion on this reflection response would generate the same reflection coefficients $\rho_1, \rho_2, \rho_3$.

Example 6.6.3: Determine the overall reflection response of the quarter-half-quarter coating of Fig. 6.2.2 by thinking of the half-wavelength layer as two quarter-wavelength layers of the same refractive index.
6.6. Equal Travel-Time Multilayer Structures

Solution: There are \( M = 4 \) quarter-wave layers with refractive indices:

\[
[n_0, n_1, n_2, n_3, n_4] = [1, 1.38, 2.20, 2.20, 1.63, 1.50]
\]

The corresponding reflection coefficients are:

\[
[p_1, p_2, p_3, p_4, p_5] = [-0.1597, -0.2291, 0, 0.1488, 0.0415]
\]

where the reflection coefficient at the imaginary interface separating the two halves of the half-wave layer is zero. Starting the forward recursion with \( a_0 = [1], b_0 = [p_1] = [0.0415] \), we compute the higher-order polynomials:

\[
a_4 = \begin{bmatrix} a_4 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} p_4 \\ b_4 \end{bmatrix} = \begin{bmatrix} 1.0000 \\ 0.0062 \\ 0 \end{bmatrix}, \quad b_4 = \begin{bmatrix} a_4 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ b_4 \end{bmatrix} = \begin{bmatrix} 0.1488 \\ 0.0415 \end{bmatrix}
\]

\[
a_3 = \begin{bmatrix} a_3 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} p_3 \\ b_3 \end{bmatrix} = \begin{bmatrix} 1.0000 \\ 0.0062 \\ 0 \end{bmatrix}, \quad b_3 = \begin{bmatrix} a_3 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ b_3 \end{bmatrix} = \begin{bmatrix} 0.0000 \\ 0.1488 \end{bmatrix}
\]

\[
a_2 = \begin{bmatrix} a_2 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} p_2 \\ b_2 \end{bmatrix} = \begin{bmatrix} 1.0000 \\ 0.0062 \\ 0 \\ -0.0341 \end{bmatrix}, \quad b_2 = \begin{bmatrix} a_2 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ b_2 \end{bmatrix} = \begin{bmatrix} -0.0959 \\ 0.1488 \end{bmatrix}
\]

\[
a_1 = \begin{bmatrix} a_1 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} p_1 \\ b_1 \end{bmatrix} = \begin{bmatrix} 1.0000 \\ 0.0428 \\ -0.0339 \\ -0.0066 \end{bmatrix}, \quad b_1 = \begin{bmatrix} a_1 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ b_1 \end{bmatrix} = \begin{bmatrix} -0.1597 \\ -0.2300 \\ 0.0040 \\ 0.0415 \end{bmatrix}
\]

Thus, the reflection response will be:

\[
\Gamma(z) = \frac{B_1(z)}{A_1(z)} = \frac{-0.1597 - 0.2300z^{-1} + 0.0040z^{-2} + 0.1502z^{-3} + 0.0415z^{-4}}{1 + 0.0428z^{-1} - 0.0339z^{-2} - 0.0066z^{-3}}
\]

We note that because \( p_3 = 0 \), the polynomials \( A_3(z) \) and \( A_4(z) \) are the same and \( B_3(z) \) is simply the delayed version of \( B_4(z) \), that is, \( B_3(z) = z^{-1}B_4(z) \).

Example 6.6.4: Determine the reflection polynomials for the cases \( M = 1, M = 2, \) and \( M = 3 \) with reflection coefficients \( \{p_1, p_2, p_3\} \) and \( \{p_1, p_2, p_3, p_4, p_5\} \), respectively.

Solution: For \( M = 1 \), we have \( A_2(z) = 1 \) and \( B_2(z) = p_2 \). Then, Eq. (6.6.19) gives:

\[
\begin{bmatrix} A_2(z) \\ B_2(z) \end{bmatrix} = \begin{bmatrix} 1 & p_2z^{-1} \\ p_1 & z^{-1} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 + p_1p_2z^{-1} \\ p_1z^{-1} \end{bmatrix}
\]

For \( M = 2 \), we start with \( A_3(z) = 1 \) and \( B_3(z) = p_3 \). The first step of the recursion gives:

\[
\begin{bmatrix} A_3(z) \\ B_3(z) \end{bmatrix} = \begin{bmatrix} 1 & p_3z^{-1} \\ p_2 & z^{-1} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 + p_1p_2p_3z^{-1} \\ p_1z^{-1} \end{bmatrix}
\]

and the second step:

\[
\begin{bmatrix} A_4(z) \\ B_4(z) \end{bmatrix} = \begin{bmatrix} 1 & p_4z^{-1} \\ p_3 & z^{-1} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 + p_1p_2p_3p_4z^{-1} \\ p_1z^{-1} \end{bmatrix}
\]

For \( M = 3 \), we have \( A_4(z) = 1 \) and \( B_4(z) = p_4 \). The first and second steps give:

\[
\begin{bmatrix} A_5(z) \\ B_5(z) \end{bmatrix} = \begin{bmatrix} 1 & p_5z^{-1} \\ p_4 & z^{-1} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 + p_1p_2p_3p_4p_5z^{-1} \\ p_1z^{-1} \end{bmatrix}
\]

Then, the final step gives:

\[
\begin{bmatrix} A_6(z) \\ B_6(z) \end{bmatrix} = \begin{bmatrix} 1 & p_6z^{-1} \\ p_5 & z^{-1} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 + p_1p_2p_3p_4p_5p_6z^{-1} \\ p_1z^{-1} \end{bmatrix}
\]

As expected, in all cases the first and last coefficients of \( A_k(z) \) are 1 and \( p_1p_2p_3p_4p_5 \) and those of \( B_k(z) \) are \( p_1 \) and \( p_2p_3p_4p_5 \).

An approximation that is often made in practice is to assume that the \( p_i \)s are small and ignore all the terms that involve two or more factors of \( p_i \). In this approximation, we have for the polynomials and the reflection response \( \Gamma(z) = B_1(z)/A_1(z) \), for the \( M = 3 \) case:

\[
A_1(z) = 1, \quad B_1(z) = p_1 + p_2z^{-1} + p_3z^{-2} + p_4z^{-3} \quad \Rightarrow \quad \Gamma(z) = p_1z^{-1} + p_2z^{-2} + p_4z^{-3}
\]

This is equivalent to ignoring all multiple reflections within each layer and considering only a single reflection at each interface. Indeed, the term \( p_2z^{-1} \) represents the wave reflected at interface-2 and arriving back at interface-1 with a roundtrip delay of \( z^{-1} \). Similarly, \( p_4z^{-3} \) represents the reflection at interface-3 and has a delay of \( z^{-3} \) because the wave must make a roundtrip of two layers to come back to interface-1, and \( p_4z^{-3} \) has three roundtrip delays because the wave must traverse three layers.

The two MATLAB functions \texttt{fwrrec} and \texttt{bwrrec} implement the forward and backward recursions (6.6.49) and (6.6.50), respectively. They have usage:

\[
[A,B] = \texttt{fwrrec}(r); \quad % \text{forward recursion - from } r \text{ to } A,B
\]

\[
[r,A,B] = \texttt{bwrrec}(a,b); \quad % \text{backward recursion - from } a,b \text{ to } r
\]
The input \( r \) of \( \text{frwrec} \) represents the vector of the \( M + 1 \) reflection coefficients and \( A, B \) are the \((M + 1) \times (M + 1)\) matrices whose columns are the polynomials \( a_i \) and \( b_i \) (padded with zeros at the end to make them of length \( M + 1 \)). The inputs \( A, B \) of \( \text{bkwrec} \) are the final order-\( M \) polynomials \( a, b \) and the outputs \( r, A, B \) have the same meaning as in \( \text{frwrec} \). We note that the first row of \( B \) contains the reflection coefficients \( r \).

The auxiliary functions \( r2n \) and \( n2r \) allow one to pass from the reflection coefficient vector \( r \) to the refractive index vector \( n \), and conversely. They have usage:

\[
\begin{align*}
n &= r2n(r); & \text{reflection coefficients to refractive indices} \\
r &= n2r(n); & \text{refractive indices to reflection coefficients}
\end{align*}
\]

As an illustration, the MATLAB code:

\[
\begin{align*}
a &= [1, -0.1, -0.064, -0.05]; \\
b &= [-0.1, -0.188, -0.35, 0.5]; \\
[r, A, B] &= \text{bkwrec}(a, b); \\
n &= r2n(r); \\
r &= n2r(n);
\end{align*}
\]

will generate the output of Example 6.6.1:

\[
\begin{align*}
r &= [-0.1000, -0.2000, -0.4000, 0.5000]; \\
A &= [1.0000, 1.0000, 1.0000, 1.0000, -0.1000, -0.1200, -0.2000, 0]; \\
& \quad -0.0640 -0.1000 0 0; \\
& \quad -0.0500 0 0 0; \\
B &= [1.0000, -0.1000, -0.2000, -0.4000, 0.5000, -0.1880, -0.3600, 0.5000, 0]; \\
& \quad -0.3500 0.5000 0 0; \\
& \quad 0.5000 0 0 0; \\
n &= [1.0000, 1.2222, 1.8333, 4.2778, 1.4259]; \\
r &= [-0.1000, -0.2000, -0.4000, 0.5000];
\end{align*}
\]

Conversely, if the above \( r \) is the input to \( \text{frwrec} \), the returned matrices \( A, B \) will be identical to the above. The function \( r2n \) solves Eq. (6.1.1) for \( n_i \) and always assumes that the refractive index of the leftmost medium is unity. Once the \( n_i \) are known, the function \texttt{multidiel} may be used to compute the reflection response at any set of frequencies or wavelengths.

### 6.7 Applications of Layered Structures

In addition to their application in dielectric thin-film and radome design, layered structures and the corresponding forward and backward layer recursions have a number of applications in other wave propagation problems, such as the design of broadband terminations of transmission lines, the analysis and synthesis of speech, geophysical signal processing for oil exploration, the probing of tissue by ultrasound, and the design of acoustic reflectors for noise control.

It is remarkable also that the same forward and backward recursions (6.6.49) and (6.6.50) are identical (up to reindexing) to the forward and backward Levinson recursions of linear prediction [833], with the layer structures being mathematically equivalent to the analysis and synthesis lattice filters. This connection is perhaps the reason behind the great success of linear prediction methods in speech and geophysical signal processing.

Moreover, the forward and backward layer recursions in their reflection forms, Eqs. (6.6.41) and (6.6.47), and impedance forms, Eqs. (6.6.42) and (6.6.48), are the essential mathematical tools for Schur’s characterization of functions in the lossless bounded real of \( \text{frwrec} \). The inputs \( \text{frwrec} \) are the final order-\( M \) polynomials \( a, b \), and the outputs \( \text{frwrec} \) have the same meaning as in \( \text{frwrec} \) as in \( \text{frwrec} \).

As an illustration, the MATLAB code:

\[
\begin{align*}
a &= [1, -0.1, -0.064, -0.05]; \\
b &= [-0.1, -0.188, -0.35, 0.5]; \\
[r, A, B] &= \text{bkwrec}(a, b); \\
n &= r2n(r); \\
r &= n2r(n);
\end{align*}
\]

in all wave problems there are always two associated propagating field quantities playing the roles of the electric and magnetic fields. For forward-moving waves the ratio of the two field quantities is constant and equal to the characteristic impedance of the particular propagation medium for the particular type of wave.

For example, for transmission lines the two field quantities are the voltage and current along the line, for sound waves they are the pressure and particle volume velocity, and for seismic waves, the stress and particle displacement.

A transmission line connected to a multisegment impedance transformer and a load is shown in Fig. 6.7.1. The characteristic impedances of the main line and the segments are \( Z_a, \ldots, Z_M, Z_b \) and the impedance of the load, \( Z_b \), play the same role as \( \eta_a, \eta_1, \ldots, \eta_M, \eta_b \) in the dielectric stack case.

Conversely, if the above \( r \) is the input to \( \text{frwrec} \), the returned matrices \( A, B \) will be identical to the above. The function \( r2n \) solves Eq. (6.1.1) for \( n_i \) and always assumes that the refractive index of the leftmost medium is unity. Once the \( n_i \) are known, the function \texttt{multidiel} may be used to compute the reflection response at any set of frequencies or wavelengths.

The segment characteristic impedances \( Z_i \) and lengths \( l_i \) can be adjusted to obtain an overall reflection response that is reflectionless over a wideband of frequencies [822–832]. This design method is presented in Sec. 6.8.

In speech processing, the vocal tract is modeled as an acoustic tube of varying cross-sectional area. It can be approximated by the piece-wise constant area approximations shown in Fig. 6.7.2. Typically, ten segments will suffice.

In addition to their application in dielectric thin-film and radome design, layered structures and the corresponding forward and backward layer recursions have a number of applications in other wave propagation problems, such as the design of broadband terminations of transmission lines, the analysis and synthesis of speech, geophysical signal processing for oil exploration, the probing of tissue by ultrasound, and the design of acoustic reflectors for noise control.

The acoustic impedance of a sound wave varies inversely with the tube area, \( Z = \rho c / A \), where \( \rho \) and \( c \) are the air density, speed of sound, and tube area, respectively. Therefore, as the sound wave propagates from the glottis to the lips, it will suffer reflections every time it encounters an interface, that is, whenever it enters a tube segment of different diameter.

Multiple reflections will be set up within each segment and the tube will reverberate in a complicated manner depending on the number of segments and their diameters.
By measuring the speech wave that eventually comes out of the lips (the transmission response,) it is possible to remove, or deconvolve, the reverberatory effects of the tube and, in the process, extract the tube parameters, such as the areas of the segments, or equivalently, the reflection coefficients at the interfaces.

During speech, the configuration of the vocal tract changes continuously, but it does so at mechanical speeds. For short periods of time (typically, of the order of 20–30 msec,) it may be considered to maintain a fixed configuration. From each such short segment of speech, a set of configuration parameters, such as reflection coefficients, is extracted. Conversely, the extracted parameters may be used to re-synthesize the speech segment.

Such linear prediction based acoustic tube models of speech production are routinely used in the analysis and synthesis of speech, speech recognition, speaker identification, and speech coding for efficient data transmission, such as in wireless phones.

The seismic problem in geophysical signal processing is somewhat different. Here, it is not the transmitted wave that is experimentally available, but rather the overall reflected wave. Fig. 6.7.3 shows the typical case.

An impulsive input to the earth, such as an explosion near the surface, will set up seismic elastic waves propagating downwards. As the various earth layers are encountered, reflections will take place. Eventually, each layer will be reverberating and an overall reflected wave will be measured at the surface. With the help of the backward recursions, the parameters of the layered structure (reflection coefficients and impedances) are extracted and evaluated to determine the presence of a layer that contains an oil deposit.

The application of the backward recursions has been termed dynamic predictive deconvolution in the geophysical context [840–852]. An interesting historical account of the early development of this method by Robinson and its application to oil exploration and its connection to linear prediction is given in Ref. [846]. The connection to the conventional inverse scattering methods based on the Gelfand-Levitan-Marchenko approach is discussed in [847–852].

Fiber Bragg gratings (FBG), obtained by periodically modulating the refractive index of the core (or the cladding) of a finite portion of a fiber, behave very similarly to dielectric mirrors and exhibit high reflectance bands [788–808]. The periodic modulation is achieved by exposing that portion of the fiber to intense ultraviolet radiation whose intensity has the required periodicity. The periodicity shown in Fig. 6.7.4 can have arbitrary shape—not only alternating high/low refractive index layers as suggested by the figure. We discuss FBGs further in Sec. 12.4.

Quarter-wave phase-shifted fiber Bragg gratings act as narrow-band transmission filters and can be used as demultiplexing filters in WDM and dense WDM (DWDM) communications systems. Assuming as in Fig. 6.7.4 that the inputs to the FBGs consist of several multiplexed wavelengths, \( \lambda_1, \lambda_2, \lambda_3, \ldots \), and that the FBGs are tuned to wavelength \( \lambda_2 \), then the ordinary FBG will act as an almost perfect reflector of \( \lambda_2 \). If its reflecting band is narrow, then the other wavelengths will transmit through. Similarly, the phase-shifted FBG will act as a narrow-band transmission filter allowing \( \lambda_2 \) through and reflecting the other wavelengths if they lie within its reflecting band.

A typical DWDM system may carry 40 wavelengths at 10 gigabits per second (Gbps) per wavelength, thus achieving a 400 Gbps bandwidth. In the near future, DWDM systems will be capable of carrying hundreds of wavelengths at 40 Gbps per wavelength, achieving terabit per second rates [808].
6.8 Chebyshev Design of Reflectionless Multilayers

In this section, we discuss the design of broadband reflectionless multilayer structures of the type shown in Fig. 6.6.1, or equivalently, broadband terminations of transmission lines as shown in Fig. 6.7.1, using Collin’s method based on Chebyshev polynomials [822, 832, 657, 676].

As depicted in Fig. 6.8.1, the desired specifications are: (a) the operating center frequency \( f_0 \) of the band, (b) the bandwidth \( \Delta f \), and (c) the desired amount of attenuation \( A \) (in dB) within the desired band, measured with respect to the reflectance value at dc.

Because the optical thickness of the layers is \( \delta = \omega T_e / f = (\pi / 2) (f / f_0) \) and vanishes at dc, the reflection response at \( f = 0 \) should be set equal to its unmatched value, that is, to the value when there are no layers:

\[
|\Gamma(0)|^2 = \rho_0^2 = \left( \frac{n_b - \eta_a}{\eta_a + \eta_b} \right)^2 = \left( \frac{n_a - n_b}{n_a + n_b} \right)^2 \tag{6.8.1}
\]

Collin’s design method [822] assumes \( |\Gamma(f)|^2 \) has the analytical form:

\[
|\Gamma(f)|^2 = \frac{e_1^2 T_M(x)}{1 + e_1^2 T_M(x)} \quad x = x_0 \cos \delta = x_0 \cos \left( \frac{\pi f}{2f_0} \right) \tag{6.8.2}
\]

where \( T_M(x) = \cos (M \cos(x)) \) is the Chebyshev polynomial (of the first kind) of order \( M \). The parameters \( M, e_1, x_0 \) are fixed by imposing the desired specifications shown in Fig. 6.8.1.

Once these parameters are known, the order-\( M \) polynomials \( A(z), B(z) \) are determined by spectral factorization, so that \( |\Gamma(f)|^2 = |B(f)|^2 / |A(f)|^2 \). The backward layer recursions, then, allow the determination of the reflection coefficients at the layer interfaces, and the corresponding refractive indices. Setting \( f = 0 \), or \( \delta = 0 \), or \( \cos \delta = 1 \), or \( x = x_0 \), we obtain the design equation:

\[
|\Gamma(0)|^2 = \frac{e_1^2 T_M(x_0)}{1 + e_1^2 T_M(x_0)} = e_0^2 \Rightarrow \frac{e_1^2}{1 + e_1^2 T_M(x_0)} = \rho_0^2 \tag{6.8.3}
\]

where we defined \( e_0 = e_1 T_M(x_0) \). Solving for \( e_0 \), we obtain:

\[
e_0^2 = \frac{\rho_0^2}{1 - \rho_0^2} = \frac{(n_a - n_b)^2}{4n_a n_b} \tag{6.8.4}
\]

Chebyshev polynomials \( T_M(x) \) are reviewed in more detail in Sec. 23.9 that discusses antenna array design using the Dolph-Chebyshev window. The two key properties of these polynomials are that they have equiripple behavior within the interval \(-1 \leq x \leq 1\) and grow like \( x^M \) for \( |x| > 1 \); see for example, Fig. 23.9.1.

By adjusting the value of the scale parameter \( x_0 \), we can arrange the entire equiripple domain, \(-1 \leq x \leq 1\), of \( T_M(x) \) to be mapped onto the desired reflectionless band \( f_1, f_2 \), where \( f_1, f_2 \) are the left and right band edge frequencies about \( f_0 \), as shown in Fig. 6.8.1. Thus, we demand the conditions:

\[
x_0 \cos \left( \frac{\pi f_1}{2f_0} \right) = -1, \quad x_0 \cos \left( \frac{\pi f_2}{2f_0} \right) = 1
\]

These can be solved to give:

\[
\frac{\pi f_1}{2f_0} = \arccos \left( \frac{-1}{x_0} \right) = \frac{\pi}{2} + \arcsin \left( \frac{1}{x_0} \right) \tag{6.8.5}
\]

Subtracting, we obtain the bandwidth \( \Delta f = f_2 - f_1 \):

\[
\frac{\pi \Delta f}{2f_0} = 2 \arcsin \left( \frac{1}{x_0} \right) \tag{6.8.6}
\]

We can now solve for the scale parameter \( x_0 \) in terms of the bandwidth:

\[
x_0 = \frac{1}{\sin \left( \frac{\pi \Delta f}{2f_0} \right)} \tag{6.8.7}
\]

It is evident from Fig. 6.8.1 that the maximum value of the bandwidth that one can demand is \( \Delta f_{max} = 2f_0 \). Going back to Eq. (6.8.5) and using (6.8.6), we see that \( f_1 \) and \( f_2 \) lie symmetrically about \( f_0 \), such that \( f_1 = f_0 - \Delta f / 2 \) and \( f_2 = f_0 + \Delta f / 2 \).

Next, we impose the attenuation condition. Because of the equiripple behavior over the \( \Delta f \) band, it is enough to impose the condition at the edges of the band, that is, we demand that when \( f = f_1 \), or \( x = 1 \), the reflectance is down by \( A \) dB as compared to its value at dc:

\[
|\Gamma(f_1)|^2 = |\Gamma(0)|^2 10^{-A/10} \Rightarrow \frac{e_1^2 T_M^2(1)}{1 + e_1^2 T_M^2(1)} = \frac{e_0^2}{1 + e_0^2} 10^{-A/10}
\]

But, \( T_M(1) = 1 \). Therefore, we obtain an equation for \( e_1^2 \):

\[
\frac{e_1^2}{1 + e_1^2} = \frac{e_0^2}{1 + e_0^2} 10^{-A/10} \tag{6.8.8}
\]
6.8. Chebyshev Design of Reflectionless Multilayers

Noting that $e_0 = e_1 T_M(x_0)$, we solve Eq. (6.8.8) for the ratio $T_M(x_0) = e_0/e_1$:

$$T_M(x_0) = \cosh(M \text{acosh}(x_0)) = \sqrt{1 + e_0^2} 10^{A/10} - e_0^2$$ (6.8.9)

Alternatively, we can express $A$ in terms of $T_M(x_0)$:

$$A = 10 \log_{10} \left( \frac{T_M^2(x_0) + e_0^2}{1 + e_0^2} \right)$$ (6.8.10)

where we used the definition $T_M(x_0) = \cosh(M \text{acosh}(x_0))$ because $x_0 > 1$. Solving (6.8.9) for $M$ in terms of $A$, we obtain:

$$M = \text{ceil}(M_{\text{exact}})$$ (6.8.11)

where

$$M_{\text{exact}} = \frac{\text{acosh} \left( \sqrt{1 + e_0^2} 10^{A/10} - e_0^2 \right)}{\text{acosh}(x_0)}$$ (6.8.12)

Because $M_{\text{exact}}$ is rounded up to the next integer, the attenuation will be somewhat larger than required. In summary, we calculate $e_0, x_0, M$ from Eqs. (6.8.4), (6.8.7), and (6.8.11). Finally, $e_1$ is calculated from:

$$e_1 = \frac{e_0}{T_M(x_0)} = \frac{e_0}{\cosh(M \text{acosh}(x_0))}$$ (6.8.13)

Next, we construct the polynomials $A(z)$ and $B(z)$. It follows from Eqs. (6.6.25) and (6.6.34) that the reflectance and transmittance are:

$$|\Gamma(f)|^2 = |B(f)|^2/|A(f)|^2, \quad |T(f)|^2 = 1 - |\Gamma(f)|^2 = \frac{\sigma^2}{|A(f)|^2},$$

Comparing these with Eq. (6.8.2), we obtain:

$$|A(f)|^2 = \sigma^2 \left[ 1 + e_1^2 T_M^2(x_0 \cos \delta) \right]$$

$$|B(f)|^2 = \sigma^2 e_1^2 T_M^2(x_0 \cos \delta)$$ (6.8.14)

The polynomial $A(z)$ is found by requiring that it be a minimum-phase polynomial, that is, with all its zeros inside the unit circle on the $z$-plane. To find this polynomial, we determine the $2M$ roots of the right-hand-side of $|A(f)|^2$ and keep only those $M$ that lie inside the unit circle. We start with the equation for the roots:

$$\sigma^2 \left[ 1 + e_1^2 T_M^2(x_0 \cos \delta) \right] = 0 \quad \Rightarrow \quad T_M(x_0 \cos \delta) = \pm \frac{j}{e_1}$$

Because $T_M(x_0 \cos \delta) = \cosh(M \text{acosh}(x_0 \cos \delta))$, the desired $M$ roots are given by:

$$x_0 \cos \delta_m = \cos \left( \frac{m \pi}{M} \right), \quad m = 0, 1, \ldots, M - 1$$ (6.8.15)

Indeed, these satisfy:

$$\cos \left( M \cos(x_0 \cos \delta_m) \right) = \cos \left( \cos \left( \frac{j}{e_1} + m \pi \right) \right) = -\frac{j}{e_1} \cos m \pi = \pm \frac{j}{e_1}$$

Solving Eq. (6.8.15) for $\delta_m$, we find:

$$\delta_m = \cos \left( \frac{1}{x_0} \cos \left( \frac{m \pi}{M} \right) \right), \quad m = 0, 1, \ldots, M - 1$$ (6.8.16)

Then, the $M$ zeros of $A(z)$ are constructed by:

$$z_m = e^{\pm j \delta_m}, \quad m = 0, 1, \ldots, M - 1$$ (6.8.17)

These zeros lie inside the unit circle, $|z_m| < 1$. (Replacing $-j/e_1$ by $+j/e_1$ in Eq. (6.8.16) would generate $M$ zeros that lie outside the unit circle; these are the zeros of $\tilde{A}(z)$. Finally, the polynomial $A(z)$ is obtained by multiplying the root factors:

$$A(z) = \prod_{m=0}^{M-1} (1 - z_m z^{-1}) = 1 + a_1 z^{-1} + a_2 z^{-2} + \cdots + a_M z^{-M}$$ (6.8.18)

Once $A(z)$ is obtained, we may fix the scale factor $\sigma^2$ by requiring that the two sides of Eq. (6.8.14) match at $f = 0$. Noting that $A(f)$ at $f = 0$ is equal to the sum of the coefficients of $A(z)$ and that $e_1 T_M(x_0) = e_0$, we obtain the condition:

$$\sum_{m=0}^{M-1} a_m = \sigma^2 (1 + e_1^2) \quad \Rightarrow \quad \sigma = \pm \frac{\sum_{m=0}^{M-1} a_m}{\sqrt{1 + e_1^2}}$$ (6.8.19)

Either sign of $\sigma$ leads to a solution, but its physical realizability (i.e., $n_a \geq 1$) requires that we choose the negative sign if $n_a < n_b$, and the positive one if $n_a > n_b$. (The opposite choice of signs leads to the solution $\Gamma = n_a^2/n_b^2$, $i = a, 1, \ldots, M, b$.)

The polynomial $B(z)$ can now be constructed by taking the square root of the second equation in (6.8.14). Again, the simplest procedure is to determine the roots of the right-hand-side and multiply the root factors. The root equations are:

$$\sigma^2 e_1^2 T_M^2(x_0 \cos \delta) = 0 \quad \Rightarrow \quad T_M(x_0 \cos \delta) = 0$$

with $M$ roots:

$$\delta_m = \cos \left( \frac{1}{x_0} \cos \left( \frac{m + 0.5 \pi}{M} \right) \right), \quad m = 0, 1, \ldots, M - 1$$ (6.8.20)

The $z$-plane roots are $z_m = e^{\pm j \delta_m}, \quad m = 0, 1, \ldots, M - 1$. The polynomial $B(z)$ is now constructed up to a constant $b_0$ by the product:

$$B(z) = b_0 \prod_{m=0}^{M-1} (1 - z_m z^{-1})$$ (6.8.21)
As before, the factor \( b_0 \) is fixed by matching Eq. (6.8.14) at \( f = 0 \). Because \( \delta_m \) is real, the zeros \( z_m \) will all have unit magnitude and \( B(z) \) will be equal to its reverse polynomial, \( B^R(z) = B(z) \).

Finally, the reflection coefficients at the interfaces and the refractive indices are obtained by sending \( A(z) \) and \( B(z) \) into the backward layer recursion.

The above design steps are implemented by the MATLAB functions chebtr, chebtr2, and chebtr3 with usage:

\[
\begin{align*}
[n,a,b] &= \text{chebtr}(na,nb,A,DF); & \text{% Chebyshev multilayer design} \\
[n,a,b,A] &= \text{chebtr2}(na,nb,M,DF); & \text{% specify order and attenuation} \\
[n,a,b,DF] &= \text{chebtr3}(na,nb,M,A); & \text{% specify order and attenuation}
\end{align*}
\]

The inputs are the refractive indices \( n_a, n_b \) of the left and right media, the desired attenuation in dB, and the fractional bandwidth \( \Delta F = \Delta f/f_0 \). The output is the refractive index vector \( n = [n_0, n_1, n_2, \ldots, n_M, n_b] \) and the reflection and transmission polynomials \( a \) and \( b \). In chebtr2 and chebtr3, the order \( M \) is given. To clarify the design steps, we give below the essential source code for chebtr:

\[
\begin{align*}
\delta &= \text{acos}(\cos((\text{acos}(-j/e_1)+\pi*m)/M)/x_0); \\
z &= \exp(2*j*\delta); \\
b &= \text{real(poly}(z)); \\
a &= \text{coefficients of } A(z) \\
\sigma &= \text{scale factor } \sigma \\
z &= \text{zeros of } A(z); \\
b &= \text{zeros of } B(z); \\
b_0 &= \text{scale factor of } B(z) \\
r &= \text{backward recursion} \\
M &= \text{refractive indices}
\end{align*}
\]

**Example 6.8.1:** Broadband antireflection coating. Design a broadband antireflection coating on glass with \( n_a = 1, n_b = 1.5, A = 20 \) dB, and fractional bandwidth \( \Delta F = \Delta f/f_0 = 1.5 \). Then, design a coating with deeper and narrower bandwidth having parameters \( A = 30 \) dB and \( \Delta F = \Delta f/f_0 = 1.0 \).

**Solution:** The reflectances of the designed coatings are shown in Fig. 6.8.2. The two cases have \( M = 8 \) and \( M = 5 \), respectively, and refractive indices:

\[
\begin{align*}
M &= \lfloor 1, 1.0309, 1.0682, 1.1213, 1.1879, 1.2627, 1.3378, 1.4042, 1.4550, 1.5 \rfloor \\
M &= \lfloor 1, 1.0284, 1.1029, 1.2247, 1.3600, 1.4585, 1.5 \rfloor
\end{align*}
\]

The specifications are better than satisfied because the method rounds up the exact value of \( M \) to the next integer. These exact values were \( M_{\text{exact}} = 7.474 \) and \( M_{\text{exact}} = 4.728 \), and were increased to \( M = 8 \) and \( M = 5 \).
The reflectances were computed with the function multidiel. The optical thickness inputs to multidiel were all quarter-wavelength at $f_0$.

We note, in this example, that the coefficients of the polynomial $B(z)$ are symmetric about their middle, that is, the polynomial is self-reversing $B^k(z) = B(z)$. One consequence of this property is that the vector of reflection coefficients is also symmetric about its middle, that is,

$$[\rho_1, \rho_2, \ldots, \rho_M, \rho_{M+1}] = [\rho_{M+1}, \rho_M, \ldots, \rho_2, \rho_1] \quad (6.8.22)$$

or, $\rho_i = \rho_{M+2-i}$, for $i = 1, 2, \ldots, M + 1$. These conditions are equivalent to the following constraints among the resulting refractive indices:

$$n_i n_{M+2-i} = n_a n_b \Leftrightarrow \rho_i = \rho_{M+2-1}, \quad i = 1, 2, \ldots, M + 1 \quad (6.8.23)$$

These can be verified easily in the above example. The proof of these conditions follows from the symmetry of $B(z)$. A simple argument is to use the single-reflection approximation discussed in Example 6.6.4, in which the polynomial $B(z)$ is first-order in the $\rho_i$'s:

$$B(z) = \rho_1 + \rho_2 z^{-1} + \cdots + \rho_{M+1} z^{-M}$$

If the symmetry property $\rho_i = \rho_{M+2-i}$ were not true, then $B(z)$ could not satisfy the property $B^k(z) = B(z)$. A more exact argument that does not rely on this approximation can be given by considering the product of matrices (6.6.17).

In the design steps outlined above, we used MATLAB's built-in function poly.m to construct the numerator and denominator polynomials $B(z), A(z)$ from their zeros. These zeros are almost equally-spaced around the unit circle and get closer to each other with increasing order $M$. This causes poly to lose accuracy around order 50–60.

In the three chebtr functions (as well as in the Dolph-Chebyshev array functions of Chap. 23, we have used an improved version, poly2.m, with the same usage as poly, that maintains its accuracy up to order of about 3000).

Fig. 6.8.3 shows a typical pattern of zeros for Example 6.8.1 for normalized bandwidths of $\Delta F = 1.85$ and $\Delta F = 1.95$ and attenuation of $A = 30 \text{ dB}$. The zeros of $B(z)$ lie on the unit circle, and those of $A(z)$, inside the circle. The function poly2 groups the zeros in subgroups such that the zeros within each subgroup are not as closely spaced. For example, for the left graph of Fig. 6.8.3, poly2 picks the zeros sequentially, whereas for the right graph, it picks every other zero, thus forming two subgroups, then poly is called on each subgroup, and the two resulting polynomials are convolved to get the overall polynomial.

Finally, we discuss the design of broadband terminations of transmission lines shown in Fig. 6.7.1. Because the media admittances are proportional to the refractive indices, $n_i^{-1} = \eta_i^2 n_{\text{vac}}^{-1}$, we need only replace $n_i$ by the line characteristic admittances:

$$[n_a, n_1, \ldots, n_M, n_b] \rightarrow [Y_a, Y_1, \ldots, Y_M, Y_b]$$

where $Y_a, Y_b$ are the admittances of the main line and the load and $Y_i$, the admittances of the segments. Thus, the vector of admittances can be obtained by the MATLAB call:

```matlab
Y = chebtr(Ya, Yb, A, DF);
```

6.9 Problems

6.1 A uniform plane wave of frequency of 1.25 GHz is normally incident from free space onto a fiberglass dielectric slab ($\epsilon = 4\epsilon_0, \mu = \mu_0$) of thickness of 3 cm, as shown on the left figure below.

- a. What is the free-space wavelength of this wave in cm? What is its wavelength inside the fiberglass?
6.9 Problems

b. What percentage of the incident power is reflected backwards?

c. Next, an identical slab is inserted to the right of the first slab at a distance of 6 cm, as shown on the right. What percentage of incident power is now reflected back?

6.2 Three identical dielectric slabs of thickness of 1 cm and dielectric constant \( \varepsilon = 4 \varepsilon_0 \) are positioned as shown below. A uniform plane wave of frequency of 3.75 GHz is incident normally onto the leftmost slab.

6.3 Three identical fiberglass slabs of thickness of 3 cm and dielectric constant \( \varepsilon = 4 \varepsilon_0 \) are positioned at separations \( d_1 = d_2 = 6 \) cm, as shown below. A wave of free-space wavelength of 24 cm is incident normally onto the left slab.

6.4 Four identical dielectric slabs of thickness of 1 cm and dielectric constant \( \varepsilon = 4 \varepsilon_0 \) are positioned as shown below. A uniform plane wave of frequency of 3.75 GHz is incident normally onto the leftmost slab.

6.5 A 2.5 GHz wave is normally incident from air onto a dielectric slab of thickness of 2 cm and refractive index of 1.5, as shown below. The medium to the right of the slab has index 2.25.

a. Derive an analytical expression of the reflectance \(|\Gamma(f)|^2\) as a function of frequency and sketch it versus \( f \) over the interval \( 0 \leq f \leq 10 \) GHz. What is the value of the reflectance at 2.5 GHz?

b. Next, the 2-cm slab is moved to the left by a distance of 6 cm, creating an air-gap between it and the rightmost dielectric. What is the value of the reflectance at 2.5 GHz?

6.6 Show that the antireflection coating design equations (6.2.2) can be written in the alternative forms:

\[
\cos^2 k_1 l_2 = \frac{(n_L^2 - n_a n_t) (n_L^2 - n_b n_t)}{n_a (n_b^2 - n_L^2)} \quad \text{and} \quad \sin^2 k_1 l_2 = \frac{n_L^2 (n_b - n_a) (n_L^2 - n_b n_a)}{n_a (n_b^2 - n_L^2)}
\]

Making the assumptions that \( n_2 > n_1 > n_a \), \( n_2 > n_b \), and \( n_b > n_a \), show that for the design to have a solution, the following conditions must be satisfied:

\[
n_1 > \sqrt{n_a n_b} \quad \text{and} \quad n_2 > n_1 \sqrt{n_b/n_a}
\]

6.7 Show that the characteristic polynomial of any \( 2 \times 2 \) matrix \( F \) is expressible in terms of the trace and the determinant of \( F \) as in Eq. (6.3.10), that is,

\[
det(F - \lambda I) = \lambda^2 - (tr F) \lambda + det F
\]

Moreover, for a unitary matrix show that the two eigenvalues are \( \lambda_{\pm} = e^{\pm \alpha} \) where \( \alpha = \text{acosh}(a) \) and \( a = \text{tr} F/2 \).

6.8 Show that the bandedge condition \( a = -1 \) for a dielectric mirror is equivalent to the condition of Eq. (6.3.16). Moreover, show that an alternative condition is:

\[
\cos \delta_H \cos \delta_L = \frac{1}{2} \left( \frac{n_L}{n_t} + \frac{n_t}{n_L} \right) \sin \delta_H \sin \delta_L = -1
\]

6.9 Stating with the approximate bandedge frequencies given in Eq. (6.3.19), show that the bandwidth and center frequency of a dielectric mirror are given by:

\[
\Delta f = f_2 - f_1 = \frac{2 f_0 \sin(p)}{\pi (L_H + L_L)}, \quad f_c = \frac{f_1 + f_2}{2} = \frac{f_0}{2(L_H + L_L)}
\]

where \( L_H = n_\text{H}/\lambda_0, L_L = n_\text{L}/\lambda_0 \), and \( \lambda_0 \) is a normalization wavelength, and \( f_0 \) the corresponding frequency.
6.9. Problems

6.10 Computer Experiment—Antireflection Coatings. Compute and plot over the 400–700 nm visible band the reflectance of the following antireflection coatings on glass, defined by the refractive indices and normalized optical thicknesses:

a. \( n = [1, 1.38, 1.5], \quad L = [0.25] \)

b. \( n = [1, 1.38, 1.63, 1.5], \quad L = [0.25, 0.50] \)

c. \( n = [1, 1.38, 2.2, 1.63, 1.5], \quad L = [0.25, 0.50, 0.25] \)

d. \( n = [1, 1.38, 2.08, 1.38, 2.08, 1.5], \quad L = [0.25, 0.527, 0.0828, 0.0563] \)

The normalization wavelength is \( \lambda_0 = 550 \text{ nm} \). Evaluate and compare the coatings in terms of bandwidth. Cases (a–c) are discussed in Sec. 6.2 and case (d) is from [639].

6.11 Computer Experiment—Dielectric Sunglasses. A thin-film multilayer design of dielectric sunglasses was carried out in Ref. [1845] using 29 layers of alternating TiO\(_2\) (n\(_H\) = 2.35) and SiO\(_2\) (n\(_L\) = 1.45) coating materials. The design may be found on the web page www.sspectra.com/designs/sunglasses.html.

The design specifications for the thin-film structure were that the transmittance be: (a) less than one percent for wavelengths 400–500 nm, (b) between 15–25 percent for 510–790 nm, and (c) less than one percent for 800–900 nm.

Starting with the high-index layer closest to the air side and ending with the high-index layer closest to the glass substrate, the designed lengths of the 29 layers were in nm (read across):

\[
\begin{align*}
21.12 & \quad 32.41 & \quad 73.89 & \quad 123.90 & \quad 110.55 & \quad 129.47 \\
63.17 & \quad 189.07 & \quad 68.53 & \quad 113.66 & \quad 62.56 & \quad 59.58 \\
27.17 & \quad 90.29 & \quad 44.78 & \quad 73.58 & \quad 50.14 & \quad 94.82 \\
60.40 & \quad 172.27 & \quad 57.75 & \quad 69.00 & \quad 28.13 & \quad 93.12 \\
106.07 & \quad 111.15 & \quad 32.68 & \quad 32.82 & \quad 69.95
\end{align*}
\]

Form the optical lengths \( n_l L \) and normalize them \( L_i = n_l L / \lambda_0 \), such that the maximum optical length is a quarter wavelength at \( \lambda_0 \). What is the value of \( \lambda_0 \) in mm? Assuming the glass substrate has index \( n = 1.5 \), compute and plot the reflectance and transmittance over the band 400–900 nm.

6.12 Computer Experiment—Dielectric Mirror. Reproduce all the results and graphs of Example 6.3.2. In addition, carry out the computations for the cases of \( N = 16, 32 \) bilayers.

In all cases, calculate the minimum and maximum reflectance within the high-reflectance band. For one value of \( N \), calculate the reflectance using the closed-form expression (6.3.33) and verify that it is the same as that produced by multidi1.

6.13 Computer Experiment—Dielectric Mirror. Reproduce all the results and graphs of Example 6.3.3. Repeat the computations and plots when the number of bilayers is \( N = 8, 16 \). Repeat for \( N = 4, 8, 16 \) assuming the layers are quarter-wavelength layers at 12.5 \( \mu \text{m} \). In all cases, calculate the minimum and maximum reflectance within the high-reflectance band.

6.14 Computer Experiment—Shortpass and Longpass Filters. Reproduce all the results and graphs of Example 6.3.5. Redo the experiments by shifting the short-pass wavelength to \( \lambda_0 = 750 \text{ nm} \) in the first case, and the long-pass wavelength to \( \lambda_0 = 350 \text{ nm} \) in the second case. Plot the reflectances over the extended band of 200–1000 nm.

6.15 Computer Experiment—Wide Infrared Bandpass Filter. A 47-layer infrared bandpass filter with wide transmittance bandwidth was designed in Ref. [1845]. The design may be found on the web page www.sspectra.com/designs/irbp.html.

The alternating low- and high-index layers were ZnS and Ge with indices 2.2 and 4.2. The substrate was Ge with index 4. The design specifications were that the transmittance be: (a) less than 0.1% for wavelengths 2–3 \( \mu \text{m} \), (b) greater than 99% for 3.3–5 \( \mu \text{m} \), and (c) less than 0.1% for 5.5–7 \( \mu \text{m} \).

Starting with a low-index layer near the air side and ending with a low-index layer at the substrate, the layer lengths were in nm (read across):

\[
\begin{align*}
528.64 & \quad 178.96 & \quad 250.12 & \quad 123.17 & \quad 294.15 & \quad 156.86 & \quad 265.60 & \quad 134.34 \\
266.04 & \quad 147.63 & \quad 289.60 & \quad 133.04 & \quad 256.22 & \quad 165.16 & \quad 307.19 & \quad 125.25 \\
254.28 & \quad 150.14 & \quad 168.55 & \quad 68.54 & \quad 232.65 & \quad 138.25 & \quad 238.01 & \quad 138.25 \\
268.21 & \quad 98.28 & \quad 133.58 & \quad 125.31 & \quad 247.72 & \quad 40.79 & \quad 564.95 & \quad 398.52 \\
710.47 & \quad 360.01 & \quad 724.86 & \quad 353.08 & \quad 718.52 & \quad 358.23 & \quad 709.26 & \quad 370.42 \\
705.03 & \quad 382.28 & \quad 720.06 & \quad 412.85 & \quad 761.47 & \quad 48.60 & \quad 97.33
\end{align*}
\]

a. Assuming that all three slabs are quarter-wavelength at the design frequency, what should be the relationship among the three refractive indices \( n_1, n_2, n_3 \) in order to achieve a reflectionless structure?

b. What should be the relationship among the refractive indices \( n_1, n_2, n_3 \) if the middle slab (i.e., \( n_2 \)) is half-wavelength but the other two are still quarter-wavelength slabs?

c. For case (a), suppose that the medium to the right has a slightly different refractive index from that of air, say, \( n_b = 1 + \epsilon \). Calculate the small resulting reflection response \( \Gamma \) to first order in \( \epsilon \).
6.18 In order to obtain a reflectionless interface between media $n_a$ and $n_b$, two dielectric slabs of equal optical lengths $L$ and refractive indices $n_a, n_b$ are positioned as shown below. (The same technique can be used to connect two transmission lines of impedances $Z_a$ and $Z_b$.)

In order to obtain a reflectionless interface between media $n_a$ and $n_b$, two dielectric slabs of equal optical lengths $L$ and refractive indices $n_a, n_b$ are positioned as shown below. (The same technique can be used to connect two transmission lines of impedances $Z_a$ and $Z_b$.)

A plane wave of frequency $f$ is incident normally from medium $n_a$. Let $f_0$ be the frequency at which the structure must be reflectionless. Let $L$ be the common optical length normalized to the free-space wavelength $\lambda_0 = c/\omega$, that is, $L = n_a l_a/\lambda_0 = n_b l_b/\lambda_0$

a. Show that the reflection response into medium $n_a$ is given by:

$$\Gamma = \rho \frac{1 - (1 + \rho^2) e^{-j2\delta} + e^{-j4\delta}}{1 - 2\rho e^{-j2\delta} + \rho^2 e^{-j4\delta}}, \quad \rho = \frac{n_a - n_b}{n_a + n_b}, \quad \delta = 2\pi L \frac{f}{f_0}$$

b. Show that the interface will be reflectionless at frequency $f_0$ provided the optical lengths are chosen according to:

$$L = \frac{1}{4\pi} \arccos \left( \frac{1 + \rho^2}{2} \right)$$

This is known as a twelfth-wave transformer because for $\rho = 0$, it gives $L = 1/12$.

6.19 A lossless dielectric slab of refractive index $n_1$ and thickness $l_1$ is positioned at a distance $l_1$ from a semi-infinite dielectric of refractive index $n_2$, as shown below.

A uniform plane wave of free-space wavelength $\lambda_0$ is incident normally on the slab from the left. Assuming that the slab $n_1$ is a quarter-wavelength slab, determine the length $l_1$ (in units of $\lambda_0$) and the relationship between $n_1$ and $n_2$ in order that there be no reflected wave into the leftmost medium (i.e., $\Gamma_1 = 0$).

6.20 In order to provide structural strength and thermal insulation, a radome is constructed using two identical dielectric slabs of length $d$ and refractive index $n$, separated by an air-gap of length $d_2$, as shown below.

Recall that a reflectionless single-layer radome requires that the dielectric layer have half-wavelength thickness.

However, show that for the above dual-slab arrangement, either half- or quarter-wavelength dielectric slabs may be used, provided that the middle air-gap is chosen to be a half-wavelength layer, i.e., $d_2 = \lambda_0/2$, at the operating wavelength $\lambda_0$. [Hint: Work with wave impedances at the operating wavelength.]

6.21 Computer Experiment—Dielectric Mirror Bands. Consider the trace function given by Eq. (6.3.13) of the text, that is,

$$a = \frac{\cos(\delta_H + \delta_L) - \rho^2 \cos(\delta_H - \delta_L)}{1 - \rho^2}$$

The purpose of this problem is to study $a$ as a function of frequency, which enters through:

$$\delta_i = 2\pi \left( \frac{f}{f_0} \right) l_i, \quad l_i = \frac{n_i l_i}{\lambda_0}, \quad i = H, L$$

and to identify the frequency bands where $a$ switches from $|a| \leq 1$ to $|a| > 1$, that is, when the dielectric mirror structure switches from transmitting to reflecting.

a. For the parameters given in Example 6.3.2 of the text, make a plot of $a$ versus $f$ over the range $0 \leq f \leq 4f_0$, using $f/f_0$ as your x-axis. Place on the graph the left and right bandedge frequencies thereof.

b. Repeat for the parameters $n_2 = 1$, $n_H = 4.6$, $n_L = 1.6$, $L_H = 0.3$, $l_2 = 0.2$. These parameters are close to those of Example 6.3.2. You may use the function omni bandwidth to calculate the left and right bandedge frequencies around $f_0$.

In plotting $a$ versus $f/f_0$, you will notice that $a$ can become greater than $+1$ near $f = 2f_0$. Determine the left and right bandedge frequencies around $2f_0$ and check to see whether they define another reflecting band around $2f_0$.
7. Oblique Incidence

7.1 Oblique Incidence and Snel’s Laws

With some redefinitions, the formalism of transfer matrices and wave impedances for normal incidence translates almost verbatim to the case of oblique incidence.

By separating the fields into transverse and longitudinal components with respect to the direction the dielectrics are stacked (the $z$-direction), we show that the transverse components satisfy the identical transfer matrix relationships as in the case of normal incidence, provided we replace the media impedances $\eta$ by the transverse impedances $\eta_T$ defined below.

Fig. 7.1.1 depicts plane waves incident from both sides onto a planar interface separating two media $\varepsilon, \varepsilon'$. Both cases of parallel and perpendicular polarizations are shown.

In parallel polarization, also known as $p$-polarization, $\pi$-polarization, or TM polarization, the electric fields lie on the plane of incidence and the magnetic fields are perpendicular to that plane (along the $y$-direction) and transverse to the $z$-direction.

In perpendicular polarization, also known as $s$-polarization, $\sigma$-polarization, or TE polarization, the electric fields are perpendicular to the plane of incidence (along the $y$-direction) and transverse to the $z$-direction, and the magnetic fields lie on that plane.

The figure shows the angles of incidence and reflection to be the same on either side. This is Snel’s law of reflection and is a consequence of the boundary conditions.

The figure also implies that the two planes of incidence and two planes of reflection all coincide with the $xz$-plane. This is also a consequence of the boundary conditions.

Starting with arbitrary wavevectors $k_x = \hat{x} k_x + \hat{y} k_y + \hat{z} k_z$, and similarly for $k'_x$, the incident and reflected electric fields at the two sides will have the general forms:

$$E_x e^{-j k_x \cdot r}, \quad E'_x e^{-j k'_x \cdot r}, \quad E_y e^{-j k_y \cdot r}, \quad E'_y e^{-j k'_y \cdot r}$$

The boundary conditions state that the net transverse (tangential) component of the electric field must be continuous across the interface. Assuming that the interface is at $z = 0$, we can write this condition in a form that applies to both polarizations:

$$E_T e^{-j k_x \cdot r} + E_T e^{-j k_x \cdot r} = E'_T e^{-j k'_x \cdot r} + E'_T e^{-j k'_x \cdot r} \quad \text{at} \quad z = 0 \quad (7.1.1)$$

where the subscript $T$ denotes the transverse (with respect to $z$) part of a vector, that is, $E_T = \hat{z} \times (E \times \hat{z}) = E - \hat{z} E_z$. Setting $z = 0$ in the propagation phase factors, we obtain:

$$E_T e^{-j (k_x \cdot x + k_y \cdot y)} + E_T e^{-j (k'_x \cdot x + k'_y \cdot y)} = E'_T e^{-j (k'_x \cdot x + k'_y \cdot y)} + E'_T e^{-j (k'_x \cdot x + k'_y \cdot y)} \quad (7.1.2)$$

For the two sides to match at all points on the interface, the phase factors must be equal to each other for all $x$ and $y$:

$$e^{-j (k_x \cdot x + k_y \cdot y)} = e^{-j (k'_x \cdot x + k'_y \cdot y)} = e^{-j (k'_x \cdot x + k'_y \cdot y)} = e^{-j (k'_x \cdot x + k'_y \cdot y)} \quad \text{phase matching}$$

and this requires the $x$- and $y$-components of the wave vectors to be equal:

$$k_x = k'_x = k_x' = k_x''$$

$$k_y = k_y' = k_y'' = k_y''' \quad (7.1.3)$$

If the left plane of incidence is the $xz$-plane, so that $k_y = 0$, then all $y$-components of the wavevectors will be zero, implying that all planes of incidence and reflection will coincide with the $xz$-plane. In terms of the incident and reflected angles $\theta, \theta'$, the conditions on the $x$-components read:

$$k \sin \theta = k \sin \theta = k' \sin \theta' = k' \sin \theta' \quad (7.1.4)$$

These imply Snel’s law of reflection:

$$\theta = \theta = \theta \equiv \theta' \quad (7.1.5)$$

\^1 from the German word senkrecht for perpendicular.
\^2 named after Willebrord Snel, b.1580, almost universally misspelled as Snell.
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And also *Snell’s law of refraction*, that is, \( k \sin \theta = k' \sin \theta' \). Setting \( k = n k_0 \), \( k' = n' k_0 \), and \( k_0 = c / \omega \), we have:

\[
\frac{n \sin \theta}{n' \sin \theta'} = \frac{n'}{n} \quad \text{(Snell’s law of refraction)} \quad (7.1.6)
\]

It follows that the wave vectors shown in Fig. 7.1.1 will be explicitly:

\[
k = k_x \hat{x} + k_y \hat{y} = k \sin \theta \hat{x} + k \cos \theta \hat{z}
\]

\[
k = k_x \hat{x} - k_y \hat{y} = k' \sin \theta' \hat{x} - k' \cos \theta' \hat{z}
\]

\[
k' = k'_x \hat{x} + k'_y \hat{y} = k' \sin \theta' \hat{x} + k' \cos \theta' \hat{z}
\]

\[
k = k'_x \hat{x} - k'_y \hat{y} = k' \sin \theta' \hat{x} - k' \cos \theta' \hat{z}
\]

The net transverse electric fields at arbitrary locations on either side of the interface are given by Eq. (7.1.1). Using Eq. (7.1.7), we have:

\[
E_T(x, z) = E_{T+} e^{-j k_x x} + E_{T-} e^{j k_x x} = (E_{T+} e^{-j k_x x} + E_{T-} e^{j k_x x}) e^{j k_x x}
\]

\[
E_T(x, z) = E_{T+} e^{-j k_x x} - E_{T-} e^{j k_x x} = (E_{T+} e^{-j k_x x} + E_{T-} e^{j k_x x}) e^{-j k_x x}
\]

In analyzing multilayer dielectrics stacked along the \( z \)-direction, the phase factor \( e^{-j k_x x} = e^{-j k_x x} \) will be common at all interfaces, and therefore, we can ignore it and restore it at the end of the calculations, if so desired. Thus, we write Eq. (7.1.8) as:

\[
E_T(z) = E_{T+} e^{j k_x x} + E_{T-} e^{-j k_x x}
\]

\[
E_T(z) = E_{T+} e^{-j k_x x} + E_{T-} e^{j k_x x}
\]

In the next section, we work out explicit expressions for Eq. (7.1.9)

### 7.2 Transverse Impedance

The transverse components of the electric fields are defined differently in the two polarization cases. We recall from Sec. 2.10 that an obliquely-moving wave will have, in general, both TM and TE components. For example, according to Eq. (2.10.9), the wave incident on the interface from the left will be given by:

\[
E_+ (r) = \left[ (\hat{x} \cos \theta - \hat{y} \sin \theta) A_+ + \hat{y} B_+ \right] e^{-j k_x x - k_z z}
\]

\[
H_+ (r) = \frac{1}{\eta} \left[ \hat{y} A_+ - (\hat{x} \cos \theta - \hat{y} \sin \theta) B_+ \right] e^{-j k_x x - k_z z}
\]

(7.2.1)

where the \( A_+ \) and \( B_+ \) terms represent the TM and TE components, respectively. Thus, the transverse components are:

\[
E_{T+} (x, z) = \left[ \hat{x} A_+ + \hat{y} B_+ \right] e^{-j k_x x + k_z z}
\]

\[
H_{T+} (x, z) = \frac{1}{\eta} \left[ \hat{y} A_+ - \hat{x} B_+ cos \theta \right] e^{-j k_x x + k_z z}
\]

(7.2.2)

Similarly, the wave reflected back into the left medium will have the form:

\[
E_- (r) = \left[ (\hat{x} \cos \theta + \hat{y} \sin \theta) A_- + \hat{y} B_- \right] e^{-j k_x x - k_z z}
\]

\[
H_- (r) = \frac{1}{\eta} \left[ -\hat{y} A_- + (\hat{x} \cos \theta + \hat{y} \sin \theta) B_- \right] e^{-j k_x x - k_z z}
\]

(7.2.3)

with corresponding transverse parts:

\[
E_{T-} (x, z) = \left[ \hat{x} A_- \cos \theta + \hat{y} B_- \right] e^{-j k_x x - k_z z}
\]

\[
H_{T-} (x, z) = \frac{1}{\eta} \left[ -\hat{y} A_- + \hat{x} B_- \cos \theta \right] e^{-j k_x x - k_z z}
\]

(7.2.4)

Defining the transverse amplitudes and transverse impedances by:

\[
A_{T+} = A_x \cos \theta , \quad B_{T+} = B_x
\]

\[
\eta_{TM} = \eta \cos \theta , \quad \eta_{TE} = \frac{\eta}{\cos \theta}
\]

and noting that \( A_{T+}/\eta_{TM} = A_x/\eta \) and \( B_{T+}/\eta_{TE} = B_x \cos \theta /\eta \), we may write Eq. (7.2.2) in terms of the transverse quantities as follows:

\[
E_{T+} (x, z) = \left[ \hat{x} A_{T+} + \hat{y} B_{T+} \right] e^{-j k_x x + k_z z}
\]

\[
H_{T+} (x, z) = \frac{1}{\eta_{TM}} \left[ \hat{y} A_{T+} - \hat{x} B_{T+} \right] e^{-j k_x x + k_z z}
\]

(7.2.5)

Similarly, Eq. (7.2.4) is expressed as:

\[
E_{T-} (x, z) = \left[ \hat{x} A_{T-} + \hat{y} B_{T-} \right] e^{-j k_x x - k_z z}
\]

\[
H_{T-} (x, z) = \frac{1}{\eta_{TE}} \left[ -\hat{y} A_{T-} + \hat{x} B_{T-} \right] e^{-j k_x x - k_z z}
\]

(7.2.6)

Adding up Eqs. (7.2.6) and (7.2.7) and ignoring the common factor \( e^{-j k_x x} \), we find for the net transverse fields on the left side:

\[
E_T (z) = \hat{x} E_{TM}(z) + \hat{y} E_{TE}(z)
\]

\[
H_T (z) = \hat{y} H_{TM}(z) - \hat{x} H_{TE}(z)
\]

(7.2.8)

where the TM and TE components have the same structure provided one uses the appropriate transverse impedance:

\[
E_{TM}(z) = A_{T+} e^{-j k_x x} + A_{T-} e^{j k_x x}
\]

\[
H_{TM}(z) = \frac{1}{\eta_{TM}} \left[ A_{T+} e^{-j k_x x} - A_{T-} e^{j k_x x} \right]
\]

\[
E_{TE}(z) = B_{T+} e^{-j k_x x} + B_{T-} e^{j k_x x}
\]

\[
H_{TE}(z) = \frac{1}{\eta_{TE}} \left[ B_{T+} e^{-j k_x x} - B_{T-} e^{j k_x x} \right]
\]

(7.2.9)
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We summarize these in the compact form, where \( E_T \) stands for either \( E_{TM} \) or \( E_{TE} \):

\[
E_T(z) = E_T + e^{-j\beta_T z} + E_T' e^{j\beta_T z}
\]

\[
H_T(z) = \frac{1}{\eta_T} \left[ E_T e^{-j\beta_T z} - E_T' e^{j\beta_T z} \right]
\]

(7.2.11)

The transverse impedance \( \eta_T \) stands for either \( \eta_{TM} \) or \( \eta_{TE} \):

\[
\eta_T = \begin{cases} \frac{\eta \cos \theta}{n \cos \theta}, & \text{TM, parallel, p-polarization} \\ \frac{n}{\eta \cos \theta}, & \text{TE, perpendicular, s-polarization} \end{cases}
\]

(7.2.12)

Because \( \eta = \eta_0/\mu_0 \), it is convenient to define also a transverse refractive index through the relationship \( \eta_T = \eta_0/\eta_T \). Thus, we have:

\[
\eta_T = \begin{cases} \cos \theta, & \text{TM, parallel, p-polarization} \\ \frac{n}{\cos \theta}, & \text{TE, perpendicular, s-polarization} \end{cases}
\]

(7.2.13)

For the right side of the interface, we obtain similar expressions:

\[
E_T'(z) = E_T' + e^{-j\beta_T z} + E_T'' e^{j\beta_T z}
\]

\[
H_T'(z) = \frac{1}{\eta_T} \left[ E_T' e^{-j\beta_T z} - E_T'' e^{j\beta_T z} \right]
\]

(7.2.14)

\[
\eta_T' = \begin{cases} \cos \theta', \ & \text{TM, parallel, p-polarization} \\ \frac{n'}{\cos \theta'}, & \text{TE, perpendicular, s-polarization} \end{cases}
\]

(7.2.15)

\[
n_T' = \begin{cases} \frac{n}{\cos \theta'} \ & \text{TM, parallel, p-polarization} \\ \frac{n'}{\cos \theta'} \ & \text{TE, perpendicular, s-polarization} \end{cases}
\]

(7.2.16)

where \( E_T' \) stands for \( A_T' e^{j\phi_T} \) or \( B_T' e^{j\phi_T} \).

For completeness, we give below the complete expressions for the fields on both sides of the interface obtained by adding Eqs. (7.2.1) and (7.2.3), with all the propagation factors restored. On the left side, we have:

\[
E(r) = E_{TM}(r) + E_{TE}(r)
\]

\[
H(r) = H_{TM}(r) + H_{TE}(r)
\]

(7.2.17)

where

\[
E_{TM}(r) = (\xi \cos \theta - \xi \sin \theta) A_T e^{-j\beta_T r} + (\xi \cos \theta + \xi \sin \theta) A_T' e^{-j\beta_T r}
\]

\[
H_{TM}(r) = \frac{1}{\eta_T} \left[ (A_T' e^{-j\beta_T r} - A_T e^{-j\beta_T r}) \right]
\]

(7.2.18)

\[
E_{TE}(r) = \frac{1}{\eta_T} \left[ (B_T' e^{-j\beta_T r} - B_T e^{-j\beta_T r}) \right]
\]

\[
H_{TE}(r) = \frac{1}{\eta_T} \left[ -(\xi \cos \theta - \xi \sin \theta) B_T e^{-j\beta_T r} + (\xi \cos \theta + \xi \sin \theta) B_T' e^{-j\beta_T r} \right]
\]

7.3. Propagation and Matching of Transverse Fields

Eq. (7.2.11) has the identical form of Eq. (5.1.1) of the normal incidence case, but with the substitutions:

\[
\eta - \eta_T, \quad e^{\pm jkz} = e^{\pm jkT z \cos \theta}
\]

(7.3.1)

Every definition and concept of Chap. 5 translates into the oblique case. For example, we can define the transverse wave impedance at position \( z \) by:

\[
Z_T(z) = \frac{E_T(z)}{H_T(z)} = \frac{E_T e^{-j\beta_T z} + E_T' e^{j\beta_T z}}{E_T' e^{-j\beta_T z} - E_T e^{j\beta_T z}}
\]

(7.3.2)

and the transverse reflection coefficient at position \( z \):

\[
\Gamma_T(z) = \frac{E_{TM}(z)}{E_{TE}(z)} = \frac{E_T e^{-j\beta_T z} - E_T' e^{j\beta_T z}}{E_T e^{-j\beta_T z} + E_T' e^{j\beta_T z}} = \Gamma_T(0) e^{j\beta_T z}
\]

(7.3.3)

They are related as in Eq. (5.1.7):

\[
Z_T(z) = \eta_T \frac{1 + \Gamma_T(z)}{1 - \Gamma_T(z)} \iff \Gamma_T(z) = \frac{Z_T(z) - \eta_T}{Z_T(z) + \eta_T}
\]

(7.3.4)

The propagation matrices, Eqs. (5.1.11) and (5.1.13), relating the fields at two positions \( z_1, z_2 \) within the same medium, read now:

\[
\begin{bmatrix} E_{T1+} \\ E_{T1-} \end{bmatrix} = \begin{bmatrix} e^{\beta T z} & 0 \\ 0 & e^{-\beta T z} \end{bmatrix} \begin{bmatrix} E_{T2+} \\ E_{T2-} \end{bmatrix} \quad \text{(propagation matrix)}
\]

(7.3.5)

\[
\begin{bmatrix} E_{H1} \\ H_{H1} \end{bmatrix} = \begin{bmatrix} \cos k_T z & j\eta_T \sin k_T z \\ j\eta_T \sin k_T z & \cos k_T z \end{bmatrix} \begin{bmatrix} E_{H2} \\ H_{H2} \end{bmatrix} \quad \text{(propagation matrix)}
\]

(7.3.6)
where \( I = Z_2 - Z_1 \). Similarly, the reflection coefficients and wave impedances propagate as:

\[
\Gamma_{T1} = \Gamma_{T2} e^{-2 j k_{z} I}, \quad Z_{T1} = \eta_{T} \frac{Z_{T2} + j \eta_{T} \tan k_{x} I}{\eta_{T} + j \eta_{T} \tan k_{x} I} \quad (7.3.7)
\]

The phase thickness \( \delta = k I = 2 \pi (n l) / \lambda \) of the normal incidence case, where \( \lambda \) is the free-space wavelength, is replaced now by:

\[
\delta = k_{x} I = k I \cos \theta = \frac{2 \pi}{\lambda} n l \cos \theta \quad (7.3.8)
\]

At the interface \( z = 0 \), the boundary conditions for the tangential electric and magnetic fields give rise to the same conditions as Eqs. (5.2.1) and (5.2.2):

\[
E_{T} = E'_{T}, \quad H_{T} = H'_{T} \quad (7.3.9)
\]

and in terms of the forward/backward fields:

\[
E_{T+} + E_{T-} = E'_{T+} + E'_{T-}
\]

\[
\frac{1}{\eta_{T}} (E_{T+} - E_{T-}) = \frac{1}{\eta_{T}} (E'_{T+} - E'_{T-})
\]

which can be solved to give the matching matrix:

\[
\begin{bmatrix}
E_{T+} \\
E_{T-}
\end{bmatrix} = \frac{1}{\eta_{T}} \begin{bmatrix}
1 & \rho_{T} & 1 \\
\rho_{T} & 1
\end{bmatrix} \begin{bmatrix}
E'_{T+} \\
E'_{T-}
\end{bmatrix} \quad (7.3.11)
\]

where \( \rho_{T}, \tau_{T} \) are transverse reflection coefficients, replacing Eq. (5.2.5):

\[
\begin{align*}
\rho_{T} = & \frac{\eta_{T} - \eta_{T}}{\eta_{T} + \eta_{T}} = \frac{n_{T} - n_{T}}{n_{T} + n_{T}} \\
\tau_{T} = & \frac{2 \eta_{T} + n_{T}}{\eta_{T} + n_{T}} \quad (7.3.12)
\end{align*}
\]

where \( \tau_{T} = 1 + \rho_{T} \). We may also define the reflection coefficients from the right side of the interface: \( \rho'_{T} = - \rho_{T} \) and \( \tau'_{T} = 1 + \rho'_{T} = 1 - \rho_{T} \). Eqs. (7.3.12) are known as the Fresnel reflection and transmission coefficients.

The matching conditions for the transverse fields translate into corresponding matching conditions for the wave impedances and reflection responses:

\[
Z_{T} = Z'_{T} \quad \Leftrightarrow \quad \Gamma_{T} = \frac{\rho_{T} + \Gamma'_{T}}{1 + \rho_{T} \Gamma'_{T}} \quad \Leftrightarrow \quad \Gamma'_{T} = \frac{\rho'_{T} + \Gamma_{T}}{1 + \rho'_{T} \Gamma_{T}} \quad (7.3.13)
\]

If there is no left-incident wave from the right, that is, \( E'_{T} = 0 \), then, Eq. (7.3.11) takes the specialized form:

\[
\begin{bmatrix}
E_{T+} \\
E_{T-}
\end{bmatrix} = \frac{1}{\tau_{T}} \begin{bmatrix}
1 & \rho_{T} & 1 \\
\rho_{T} & 1
\end{bmatrix} \begin{bmatrix}
E'_{T+} \\
0
\end{bmatrix} \quad (7.3.14)
\]

which explains the meaning of the transverse reflection and transmission coefficients:

\[
\rho_{T} = \frac{E_{T-}}{E'_{T+}}, \quad \tau_{T} = \frac{E'_{T+}}{E'_{T+}} \quad (7.3.15)
\]

The relationship of these coefficients to the reflection and transmission coefficients of the total field amplitudes depends on the polarization. For TM, we have \( E_{T+} = A_{+} \cos \theta \) and \( E'_{T+} = A_{+} \cos \theta' \), and for TE, \( E_{T+} = B_{+} \) and \( E'_{T+} = B_{+} \). For both cases, it follows that the reflection coefficient \( \rho_{T} \) measures also the reflection of the total amplitudes, that is,

\[
\rho_{TM} = \frac{A_{-} \cos \theta}{A_{+} \cos \theta} = \frac{A_{-}}{A_{+}}, \quad \rho_{TE} = \frac{B_{-}}{B_{+}}
\]

whereas for the transmission coefficients, we have:

\[
\tau_{TM} = \frac{A'_{+} \cos \theta'}{A_{+} \cos \theta}, \quad \tau_{TE} = \frac{B'_{+}}{B_{+}}
\]

In addition to the boundary conditions of the transverse field components, there are also applicable boundary conditions for the longitudinal components. For example, in the TM case, the component \( E_{z} \) is normal to the surface and therefore, we must have \( E_{z} = 0 \) in the TE case, we must have \( E_{z} = 0 \). It can be verified that these conditions are automatically satisfied due to Snell’s law (7.1.6).

The fields carry energy towards the \( z \)-direction, as well as the transverse \( x \)-direction. The energy flux along the \( z \)-direction must be conserved across the interface. The corresponding components of the Poynting vector are:

\[
P_{z} = \frac{1}{2} \text{Re}[E_{x} H_{y}^{*} - E_{y} H_{x}^{*}], \quad P'_{z} = \frac{1}{2} \text{Re}[E'_{x} H'_{y}^{*} - E'_{y} H'_{x}^{*}]
\]

For TM, we have \( P_{z} = \text{Re}[E_{x} H_{y}^{*}] / 2 \) and for TE, \( P_{z} = - \text{Re}[E_{y} H_{x}^{*}] / 2 \). Using the above equations for the fields, we find that \( P_{z} \) is given by the same expression for both TM and TE polarizations:

\[
P_{z} = \frac{\cos \theta}{2 \eta} (|A_{+}|^{2} - |A_{-}|^{2}), \quad \text{or}, \quad \frac{\cos \theta}{2 \eta} (|B_{+}|^{2} - |B_{-}|^{2}) \quad (7.3.16)
\]

Using the appropriate definitions for \( E_{T+} \) and \( \eta_{T} \), Eq. (7.3.16) can be written in terms of the transverse components for either polarization:

\[
P_{z} = \frac{1}{2 \eta_{T}} (|E_{T+}|^{2} - |E_{T-}|^{2}) \quad (7.3.17)
\]

As in the normal incidence case, the structure of the matching matrix (7.3.11) implies that (7.3.17) is conserved across the interface.

### 7.4 Fresnel Reflection Coefficients

We look now at the specifics of the Fresnel coefficients (7.3.12) for the two polarization cases. Inserting the two possible definitions (7.2.13) for the transverse refractive indices, we can express \( \rho_{T} \) in terms of the incident and refracted angles:
7.4. Fresnel Reflection Coefficients

\[ \rho_{TM} = \frac{n \cos \theta' - n' \cos \theta}{n \cos \theta' + n' \cos \theta} \]
\[ \rho_{TE} = \frac{n \cos \theta - n' \cos \theta'}{n \cos \theta + n' \cos \theta'} \]  

(7.4.1)

We note that for normal incidence, \( \theta = \theta' = 0 \), they both reduce to the usual reflection coefficient \( \rho = (n - n') / (n + n') \). Using Snell’s law, \( n \sin \theta = n' \sin \theta' \), and some trigonometric identities, we may write Eqs. (7.4.1) in a number of equivalent ways. In terms of the angle of incidence only, we have:

\[ \rho_{TM} = \frac{\sqrt{(n')^2 - \sin^2 \theta - \left( \frac{n'}{n} \right)^2 \cos \theta}}{\sqrt{(n')^2 - \sin^2 \theta + \left( \frac{n'}{n} \right)^2 \cos \theta}} \]
\[ \rho_{TE} = \frac{\cos \theta - \left( \frac{n'}{n} \right)^2 \sin \theta}{\cos \theta + \left( \frac{n'}{n} \right)^2 \sin \theta} \]  

(7.4.2)

Note that at grazing angles of incidence, \( \theta \to 90^\circ \), the reflection coefficients tend to \( \rho_{TM} \to 1 \) and \( \rho_{TE} \to -1 \), regardless of the refractive indices \( n, n' \). One consequence of this property is in wireless communications where the effect of the ground reflections causes the power of the propagating radio wave to attenuate with the fourth (instead of the second) power of the distance, thus, limiting the propagation range (see Example 22.3.5.)

We note also that Eqs. (7.4.1) and (7.4.2) remain valid when one or both of the media are lossy. For example, if the right medium is lossy with complex refractive index \( n'_c = n'_f + jn'_f \), then, Snell’s law, \( n \sin \theta = n'_c \sin \theta' \), is still valid but with a complex-valued \( \theta' \) and (7.4.2) remains the same with the replacement \( n' \to n'_c \). The third way of expressing the \( \rho \)s is in terms of \( \theta, \theta' \) only, without the \( n, n' \):

\[ \rho_{TM} = \frac{\sin 2\theta' - \sin 2\theta}{\sin 2\theta' + \sin 2\theta} = \frac{\tan (\theta' - \theta)}{\tan (\theta' + \theta)} \]
\[ \rho_{TE} = \frac{\sin (\theta' - \theta)}{\sin (\theta' + \theta)} \]  

(7.4.3)

Fig. 7.4.1 shows the special case of an air-dielectric interface. If the incident wave is from the air side, then Eq. (7.4.2) gives with \( n = 1, n' = n_d \), where \( n_d \) is the (possibly complex-valued) refractive index of the dielectric:

\[ \rho_{TM} = \frac{\sqrt{n_d^2 - \sin^2 \theta} - n_d \cos \theta}{\sqrt{n_d^2 - \sin^2 \theta} + n_d \cos \theta} \]
\[ \rho_{TE} = \frac{\cos \theta - \sqrt{n_d^2 - \sin^2 \theta}}{\cos \theta + \sqrt{n_d^2 - \sin^2 \theta}} \]  

(7.4.4)

If the incident wave is from inside the dielectric, then we set \( n = n_d \) and \( n' = 1 \):

\[ \rho_{TM} = \frac{\sqrt{n_d^2 - \sin^2 \theta} - n_d \cos \theta}{\sqrt{n_d^2 - \sin^2 \theta} + n_d \cos \theta} \]
\[ \rho_{TE} = \frac{\cos \theta - \sqrt{n_d^2 - \sin^2 \theta}}{\cos \theta + \sqrt{n_d^2 - \sin^2 \theta}} \]  

(7.4.5)

The MATLAB function \texttt{fresnel} calculates the expressions (7.4.2) for any range of values of \( \theta \). Its usage is as follows:

\[
[r_{TM}, r_{TE}] = \text{fresnel}(n_a, n_b, \theta);
\]

% Fresnel reflection coefficients

7.5 Maximum Angle and Critical Angle

As the incident angle \( \theta \) varies over \( 0 \leq \theta \leq 90^\circ \), the angle of refraction \( \theta' \) will have a corresponding range of variation. It can be determined by solving for \( \theta' \) from Snell’s law, \( n \sin \theta = n' \sin \theta' \):

\[ \sin \theta' = \frac{n}{n'} \sin \theta \]  

(7.5.1)

If \( n < n' \) (we assume lossless dielectrics here), then Eq. (7.5.1) implies that \( \sin \theta' = (n/n') \sin \theta < \sin \theta \), or \( \theta' < \theta \). Thus, if the incident wave is from a lighter to a denser medium, the refracted angle is always smaller than the incident angle. The maximum value of \( \theta' \), denoted here by \( \theta'_c \), is obtained when \( \theta \) has its maximum, \( \theta = 90^\circ \):

\[ \sin \theta'_c = \frac{n}{n'} \]  

(maximum angle of refraction)  

(7.5.2)
7.5. Maximum Angle and Critical Angle

Thus, the angle ranges are \(0 \leq \theta \leq 90^\circ\) and \(0 \leq \theta' \leq \theta_c\). Fig. 7.5.1 depicts this case, as well as the case \(n > n'\).

\[
\sin \theta_c = \frac{n'}{n}
\]

(critical angle of incidence) \quad (7.5.3)

This angle is called the critical angle of incidence. If the incident wave were from the right, \(\theta_c\) would be the maximum angle of refraction according to the above discussion.

If \(\theta \leq \theta_c\), there is normal refraction into the lighter medium. But, if \(\theta > \theta_c\), the incident wave cannot be refracted and gets completely reflected back into the denser medium. This phenomenon is called total internal reflection. Because \(n'/n = \sin \theta_c\), we may rewrite the reflection coefficients (7.4.2) in the form:

\[
\rho_{TM} = \frac{\sqrt{\sin^2 \theta_c - \sin^2 \theta} - \sin^2 \theta_c \cos \theta}{\sqrt{\sin^2 \theta_c - \sin^2 \theta} + \sin^2 \theta_c \cos \theta}, \quad \rho_{TE} = \frac{\cos \theta - \sqrt{\sin^2 \theta_c - \sin^2 \theta}}{\cos \theta + \sqrt{\sin^2 \theta_c - \sin^2 \theta}}
\]

When \(\theta < \theta_c\), the reflection coefficients are real-valued. At \(\theta = \theta_c\), they have the values, \(\rho_{TM} = -1\) and \(\rho_{TE} = 1\). And, when \(\theta > \theta_c\), they become complex-valued with unit magnitude. Indeed, switching the sign under the square roots, we have in this case:

\[
\rho_{TM} = \frac{-j\sqrt{\sin^2 \theta - \sin^2 \theta_c} - \sin^2 \theta_c \cos \theta}{-j\sqrt{\sin^2 \theta - \sin^2 \theta_c} + \sin^2 \theta_c \cos \theta}, \quad \rho_{TE} = \frac{\cos \theta + j\sqrt{\sin^2 \theta - \sin^2 \theta_c}}{\cos \theta - j\sqrt{\sin^2 \theta - \sin^2 \theta_c}}
\]

where we used the evanescent definition of the square root as discussed in Eqs. (7.7.9) and (7.7.10), that is, we made the replacement

\[
\sqrt{\sin^2 \theta_c - \sin^2 \theta} \rightarrow -j\sqrt{\sin^2 \theta - \sin^2 \theta_c}, \quad \text{for } \theta \geq \theta_c
\]

Both expressions for \(\rho_T\) are the ratios of a complex number and its conjugate, and therefore, they are unimodular, \(|\rho_{TM}| = |\rho_{TE}| = 1\), for all values of \(\theta > \theta_c\). The interface becomes a perfect mirror, with zero transmittance into the lighter medium.

When \(\theta > \theta_c\), the fields on the right side of the interface are not zero, but do not propagate away to the right. Instead, they decay exponentially with the distance \(z\). There is no transfer of power (on the average) to the right. To understand this behavior of the fields, we consider the solutions given in Eqs. (7.2.18) and (7.2.20), with no incident field from the right, that is, with \(A'_c = B'_c = 0\).

The longitudinal wavenumber in the right medium, \(k'_x\), can be expressed in terms of the angle of incidence \(\theta\) as follows. We have from Eq. (7.1.7):

\[
k'_x^2 + k'_y^2 = k^2 = n^2 k_0^2
\]

\[
k'_x^2 + k'_y^2 = k'^2 = n'^2 k_0^2
\]

Because, \(k'_x = k_x = k \sin \theta = n k_0 \sin \theta\), we may solve for \(k'_x\) to get:

\[
k'_x = n^2 k_0^2 - k'_y^2 = n'^2 k_0^2 - k'_y^2 = n^2 k_0^2 - n'^2 k_0^2 \sin^2 \theta = k_0^2 (n^2 - n'^2 \sin^2 \theta)
\]

or, replacing \(n = n \sin \theta_c\), we find:

\[
k'_x = n^2 k_0^2 (\sin^2 \theta_c - \sin^2 \theta)
\]

(7.5.4)

If \(\theta \leq \theta_c\), the wavenumber \(k'_x\) is real-valued and corresponds to ordinary propagating fields that represent the refracted wave. But if \(\theta > \theta_c\), we have \(k'_x < 0\) and \(k'_x\) becomes pure imaginary, say \(k'_x = -j \alpha'_x\). The z-dependence of the fields on the right of the interface will be:

\[
e^{-j \alpha'_x z} = e^{-\alpha'_x z}, \quad \alpha'_x = nk_0 \sqrt{\sin^2 \theta - \sin^2 \theta_c}
\]

Such exponentially decaying fields are called evanescent waves because they are effectively confined to within a few multiples of the distance \(z = 1/\alpha'_x\) (the penetration length) from the interface.

The maximum value of \(\alpha'_x\), or equivalently, the smallest penetration length \(1/\alpha'_x\), is achieved when \(\theta = 90^\circ\), resulting in:

\[
\alpha'_{\text{max}} = nk_0 \sqrt{\sin^2 \theta - \sin^2 \theta_c} = nk_0 \cos \theta_c = k_0 \sqrt{n^2 - n'^2}
\]

Inspecting Eqs. (7.2.20), we note that the factor \(\cos \theta'\) becomes pure imaginary because \(\cos^2 \theta' = 1 - \sin^2 \theta' = 1 - (n'/n)^2 \sin^2 \theta = 1 - \sin^2 \theta / \sin^2 \theta_c \leq 0\), for \(\theta > \theta_c\). Therefore for either the TE or TM case, the transverse components \(E_T\) and \(H_T\) will have a \(90^\circ\) phase difference, which will make the time-average power flow into the right medium zero: \(P_z = \text{Re}(E_T H_T^*) / 2 = 0\).

Example 7.5.1: Determine the maximum angle of refraction and critical angle of reflection for (a) an air-glass interface and (b) an air-water interface. The refractive indices of glass and water at optical frequencies are: \(n_{\text{glass}} = 1.5\) and \(n_{\text{water}} = 1.333\).
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Solution: There is really only one angle to determine, because if \( n = 1 \) and \( n' = n_{\text{glass}} \), then \( \sin(\theta'_c) = n/n' = 1/n_{\text{glass}} \), and if \( n = n_{\text{glass}} \) and \( n' = 1 \), then, \( \sin(\theta_c) = n'/n = 1/n_{\text{glass}} \).

Thus, \( \theta'_c = \theta_c \):

\[
\theta_c = \sin^{-1}\left(\frac{1}{1.5}\right) = 41.8^\circ
\]

For the air-water case, we have:

\[
\theta_c = \sin^{-1}\left(\frac{1}{1.33}\right) = 48.6^\circ
\]

The refractive index of water at radio frequencies and below is \( n_{\text{water}} = 1.33 \) approximately. The corresponding critical angle is \( \theta_c = 6.4^\circ \).

Example 7.5.2: Prisms. Glass prisms with 45° angles are widely used in optical instrumentation for bending light beams without the use of metallic mirrors. Fig. 7.5.2 shows two examples.

![Fig. 7.5.2 Prisms using total internal reflection.](image)

In both cases, the incident beam hits an internal prism side at an angle of 45°, which is greater than the air-glass critical angle of 41.8°. Thus, total internal reflection takes place and the prism side acts as a perfect mirror.

Example 7.5.3: Optical Manhole. Because the air-water interface has \( \theta_c = 48.6^\circ \), if we were to view a water surface from above the water, we could only see inside the water within the cone defined by the maximum angle of refraction.

Conversely, were we to view the surface of the water from underneath, we would see the air side only within the critical angle cone, as shown in Fig. 7.5.3. The angle subtended by this cone is \( 2 \times 48.6 = 97.2^\circ \).

![Fig. 7.5.3 Underwater view of the outside world.](image)

The rays arriving from below the surface at an angle greater than \( \theta_c \) get totally reflected. But because they are weak, the body of water outside the critical cone will appear dark. The critical cone is known as the "optical manhole" [50].

Example 7.5.4: Apparent Depth. Underwater objects viewed from the outside appear to be closer to the surface than they really are. The apparent depth of the object depends on our viewing angle. Fig. 7.5.4 shows the geometry of the incident and refracted rays.

![Fig. 7.5.4 Apparent depth of underwater object.](image)

Let \( \theta \) be the viewing angle and let \( z \) and \( z' \) be the actual and apparent depths. Our perceived depth corresponds to the extension of the incident ray at angle \( \theta \). From the figure, we have:

\[ z = x \cot \theta' \quad \text{and} \quad z' = x \cot \theta. \]

It follows that:

\[
z' = \frac{\cot \theta}{\cot \theta'} z = \frac{\sin \theta' \cos \theta}{\sin \theta \cos \theta'} z
\]

Using Snel’s law \( \sin \theta / \sin \theta' = n'/n = n_{\text{water}} \), we eventually find:

\[
z' = \frac{\cos \theta}{\sqrt{n_{\text{water}}^2 - \sin^2 \theta}} z
\]

At normal incidence, we have \( z' = z/n_{\text{water}} = z/1.33 = 0.75z \).

Reflection and refraction phenomena are very common in nature. They are responsible for the twinkling and aberration of stars, the flattening of the setting sun and moon, mirages, rainbows, and countless other natural phenomena. Four wonderful expositions of such effects are in Refs. [50–53]. See also the web page [1827].

Example 7.5.5: Optical Fibers. Total internal reflection is the mechanism by which light is guided along an optical fiber. Fig. 7.5.5 shows a step-index fiber with refractive index \( n_f \) surrounded by cladding material of index \( n_c < n_f \).

![Fig. 7.5.5 Launching a beam into an optical fiber.](image)

If the angle of incidence on the fiber-cladding interface is greater than the critical angle, then total internal reflection will take place. The figure shows a beam launched into the
fibre from the air side. The maximum angle of incidence, \( \theta_a \), must be made to correspond to the critical angle \( \theta_c \) of the fibre-cladding interface. Using Snell’s laws at the two interfaces, we have:

\[
\sin \theta_a = \frac{n_f}{n_a} \sin \theta_b, \quad \sin \theta_c = \frac{n_c}{n_f}
\]

Noting that \( \theta_b = 90^\circ - \theta_c \), we find:

\[
\sin \theta_a = \frac{n_f}{n_a} \cos \theta_c = \frac{n_f}{n_a} \sqrt{1 - \sin^2 \theta_c} = \frac{n_f}{n_a} \sqrt{\frac{n_a^2 - n_c^2}{n_a^2}}
\]

For example, with \( n_a = 1 \), \( n_f = 1.49 \), and \( n_c = 1.48 \), we find \( \theta_c = 83.4^\circ \) and \( \theta_a = 9.9^\circ \). The angle \( \theta_a \) is called the acceptance angle, and the quantity \( NA = \sqrt{n_f^2 - n_c^2} \), the numerical aperture of the fibre.

Besides its use in optical fibres, total internal reflection has several other applications [556–592], such as internal reflection spectroscopy, chemical and biological sensors, fingerprint identification, surface plasmon resonance, and high resolution microscopy.

Example 7.5.6: Fresnel Rhomb. The Fresnel rhomb is a glass prism depicted in Fig. 7.5.6 that acts as a 90° retarder. It converts linear polarization into circular. Its advantage over the birefringent retarders discussed in Sec. 4.1 is that it is frequency-independent or achromatic.

Assuming a refractive index \( n = 1.51 \), the critical angle is \( \theta_c = 41.47^\circ \). The angle of the rhomb, \( \theta = 54.6^\circ \), is also the angle of incidence on the internal side. This angle has been chosen such that, at each total internal reflection, the relative phase between the TE and TM polarizations changes by 45°, so that after two reflections it changes by 90°.

The angle of the rhomb can be determined as follows. For \( \theta \geq \theta_c \), the reflection coefficients can be written as the unimodular complex numbers:

\[
\rho_{TE} = \frac{1 + jx}{1 - jx}, \quad \rho_{TM} = \frac{1 + jx n^2}{1 - jx n^2}, \quad x = \sqrt{\sin^2 \theta - \sin^2 \theta_c} \cos \theta
\]

where \( \sin \theta_0 = 1/n \). It follows that:

\[
\rho_{TE} = e^{2i\psi_{TE}}, \quad \rho_{TM} = e^{i\pi/2 + 2i\psi_{TM}}
\]

where \( \psi_{TE}, \psi_{TM} \) are the phase angles of the numerators, that is,

\[
\tan \psi_{TE} = x, \quad \tan \psi_{TM} = x n^2
\]

The relative phase change between the TE and TM polarizations will be:

\[
\frac{\rho_{TM}}{\rho_{TE}} = e^{2i\psi_{TM} - 2i\psi_{TE} + i\pi}
\]

It is enough to require that \( \psi_{TM} - \psi_{TE} = \pi/8 \) because then, after two reflections, we will have a 90° change:

\[
\frac{\rho_{TM}}{\rho_{TE}} = e^{i\pi/4 + i\pi} = e^{i\pi/2}
\]

From the design condition \( \psi_{TM} - \psi_{TE} = \pi/8 \), we obtain the required value of \( x \) and then of \( \theta_c \) using a trigonometric identity, we have:

\[
\tan (\psi_{TM} - \psi_{TE}) = \frac{\tan \psi_{TM} - \tan \psi_{TE}}{1 + \tan \psi_{TM} \tan \psi_{TE}} = \frac{x n^2 - x}{1 + n^2 x^2} = \tan \left( \frac{\pi}{8} \right)
\]

This gives the quadratic equation for \( x \):

\[
x^2 - \frac{1}{\tan (\pi/8)} (1 - \frac{1}{n}) x + \frac{1}{n} = x^2 - \cos^2 \theta_c = \tan (\pi/8) x^2 + \sin^2 \theta_c = 0 \tag{7.5.6}
\]

Inserting the two solutions of (7.5.6) into Eq. (7.5.3), we may solve for \( \sin \theta \), obtaining two possible solutions for \( \theta_c \):

\[
\sin \theta = \sqrt{x^2 + \sin^2 \theta_c} = \frac{x n^2}{x^2 + 1} \tag{7.5.7}
\]

We may also eliminate \( x \) and express the design condition directly in terms of \( \theta_c \):

\[
\frac{\cos \theta_c \sin^2 \theta - \sin^2 \theta_c}{\sin^2 \theta} = \tan \left( \frac{\pi}{8} \right) \tag{7.5.8}
\]

However, the two-step process is computationally more convenient. For \( n = 1.51 \), we find the two roots of Eq. (7.5.6): \( x = 0.822 \) and \( x = 0.534 \). Then, (7.5.7) gives the two values \( \theta_c = 54.623^\circ \) and \( \theta_c = 48.624^\circ \). The rhomb could just as easily be designed with the second value of \( \theta_c \).

For \( n = 1.50 \), we find the angles \( \theta_c = 53.258^\circ \) and \( 50.229^\circ \). For \( n = 1.52 \), we have \( \theta_c = 55.458^\circ \) and \( 47.533^\circ \). See Problem 7.5 for an equivalent approach.

Example 7.5.7: Goos-Hänchen Effect. When a beam of light is reflected obliquely from a denser-to-rarer interface at an angle greater than the TIR angle, it suffers a lateral displacement, relative to the ordinary reflected ray, known as the Goos-Hänchen shift, as shown Fig. 7.5.7. Let \( n, n' \) be the refractive indices of the two media with \( n > n' \), and consider first the case of ordinary reflection at an incident angle \( \theta_0 < \theta_c \). For a plane wave with a free-space wavenumber \( k_0 = \omega/c \) and wavenumber components \( k_x = k_0 \sin \theta_0, k_z = k_0 \cos \theta_0 \), the corresponding incident, reflected, and transmitted transverse electric fields will be:

\[
E_i(x, z) = e^{-j k_0 z} e^{-j k_x x}
\]

\[
E_r(x, z) = \rho (k_x) e^{-j k_0 z} e^{j k_x x}
\]

\[
E_t(x, z) = \tau (k_x) e^{-j k_0 z} e^{-j k_x x}
\]

where \( k'_x = \sqrt{k_0^2 n'^2 - k_0^2} \).
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7. Oblique Incidence

Er(x,z) follows that the two terms in the reflected wave \( E_r(x,z) \) will differ by a small amplitude and therefore we can set \( \rho(k_x + \Delta k_x) = \rho(k_x) \). Similarly, in the transmitted field we may set \( \tau(k_x + \Delta k_x) = \tau(k_x) \). Thus, when \( \theta_0 < \theta_c \), Eq. (7.5.9) reads approximately,

\[
E_l(x,z) = e^{-j k_x x} e^{-j k_z z} \left[ 1 + e^{-j \Delta k_x (x - z \tan \theta_0)} \right]
\]

\[
E_r(x,z) = \rho(k_x) e^{-j k_x x} e^{-j k_z z} \left[ 1 + e^{-j \Delta k_x (x - z \tan \theta_0)} \right]
\]

\[
E_t(x,z) = \tau(k_x) e^{-j k_x x} e^{-j k_z z} \left[ 1 + e^{-j \Delta k_x (x - z \tan \theta_0)} \right]
\]

Noting that \( |1 + e^{-j \Delta k_x (x - z \tan \theta_0)}| \leq 2 \), with equality achieved when \( x - z \tan \theta_0 = 0 \), it follows that the intensities of these waves are maximized along the ordinary geometric rays defined by the beam angles \( \theta_0 \) and \( \theta_0' \), that is, along the straight lines:

\[
x - z \tan \theta_0 = 0, \quad \text{incident ray}
\]

\[
x - z \tan \theta_0 = 0, \quad \text{reflected ray}
\]

\[
x - z \tan \theta_0' = 0, \quad \text{transmitted ray}
\]

On the other hand, if \( \theta_0 > \theta_c \) and \( \theta_0 + \Delta \theta > \theta_c \), the reflection coefficients become unimodular complex numbers, as in Eq. (7.5.5). Writing \( \rho(k_x) = e^{i \phi(k_x)} \), Eq. (7.5.9) gives:

\[
E_l(x,z) = e^{-j k_x x} e^{-j k_z z} \left[ e^{i \phi(k_x)} + e^{i \phi(k_x + \Delta k_x)} e^{-j \Delta k_x (x - z \tan \theta_0)} \right]
\]

Introducing the Taylor series expansion, \( \phi(k_x + \Delta k_x) = \phi(k_x) + \Delta k_x \phi'(k_x) \), we obtain:

\[
E_r(x,z) = e^{i \phi(k_x)} e^{-j k_x x} e^{-j k_z z} \left[ 1 + e^{i \Delta k_x \phi'(k_x)} e^{-j \Delta k_x (x - z \tan \theta_0)} \right]
\]

Setting \( \theta_0 = \phi'(k_x) \), we have:

\[
E_l(x,z) = e^{i \phi(k_x)} e^{-j k_x x} e^{-j k_z z} \left[ 1 + e^{i \Delta k_x \phi'(k_x)} e^{-j \Delta k_x (x - z \tan \theta_0)} \right]
\]

This implies that the maximum intensity of the reflected beam will now be along the shifted ray defined by:

\[
x - x_0 - z \tan \theta_0' = 0, \quad \text{shifted reflected ray}
\]

Thus, the origin of the Goos-Hänchen shift can be traced to the relative phase shifts arising from the reflection coefficients in the plane-wave components making up the beam. The parallel displacement, denoted by \( D \) in Fig. 7.5.7, is related to \( x_0 \) by:

\[
D = \cos \theta_0 \frac{d \phi}{d k_x} \frac{1}{k_x n} \frac{d \phi}{d \theta} \quad \text{(Goos-Hänchen shift)}
\]

Using Eq. (7.5.5), we obtain the shifts for the TE and TM cases:

\[
D_{TE} = \frac{2 \sin \theta_0}{k_0 n \sin^2 \theta_0 - \sin^2 \theta_c}, \quad D_{TM} = D_{TE} \cdot \frac{n^2}{n^2 + n'^2} \sin \theta_0 - n'^2
\]

These expressions are not valid near the critical angle \( \theta_0 = \theta_c \) because then the Taylor series expansion for \( \phi'(k_x) \) cannot be justified. Since geometrically, \( \Delta \theta = D / (2 \sin \theta_0) \), it follows from (7.16) that the effective penetration depth into the \( n' \) medium is given by:

\[
z_{TE} = \frac{1}{k_0 n'' \sin^2 \theta_0 - \sin^2 \theta_c} \quad z_{TM} = \frac{1}{k_0 n'' + n'^2} \sin \theta_0 - n'^2
\]
where \( \alpha_n' = \sqrt{k_n^2 - k_n'^2} = k_0 \sqrt{n^2 \sin^2 \theta_0 - n'^2} = k_0 n \sqrt{n^2 \sin^2 \theta_0 - n'^2} \). These expressions are consistent with the field dependence \( e^{-i \beta_z} e^{-i \alpha_n' \rho} \) inside the \( n' \) medium, which shows that the effective penetration length is of the order of \( 1/\alpha_n' \).

## 7.6 Brewster Angle

The Brewster angle is that angle of incidence at which the TM Fresnel reflection coefficient vanishes, \( \rho_{TM} = 0 \). The TE coefficient \( \rho_{TE} \) cannot vanish for any angle \( \theta \), for non-magnetic materials. A scattering model of Brewster’s law is discussed in [693]. Fig. 7.6.1 depicts the Brewster angles from either side of an interface.

The Brewster angle is also called the polarizing angle because if a mixture of TM and TE waves are incident on a dielectric interface at that angle, only the TE or perpendicularly polarized waves will be reflected. This is not necessarily a good method of generating polarized waves because even though \( \rho_{TE} \) is non-zero, it may be too small to provide a useful amount of reflected power. Better polarization methods are based on using (a) multilayer structures with alternating low/high refractive indices and (b) birefringent and dichroic materials, such as calcite and polaroids.

![Fig. 7.6.1 Brewster angles.](image)

The Brewster angle \( \theta_B \) is determined by the condition, \( \rho_{TM} = 0 \), in Eq. (7.4.2). Setting the numerator of that expression to zero, we have:

\[
\sqrt{\left(\frac{n'}{n}\right)^2 - \sin^2 \theta_B} = \left(\frac{n'}{n}\right) \cos \theta_B \tag{7.6.1}
\]

After some algebra, we obtain the alternative expressions:

\[
\sin \theta_B = \frac{n'}{\sqrt{n'^2 + n'^2}} \quad \Rightarrow \quad \tan \theta_B = \frac{n'}{n} \quad \text{(Brewster angle)} \tag{7.6.2}
\]

Similarly, the Brewster angle \( \theta'_B \) from the other side of the interface is:

\[
\sin \theta'_B = \frac{n'}{\sqrt{n'^2 + n'^2}} \quad \Rightarrow \quad \tan \theta'_B = \frac{n'}{n'} \quad \text{(Brewster angle)} \tag{7.6.3}
\]

Both coefficients start at their normal-incidence value \( |\rho_{TM}(\theta)|, |\rho_{TE}(\theta)| \) as functions of the angle of incidence \( \theta \) from the air side, calculated with the MATLAB function \( \text{fresnel} \).

Both coefficients start at their normal-incidence value \( |\rho| = |(1 - 1.5)/(1 + 1.5)| = 0.2 \) and tend to unity at grazing angle \( \theta = 90^\circ \). The TM coefficient vanishes at the Brewster angle \( \theta_B = 56.3^\circ \).

The right graph in the figure depicts the reflection coefficients \( |\rho_{TM}(\theta')|, |\rho_{TM}(\theta')| \) as functions of the incidence angle \( \theta' \) from the glass side. Again, the TM coefficient vanishes at the Brewster angle \( \theta'_B = 53.3^\circ \). The typical MATLAB code for generating this graph was:

```matlab
na = 1; nb = 1.5; [thb,thc] = brewster(na,nb); th = linspace(0,90,901); [rte,rtm] = fresnel(na,nb,th); plot(th,abs(rtm), th,abs(rte));
```

Fig. 7.6.2 shows the reflection coefficients \( |\rho_{TM}(\theta')|, |\rho_{TM}(\theta')| \) as functions of the angle of incidence \( \theta \) from the air side, calculated with the MATLAB function \( \text{fresnel} \).

The angle \( \theta_B \) is related to \( \theta_B \) by Snell’s law, \( n' \sin \theta'_B = n \sin \theta_B \), and corresponds to zero reflection from that side, \( \rho_{TM} = \rho_{TM} = 0 \). A consequence of Eq. (7.6.2) is that \( \theta_B = 90^\circ - \theta'_B \), or, \( \theta_B + \theta'_B = 90^\circ \). Indeed,

\[
\sin \theta_B \cos \theta_B = \tan \theta_B = \frac{n'}{n} = \sin \theta_B \frac{n'}{n'} \tag{7.6.4}
\]

which implies \( \cos \theta_B = \sin \theta'_B \), or \( \theta_B = 90^\circ - \theta'_B \). The same conclusion can be reached immediately from Eq. (7.4.3). Because, \( \theta'_B - \theta_B \neq 0 \), the only way for the ratio of the two tangents to vanish is for the denominator to be infinity, that is, \( \tan(\theta'_B + \theta_B) = \infty \), or, \( \theta_B + \theta'_B = 90^\circ \).

As shown in Fig. 7.6.1, the angle of the refracted ray with the would-be reflected ray is \( 90^\circ \). Indeed, this angle is \( 180^\circ - (\theta'_B + \theta_B) = 180^\circ - 90^\circ = 90^\circ \).

The TE reflection coefficient at \( \theta_B \) can be calculated very simply by using Eq. (7.6.1) into (7.4.2). After canceling a common factor of \( \cos \theta_B \), we find:

\[
\rho_{TE}(\theta_B) = \frac{1 - \left(\frac{n'}{n}\right)^2}{1 + \left(\frac{n'}{n}\right)^2} = \frac{n^2 - n'^2}{n^2 + n'^2} \tag{7.6.4}
\]

**Example 7.6.1:** Brewster angles for water. The Brewster angles from the air and the water sides of an air-water interface are:

\[
\theta_B = \tan^{-1}\left(\frac{1.333}{1}\right) = 53.1^\circ, \quad \theta'_B = \tan^{-1}\left(\frac{1}{1.333}\right) = 36.9^\circ
\]

We note that \( \theta_B + \theta'_B = 90^\circ \). At RF, the refractive index is \( n_{water} = 9 \) and we find \( \theta_B = 83.7^\circ \) and \( \theta'_B = 6.3^\circ \). We also find \( \rho_{TE}(\theta_B) = -0.2798 \) and \( |\rho_{TM}(\theta_B)| = 0.0783 \). Thus, for TE waves, only 7.83% of the incident power gets reflected at the Brewster angle.

**Example 7.6.2:** Brewster Angles for Glass. The Brewster angles for the two sides of an air-glass interface are:

\[
\theta_B = \tan^{-1}\left(\frac{1.5}{1}\right) = 56.3^\circ, \quad \theta'_B = \tan^{-1}\left(\frac{1}{1.5}\right) = 33.7^\circ
\]

Fig. 7.6.2 shows the reflection coefficients \( |\rho_{TM}(\theta')|, |\rho_{TM}(\theta')| \) as functions of the angle of incidence \( \theta' \) from the glass side. Again, the TM coefficient vanishes at the Brewster angle \( \theta'_B = 53.3^\circ \).
The critical angle of reflection is in this case \( \theta'_c = \arcsin(1/1.5) = 41.8^\circ \). As soon as \( \theta' \) exceeds \( \theta'_c \), both coefficients become complex-valued with unit magnitude.

The value of the TE reflection coefficient at the Brewster angle is \( \rho_{TE} = -\rho'_{TE} = -0.38 \), and the TE reflectance \( |\rho_{TE}|^2 = 0.144 \), or 14.4% percent. This is too small to be useful for generating TE polarized waves by reflection.

Two properties are evident from Fig. 7.6.2. One is that \( |\rho_{TM}| \leq |\rho_{TE}| \) for all angles of incidence. The other is that \( \theta'_B \leq \theta'_c \). Both properties can be proved in general. \( \Box \)

**Example 7.6.3: Lossy dielectrics.** The Brewster angle loses its meaning if one of the media is lossy. For example, assuming a complex refractive index for the dielectric, \( n_d = n_e - jn_i \), we may still calculate the reflection coefficients from Eq. (7.4.4). It follows from Eq. (7.6.2) that the Brewster angle \( \theta_B \) will be complex-valued.

Fig. 7.6.3 shows the TE and TM reflection coefficients versus the angle of incidence \( \theta \) (from air) for the two cases \( n_d = 1.50 - 0.15j \) and \( n_d = 1.50 - 0.30j \) and compares them with the lossless case of \( n_d = 1.5 \). (The values for \( n_i \) were chosen only for plotting purposes and have no physical significance.)

The curves retain much of their lossless shape, with the TM coefficient having a minimum near the lossless Brewster angle. The larger the extinction coefficient \( n_i \), the larger the deviation from the lossless case. In the next section, we discuss reflection from lossy media in more detail. \( \Box \)

## 7.7 Complex Waves

In this section, we discuss some examples of complex waves that appear in oblique incidence problems. We consider the cases of (a) total internal reflection, (b) reflection from and refraction into a lossy medium, (c) the Zenneck surface wave, and (d) surface plasmons. Further details may be found in [902–909] and [1293].

Because the wave numbers become complex-valued, e.g., \( k = \beta - j\alpha \), the angle of refraction and possibly the angle of incidence may become complex-valued. To avoid unnecessary complex algebra, it proves convenient to recast impedances, reflection coefficients, and field expressions in terms of wavenumbers. This can be accomplished by making substitutions such as \( \cos \theta = k_x/k \) and \( \sin \theta = k_z/k \).

Using the relationships \( k\eta = \omega \mu \) and \( k/\eta = \omega \epsilon \), we may rewrite the TE and TM transverse impedances in the forms:

\[
\eta_{TE} = \frac{\eta}{\cos \theta} = \frac{\eta k}{k_z} = \frac{\omega \mu}{k}, \quad \eta_{TM} = \eta \cos \theta = \frac{\eta k_{TE}}{k} = \frac{k_z}{\omega \epsilon}
\]  

We consider an interface geometry as shown in Fig. 7.1.1 and assume that there are no incident fields from the right of the interface. Snel’s law implies that \( k_x = k'_{TE} \), where \( k_x = k \sin \theta = \omega \sqrt{\mu \epsilon} \). If the incident angle is real-valued, the TE and TM transverse reflection coefficients will take the forms:

\[
\rho_{TE} = \frac{\eta_{TE} - \eta}{\eta_{TE} + \eta} = \frac{k_x - k'_{TE}}{k_x + k'_{TE}}, \quad \rho_{TM} = \frac{\eta_{TM} - \eta_{TE}}{\eta_{TM} + \eta_{TE}} = \frac{k'_{TE} - k_{EE}}{k'_{TE} + k_{EE}}
\]

The corresponding transmission coefficients will be:

\[
\tau_{TE} = 1 + \rho_{TE} = \frac{2k_x}{k_x + k'_{TE}}, \quad \tau_{TM} = 1 + \rho_{TM} = \frac{2k_{EE}}{k'_{TE} + k_{EE}}
\]

We can now rewrite Eqs. (7.2.18) and (7.2.20) in terms of transverse amplitudes and transverse reflection and transmission coefficients. Defining \( E_0 = A, \cos \vartheta \) or \( E_0 = B, \) in the TM or TE cases and replacing \( \tan \theta = k_x/k_z \), \( \tan \hat{\vartheta} = k'_{EE}/k'_{EE} = k_x/k_z' \), we have for the TE case for the fields at the left and right sides of the interface:
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The wave numbers $k_z, k_x$ are related to $k_x$ through

$$k_z^2 = \omega^2 \mu \epsilon - k_x^2, \quad k_x^2 = \omega^2 \mu \epsilon' - k_x^2$$

In calculating $k_x$ and $k_x'$ by taking square roots of the above expressions, it is necessary, in complex-waves problems, to get the correct signs of their imaginary parts, such that evanescent waves are described correctly. This leads us to define an "evanescent" square root as follows. Let $E_{TE} = \tau_{TE} E_0 e^{-j k_z z} e^{-j k_x x}$.

Equations (7.7.4) and (7.7.5) are dual to each other, as are Eqs. (7.7.1). They transform into each other under the duality transformation $E \rightarrow H, H \rightarrow -E, \epsilon \rightarrow \mu$, and $\mu \rightarrow \epsilon$. See Sec. 18.2 for more on the concept of duality.

In all of our complex-wave examples, the transmitted wave will be complex with $k' = k_x \hat{x} + k_z' \hat{z} = \beta' - j \alpha' = (\beta_x - j \alpha_x) \hat{x} + (\beta_z' - j \alpha_z') \hat{z}$. This must satisfy the constraint $k' \cdot k' = \omega^2 \mu \epsilon'$. Thus, the space dependence of the transmitted fields will have the general form:

$$e^{-j k_z' z} e^{-j k_x x} = e^{-j (\beta_x' - j \alpha_x') z} e^{-j (\beta_z' - j \alpha_z') x} = e^{-(\alpha_x' z + \alpha_z' x)} e^{-(\beta_x' z + \beta_z' x)}$$

For the wave to attenuate at large distances into the right medium, it is required that $\alpha_x'>0$. Except for the Zenneck-wave case, which has $\alpha_x=0$, all other examples will have $\alpha_x>0$, corresponding to a real-valued wavenumber $k_x' = k_x = \beta_x$. Fig. 7.7.1 shows the constant-amplitude and constant-phase planes within the transmitted medium defined, respectively, by:

$$\alpha_x' z + \alpha_z' x = \text{const.}, \quad \beta_x' z + \beta_z' x = \text{const.}$$

As shown in the figure, the corresponding angles $\phi$ and $\psi$ that the vectors $\beta'$ and $\alpha'$ form with the $z$-axis are given by:

$$\tan \phi = \frac{\beta_x'}{\beta_z'}, \quad \tan \psi = \frac{\alpha_x'}{\alpha_z'}$$

7.8 Total Internal Reflection

The wave numbers $k_z', k_x'$ are related to $k_x$ through

$$k_z'^2 = \omega^2 \mu \epsilon - k_x'^2, \quad k_x'^2 = \omega^2 \mu \epsilon' - k_x'^2$$

In calculating $k_z'$ and $k_x'$ by taking square roots of the above expressions, it is necessary, in complex-waves problems, to get the correct signs of their imaginary parts, such that evanescent waves are described correctly. This leads us to define an "evanescent" square root as follows. Let $E_{TE} = \tau_{TE} E_0 e^{-j k_z z} e^{-j k_x x}$.

Equations (7.7.4) and (7.7.5) are dual to each other, as are Eqs. (7.7.1). They transform into each other under the duality transformation $E \rightarrow H, H \rightarrow -E, \epsilon \rightarrow \mu$, and $\mu \rightarrow \epsilon$. See Sec. 18.2 for more on the concept of duality.

In all of our complex-wave examples, the transmitted wave will be complex with $k' = k_x \hat{x} + k_z' \hat{z} = \beta' - j \alpha' = (\beta_x - j \alpha_x) \hat{x} + (\beta_z' - j \alpha_z') \hat{z}$. This must satisfy the constraint $k' \cdot k' = \omega^2 \mu \epsilon'$. Thus, the space dependence of the transmitted fields will have the general form:

$$e^{-j k_z' z} e^{-j k_x x} = e^{-j (\beta_x' - j \alpha_x') z} e^{-j (\beta_z' - j \beta_z) x} = e^{-(\alpha_x' z + \alpha_z' x)} e^{-(\beta_x' z + \beta_z' x)}$$

For the wave to attenuate at large distances into the right medium, it is required that $\alpha_x'>0$. Except for the Zenneck-wave case, which has $\alpha_x=0$, all other examples will have $\alpha_x>0$, corresponding to a real-valued wavenumber $k_x' = k_x = \beta_x$. Fig. 7.7.1 shows the constant-amplitude and constant-phase planes within the transmitted medium defined, respectively, by:

$$\alpha_x' z + \alpha_z' x = \text{const.}, \quad \beta_x' z + \beta_z' x = \text{const.}$$

As shown in the figure, the corresponding angles $\phi$ and $\psi$ that the vectors $\beta'$ and $\alpha'$ form with the $z$-axis are given by:

$$\tan \phi = \frac{\beta_x'}{\beta_z'}, \quad \tan \psi = \frac{\alpha_x'}{\alpha_z'}$$

The angle of incidence $\theta$ will be real, so that $k_z' = k_z = k \sin \theta$ and $k_x = k \cos \theta$, with $k = \omega \sqrt{\mu \epsilon}$.

Setting $k_z' = \beta_x' - j \alpha_z'$, we have the constraint equation:

$$k_x'^2 + k_z'^2 = k_z'^2 = (\beta_x' - j \alpha_z')^2 = \omega^2 \mu_0 \epsilon' - k_z'^2 = \omega^2 \mu_0 (\epsilon' - \epsilon \sin^2 \theta)$$

Some examples of the issues that arise in taking such square roots are elaborated in the next few sections.

7.8 Total Internal Reflection

We already discussed this case in Sec. 7.5. Here, we look at it from the point of view of complex-waves. Both media are assumed to be lossless, but with $\epsilon > \epsilon'$. The angle of incidence $\theta$ will be real, so that $k_z' = k_z = k \sin \theta$ and $k_x = k \cos \theta$, with $k = \omega \sqrt{\mu_0 \epsilon}$.

Setting $k_z' = \beta_x' - j \alpha_z'$, we have the constraint equation:

$$k_x'^2 + k_z'^2 = k_z'^2 = (\beta_x' - j \alpha_z')^2 = \omega^2 \mu_0 \epsilon' - k_z'^2 = \omega^2 \mu_0 (\epsilon' - \epsilon \sin^2 \theta)$$
where we set \( \sin^2 \theta_c = \epsilon / \epsilon_0 \) and \( k^2 = \omega^2 \mu_0 \epsilon \). This has two solutions: (a) \( \alpha_z' = 0 \) and \( \beta_z' = k^2 (\sin^2 \theta_c - \sin^2 \theta) \), valid when \( \theta < \theta_c \), and (b) \( \beta_z' = 0 \) and \( \alpha_z'^2 = k^2 (\sin^2 \theta - \sin^2 \theta_c) \), valid when \( \theta > \theta_c \).

Case (a) corresponds to ordinary refraction into the right medium, and case (b), to total internal reflection. In the latter case, we have \( k_z' = -j \alpha_z' \) and TE and TM reflection coefficients (7.7.2) become unimodular complex numbers:

\[
\rho_{TE} = \frac{k_z - k_z'}{k_z + k_z'} = \frac{k_z + j \alpha_z'}{k_z - j \alpha_z'}, \quad \rho_{TM} = \frac{k_z' \epsilon_z - k_z \epsilon_z'}{k_z' \epsilon_z + k_z \epsilon_z'} = -k_z \alpha_z' + j \epsilon_z'/k_z \epsilon_z - j \alpha_z' \epsilon_z.
\]

The complete expressions for the fields are given by Eqs. (7.7.4) or (7.7.5). The propagation phase factor in the right medium will be in case (b):

\[
e^{-j \beta_z' x} e^{-j \psi_{TM}} = e^{-\alpha_z' z} e^{-jk_w x}.
\]

Thus, the constant-phase planes are the constant-\( x \) planes (\( \phi = 90^\circ \)), or, the \( yz \)-planes. The constant-amplitude planes are the constant-\( z \) planes (\( \psi = 0^\circ \)), or, the \( xy \)-planes, as shown in Fig. 7.8.1.

**Fig. 7.8.1** Constant-phase and constant-amplitude planes for total internal reflection (\( \theta > \theta_c \)).

It follows from Eq. (7.8.2) that in case (b) the phases of the reflection coefficients are:

\[
\rho_{TE} = e^{2j \psi_{TE}} \cos \theta, \quad \tan \psi_{TE} = \frac{\alpha_z'}{k_z}, \quad \frac{\sin^2 \theta}{\cos \theta} = \frac{\sin^2 \theta - \sin^2 \theta_c}{\cos \theta} = \frac{\sqrt{\sin^2 \theta - \sin^2 \theta_c}}{\cos \theta} = \frac{\sqrt{k_z^2 - k_z' n_z^2}}{k_z' n_z^2 - k_z^2} = \frac{\sqrt{n_z^2 \sin^2 \theta - n_z^2 \sin^2 \theta_c}}{n_z^2 \cos \theta} (7.8.3)
\]

\[
\rho_{TM} = e^{2n_z \alpha_z' / k_z}, \quad \tan \psi_{TM} = \frac{n_z^2 \alpha_z'}{n_z^2 k_z} = \frac{n_z^2 \sqrt{k_z^2 - k_z' n_z^2}}{n_z^2 k_z} = \frac{n_z^2 \sqrt{n_z^2 \sin^2 \theta - n_z^2 \sin^2 \theta_c}}{n_z^2 \cos \theta} = \frac{\sqrt{n_z^2 \sin^2 \theta - n_z^2 \sin^2 \theta_c}}{n_z^2 \cos \theta}
\]

where \( k_0 = \omega \sqrt{\mu_0 \epsilon_0} \) is the free-space wave number.
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complex-valued. Indeed, using the relationships $k_x^2 + k_z^2 = \omega^2 \mu_0 \epsilon$ and $k_x^2 + k_z^2 = \omega^2 \mu_0 \epsilon'$ in $\rho_{TM}$ of Eq. (7.9.2), it can be shown that (see Problem 7.5):

$$\frac{\rho_{TM}}{\rho_{TE}} = \frac{k_x k_z^* - k_z k_x^*}{k_x k_z - k_z k_x} = \frac{k_x - \sqrt{k_x^2 + k_z^2} \sin \theta \tan \theta}{k_z + \sqrt{k_x^2 + k_z^2} \sin \theta \tan \theta} = \frac{\beta_z' - j \alpha_z'}{\beta_z' + j \alpha_z'}$$

(7.9.7)

In the case of a lossless medium, $\epsilon' = \epsilon_R$ and $\epsilon'_J = 0$, Eq. (7.9.5) gives:

$$\beta_z' = \sqrt{\frac{|D_R| + D_R}{2}}, \quad \alpha_z' = \sqrt{\frac{|D_R| - D_R}{2}}$$

(7.9.8)

If $\epsilon_R > \epsilon$, then $D_R = \omega^2 \mu_0 (\epsilon_R' - \epsilon \sin^2 \theta)$ is positive for all angles $\theta$, and (7.9.8) gives the expected result $\beta_z' = \sqrt{|D_R|}$ and $\alpha_z' = 0$, if $0 \leq \theta < \theta_c$, and $\beta_z' = 0$ and $\alpha_z' = \sqrt{|D_R|}$, if $\theta > \theta_c$.

On the other hand, in the case of total internal reflection, that is, when $\epsilon_R' < \epsilon$, the quantity $D_R$ is positive for angles $\theta < \theta_c$, and negative for $\theta > \theta_c$, where the critical angle is defined through $\epsilon_R' = \epsilon \sin^2 \theta_c$ so that $D_R = \omega^2 \mu_0 (\sin \theta_c - \sin^2 \theta)$. Eqs. (7.9.8) still give the right answers, that is, $\beta_z' = \sqrt{|D_R|}$ and $\alpha_z' = 0$, if $0 \leq \theta < \theta_c$, and $\beta_z' = 0$ and $\alpha_z' = \sqrt{|D_R|}$, if $\theta > \theta_c$.

For the case of a very good conductor, we have $\epsilon_R' \gg \epsilon_R'$, or $D_t \gg |D_R|$, and Eqs. (7.9.5) give $\beta_z' \approx \alpha_z' \approx \sqrt{D_t/2}$, or

$$\beta_z' \approx \alpha_z' \approx \sqrt{\frac{\omega \mu_0 \sigma}{2}}, \quad \text{provided} \quad \frac{\sigma}{\omega \epsilon} \gg 1$$

(7.9.9)

In this case, the angle of refraction $\phi$ for the phase vector $\mathbf{b}'$ becomes almost zero so that, regardless of the incidence angle $\theta$, the phase planes are almost parallel to the constant-$z$ amplitude planes. Using Eq. (7.9.9), we have:

$$\tan \phi = \frac{k_x}{\beta_z'} = \frac{\omega \sqrt{\mu_0 \epsilon} \sin \theta}{\sqrt{\omega \mu_0 \sigma / 2}} = \sqrt{\frac{2 \omega \epsilon \sin \theta}{\sigma}}$$

which is very small regardless of $\theta$. For example, for copper ($\sigma = 5.7 \times 10^7$ S/m) at 10 GHz, and air on the left side ($\epsilon = \epsilon_0$), we find $\sqrt{2 \omega \epsilon / \sigma} = 1.4 \times 10^{-4}$.

7. Oblique Incidence

Example 7.9.1: Fig. 7.9.2 shows the TM and TE reflection coefficients as functions of the incident angle $\theta$, for an air-sea water interface at 100 MHz and 1 GHz. For the air side we have $\epsilon = \epsilon_0$ and for the water side: $\epsilon' = 81 \epsilon_0 - j \omega / \sigma$, with $\sigma = 4$ S/m, which gives $\epsilon' = (81 - 71.9 j) \epsilon_0$ at 1 GHz and $\epsilon' = (81 - 71.9 j) \epsilon_0$ at 100 MHz. At 1 GHz, we calculate $k' = \omega \sqrt{\mu_0 \epsilon} = \beta' - j \alpha' = 203.90 - 77.45 j$ rad/m and $k'' = 203.90 - 37.57 j$ rad/m at 100 MHz. The following MATLAB code was used to carry out the calculations, using the formulation of this section:

```matlab
ep0 = 8.854e-12; nu0 = 4*pi*1e-7; sigma = 4; f = 1e9; w = 2*pi*f; ep1 = ep0; ep2 = 81*ep0 - j*sigma/w;
k1 = w*sqrt(nu0*ep1); k2 = w*sqrt(nu0*ep2); % Eq. (7.9.2)
th = linspace(0,90,901); thr = pi*th/180;k1x = k1*sin(thr); k1z = k1*cos(thr);k2x = k2*sin(thr); k2z = k2*cos(thr);k1z = sqrt(nu0*ep2 - k1x.^2);
rte = abs((k2z-k2z)./(k1z + k2z)); % Eq. (7.9.6)
rtm = abs((k2z*ep2 - k1z*ep1 + k2z*ep2));
plot(th,rtm, th,rte);
```

The TM reflection coefficient reaches a minimum at the pseudo-Brewster angles 84.5° and 87.9°, respectively for 1 GHz and 100 MHz. The reflection coefficients $\rho_{TM}$ and $\rho_{TE}$ can just as well be calculated from Eq. (7.4.2), with $n = 1$ and $n'' = \sqrt{\epsilon'/\epsilon_0}$, where for 1 GHz we have $n'' = \sqrt{81 - 71.9 j} = 9.73 - 3.69 j$, and for 100 MHz, $n'' = \sqrt{81 - 71.9 j} = 20.06 - 17.92 j$.

In computing the complex square roots in Eq. (7.9.6), MATLAB usually gets the right answer, that is, $\beta_z' \geq 0$ and $\alpha_z' \geq 0$.

If $\epsilon_R' > \epsilon$, then $D_R = \omega^2 \mu_0 (\epsilon_R' - \epsilon \sin^2 \theta)$ is positive for all angles $\theta$, and (7.9.6) may be used without modification for any value of $\epsilon_R'$. 

---

**Fig. 7.9.1** Constant-phase and constant-amplitude planes for refracted wave.

**Fig. 7.9.2** TM and TE reflection coefficients for air-water interface.
If \( c' < \epsilon \) and \( c' > 0 \), then Eq. (7.9.6) still gives the correct algebraic signs for any angle \( \theta \). But when \( c' = 0 \), that is, for a lossless medium, then \( D_I = 0 \) and \( k'^2 = \sqrt{D_R} \). For \( \theta > \theta_c \) we have \( D_R < 0 \) and MATLAB gives \( k'^2 = \sqrt{-D_R} = j\sqrt{|D_R|} \), which has the wrong sign for \( \alpha' \) (we saw that Eqs. (7.9.5) work correctly in this case.)

In order to coax MATLAB to produce the right algebraic sign for \( \beta' \) in all cases, we may redefine Eq. (7.9.6) by using double conjugation:

\[
k'_x = \beta' - j\alpha' = \left( \sqrt{(D_R - jD_I)^*} \right)^* = \begin{cases} -j\sqrt{|D_R|}, & \text{if } D_I = 0 \text{ and } D_R < 0 \\ \sqrt{D_R - jD_I}, & \text{otherwise} \end{cases} \tag{7.9.10}
\]

One word of caution, however, is that current versions of MATLAB (ver. \( \leq 7.0 \)) may produce inconsistent results for (7.9.10) depending on whether \( D_I \) is a scalar or a vector passing through zero.\(^1\) Compare, for example, the outputs from the statements:

\[
\text{DI} = 0; \quad k_z = \text{conj}(\text{sqrt}(\text{conj}(-1 - j*\text{DI}))); \\
\text{DI} = -1; \quad k_z = \text{conj}(\text{sqrt}(\text{conj}(-1 - j*\text{DI}))); \\
\]

Note, however, that Eq. (7.9.10) does work correctly when \( D_I \) is a single scalar with \( D_R \) being a vector of values, e.g., arising from a vector of angles \( \theta \).

Another possible alternative calculation is to add a small negative imaginary part to the argument of the square root, for example with the MATLAB code:

\[
k_z = \text{sqrt}((\text{realmin}) - j*\text{DI}); \\
k_z = \text{sqrt}((\text{realmin}) - j*\text{DI}); \\
k_z = \text{sqrt}((\text{realmin}) - j*\text{DI}); \\
\]

where \text{realmin} is MATLAB’s smallest positive floating point number (typically, equal to \( 2.2251 \times 10^{-308} \)). This works well for all cases. Yet, a third alternative is to use Eq. (7.9.6) and then reverse the signs whenever \( D_I = 0 \) and \( D_R < 0 \), for example:

\[
k_z = \text{sqrt}((\text{realmin}) - j*\text{DI}); \\
k_z = \text{sqrt}((\text{realmin}) - j*\text{DI}); \\
k_z = \text{sqrt}((\text{realmin}) - j*\text{DI}); \\
\]

Next, we discuss briefly the energy flux into the lossy medium. It is given by the \( z \)-component of the Poynting vector, \( P_z = \frac{1}{2} k_z \cdot \text{Re}(E \times H^*) \). For the TE case of Eq. (7.7.4), we find at the two sides of the interface:

\[
P_z = \frac{|E_0|^2}{2\omega \mu_0} k_z (1 - \rho_{TE}^2), \quad P'_z = \frac{|E_0|^2}{2\omega \mu_0} \beta'_z |\tau_{TE}|^2 e^{-2\alpha'z} \tag{7.9.11}
\]

where we replaced \( \eta_{TE} = \omega \mu_0 / k_z \) and \( \eta'_{TE} = \omega \mu_0 / k'_z \). Thus, the transmitted power attenuates with distance as the wave propagates into the lossy medium.

The two expressions match at the interface, expressing energy conservation, that is, at \( z = 0 \), we have \( P_z = P'_z \), which follows from the condition (see Problem 7.7):

\[
k_z (1 - \rho_{TE}^2) = \beta'_z |\tau_{TE}|^2 \tag{7.9.12}
\]

Because the net energy flow is to the right in the transmitted medium, we must have \( \beta'_z > 0 \). Because also \( k_z > 0 \), then Eq. (7.9.12) implies that \( |\rho_{TE}| \leq 1 \). For the case of total internal reflection, we have \( \beta'_z = 0 \), which gives \( |\rho_{TE}| = 1 \). Similar conclusions can be reached for the TM case of Eq. (7.7.5). The matching condition at the interface is now:

\[
\frac{c'}{k_z} (1 - |\rho_{TM}|^2) = \text{Re} \left( \frac{c'}{k_z} \right) |\tau_{TM}|^2 = \frac{\beta_z' + \alpha_z'}{|k_z|^2} |\tau_{TM}|^2 \tag{7.9.13}
\]

Using the constraint \( \omega^2 \mu_0 \epsilon' = 2 \beta_z' \alpha_z' \), it follows that the right-hand side will again be proportional to \( \beta_z' \) (with a positive proportionality coefficient.) Thus, the non-negative sign of \( \beta_z' \) implies that \( |\rho_{TM}| \leq 1 \).

### 7.10 Zenneck Surface Wave

For a lossy medium \( \epsilon' \), the TM reflection coefficient cannot vanish for any real incident angle \( \theta \) because the Brewster angle is complex valued: \( \tan \theta_B = \sqrt{\epsilon' / \epsilon} \).

However, \( \rho_{TM} \) can vanish if we allow a complex-valued incidence wavevector \( k = \beta - j\alpha \), even though the left medium is lossless. This leads to the so-called Zenneck surface wave [32,902,903,909,1293].

The corresponding constant phase and amplitude planes in both media are shown in Fig. 7.10.1. On the lossless side, the vectors \( \beta \) and \( \alpha \) are necessarily orthogonal to each other, as discussed in Sec. 2.11.

![Fig. 7.10.1 Constant-phase and constant-amplitude planes for the Zenneck wave.](image-url)
where \( k = \omega \sqrt{\mu_0 \epsilon_0} \) and \( k' = \beta' - j \alpha' = \omega \sqrt{\mu_0 \epsilon} \). These may be written in the form:

\[
k_x = \omega \sqrt{\mu_0} \sqrt{\frac{\epsilon'}{\epsilon + \epsilon'}} , \quad k_z = \omega \sqrt{\mu_0} \frac{\epsilon}{\sqrt{\epsilon + \epsilon'}} , \quad k'_x = \omega \sqrt{\mu_0} \frac{\epsilon'}{\sqrt{\epsilon + \epsilon'}}
\]  

(7.10.2)

Using \( k'_x = k_x \), the space-dependence of the fields at the two sides is as follows:

\[
e^{-j(k_x x + k_z z)} = e^{-j(\alpha_x x + \alpha_z z)} e^{-j(\beta_x x + \beta_z z)} , \quad \text{for } z \leq 0
\]

\[
e^{-j(k'_x x + k'_z z)} = e^{-j(\alpha_x x + \alpha_z z)} e^{-j(\beta_x x + \beta_z z)} , \quad \text{for } z \geq 0
\]

Thus, in order for the fields not to grow exponentially with distance and to be confined near the interface surface, it is required that:

\[
\alpha_x > 0 , \quad \alpha_z < 0 , \quad \alpha'_z > 0
\]

(7.10.3)

These conditions are guaranteed with the sign choices of Eq. (7.10.2). This can be verified by writing

\[
e' = |e'| e^{-j\delta} = |e + e'| e^{-j(\delta - \delta_1)}
\]

and noting that \( \delta_1 = \delta - \delta_1 > 0 \), as follows by inspecting the triangle formed by the three vectors \( e, e' \), and \( e + e' \). Then, the phase angles of \( k_x, k_z, k'_x \) are \(-\delta_2/2, \delta_1/2, \) and \(-\delta_2 + \delta_1/2 \), respectively, thus, implying the condition (7.10.3). In drawing this triangle, we made the implicit assumption that \( \epsilon'_R > 0 \), which is valid for typical lossy dielectrics. In the next section, we discuss surface plasmons for which \( \epsilon'_R < 0 \).

Although the Zenneck wave attenuates both along the x- and z-directions, the attenuation constant along x tends to be much smaller than that along z. For example, in the weakly lossy approximation, we may write \( e' = e_R' (1 - j \tau) \), where \( \tau = \epsilon'/\epsilon_R' \ll 1 \) is the loss tangent of \( e' \). Then, we have the following first-order approximations in \( \tau \):

\[
\sqrt{\epsilon'} = \sqrt{e_R'} \left( 1 - j \frac{\tau}{2} \right) , \quad \frac{1}{\sqrt{\epsilon + \epsilon'}} = \frac{1}{\sqrt{\epsilon + \epsilon_R}} \left( 1 + j \frac{\tau}{2} \frac{\epsilon_R}{\epsilon + \epsilon_R} \right)
\]

These lead to the first-order approximations for \( k_x \) and \( k_z \):

\[
k_x = \omega \sqrt{\mu_0} \frac{e_R}{\sqrt{\epsilon + \epsilon_R}} \left( 1 - j \frac{\tau}{2} \frac{\epsilon}{\epsilon + \epsilon_R} \right) , \quad k_z = \omega \sqrt{\mu_0} \frac{\epsilon}{\sqrt{\epsilon + \epsilon_R}} \left( 1 + j \frac{\tau}{2} \frac{\epsilon_R}{\epsilon + \epsilon_R} \right)
\]

It follows that:

\[
\alpha_x = -\omega \sqrt{\mu_0} \frac{e_R}{\sqrt{\epsilon + \epsilon_R}} \frac{\tau}{\epsilon + \epsilon_R} , \quad \alpha_z = -\omega \sqrt{\mu_0} \frac{\epsilon}{\sqrt{\epsilon + \epsilon_R}} \frac{\tau}{\epsilon + \epsilon_R}
\]

(7.10.4)

Typically, \( \epsilon_R > \epsilon \), implying that \( \alpha_x < |\alpha_z| \). For example, for an air-water interface we have at microwave frequencies \( \epsilon'_R/\epsilon = 81 \), and for an air-ground interface, \( \epsilon'_R/\epsilon = 6 \).

If both media are lossless, then both \( k \) and \( k' \) are real and Eqs. (7.10.1) yield the usual Brewster angle formulas, that is,

\[
\tan \theta_B = \frac{k_x}{k_z} = \frac{\sqrt{\epsilon}}{\sqrt{\epsilon'}} , \quad \tan \theta'_B = \frac{k_x'}{k_z'} = \frac{k}{\sqrt{\epsilon}}
\]

Example 7.10.1: For the data of the air-water interface of Example 7.9.1, we calculate the following near the interface surface, it is required that:

\[
\alpha_x > 0 , \quad \alpha_z < 0 , \quad \alpha'_z > 0
\]

These conditions are guaranteed with the sign choices of Eq. (7.10.2). This can be verified by writing

\[
e' = |e'| e^{-j\delta} = |e + e'| e^{-j(\delta - \delta_1)}
\]

and noting that \( \delta_1 = \delta - \delta_1 > 0 \), as follows by inspecting the triangle formed by the three vectors \( e, e' \), and \( e + e' \). Then, the phase angles of \( k_x, k_z, k'_x \) are \(-\delta_2/2, \delta_1/2, \) and \(-\delta_2 + \delta_1/2 \), respectively, thus, implying the condition (7.10.3). In drawing this triangle, we made the implicit assumption that \( \epsilon'_R > 0 \), which is valid for typical lossy dielectrics. In the next section, we discuss surface plasmons for which \( \epsilon'_R < 0 \).

Consider an interface between two non-magnetic semi-infinite media \( \epsilon_1 \) and \( \epsilon_2 \), as shown in Fig. 7.11.1. The wavevectors \( k_1 = \hat{x} k_x + \hat{z} k_z \) and \( k_2 = \hat{x} k'_x + \hat{z} k'_z \) at the two sides must have a common \( k_x \) component, as required by Snell’s law, and their z-components must satisfy:

\[
k'_2 = k_0^2 \epsilon_2 - k_x^2 , \quad k'_2 = k_0^2 \epsilon_2 - k_x^2
\]

(7.11.1)

where we defined the relative dielectric constants \( \epsilon_1 = \epsilon_x/\epsilon_0, \epsilon_2 = \epsilon_z/\epsilon_0 \), and the freespace wavenumber \( k_0 = \omega / \sqrt{\mu_0 \epsilon_0} \). The TM reflection coefficient is given by:

\[
\rho_{TM} = \frac{k_{z2} e_{1x} - k_{z1} e_{2x}}{k_{z2} e_{1x} + k_{z1} e_{2x}}
\]

The units are in rads/m. As required, \( \alpha_z \) is negative. We observe that \( \alpha_x < |\alpha_z| \) and that the attenuations are much more severe within the lossy medium.

7.11 Surface Plasmons

![Fig. 7.11.1 Brewster-Zenneck (\( \rho_{TM} = 0 \)) and surface plasmon (\( \rho_{TM} = \infty \)) cases.](image-url)
both the Brewster case for lossless dielectrics and the Zenneck case were characterized by the condition $\rho_{TM} = 0$, or $k_{z2} = k_{z1}$. This condition together with Eqs. (7.11.1) leads to the solution (7.10.2), which is the same in both cases:

$$k_x = k_0 \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2}}, \quad k_{z1} = k_0 \frac{\varepsilon_1}{\sqrt{\varepsilon_1 + \varepsilon_2}}, \quad k_{z2} = k_0 \frac{\varepsilon_2}{\sqrt{\varepsilon_1 + \varepsilon_2}}$$  \hspace{1cm} (7.11.2)

Surface plasmons or polaritons are waves that are propagating along the interface and attenuate exponentially perpendicularly to the interface in both media. They are characterized by a pole of the reflection coefficient, that is, $\rho_{TM} = \infty$. For such waves to exist, it is necessary to have the conditions:

$$\varepsilon_1 \varepsilon_2 < 0 \quad \text{and} \quad \varepsilon_1 + \varepsilon_2 < 0$$  \hspace{1cm} (7.11.3)

at least for the real-parts of these quantities, assuming their imaginary parts are small. If the left medium is an ordinary lossless dielectric $\varepsilon_1 > 0$, such as air, then we must have $\varepsilon_2 < 0$ and more strongly $\varepsilon_2 < -\varepsilon_1$. Conductors, such as silver and gold, have this property for frequencies typically up to ultraviolet. Indeed, using the simple conductivity model (1.12.3), we have for the dielectric constant of a metal:

$$\varepsilon(\omega) = \varepsilon_0 + \frac{\sigma}{j \omega} = \varepsilon_0 + \frac{\varepsilon_0 \omega_p^2}{j \omega (j \omega + \gamma)} \Rightarrow \varepsilon(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + j \omega \gamma}$$  \hspace{1cm} (7.11.4)

Ignoring the imaginary part for the moment, we have:

$$\varepsilon(\omega) = 1 - \frac{\omega_p^2}{\omega^2}$$

which is negative for $\omega < \omega_p$. The plasma frequency is of the order of 1000–2000 THz, and falls in the ultraviolet range. Thus, the condition (7.11.3) is easily met for optical frequencies. If $\varepsilon_1 = 1$, then, the condition $\varepsilon_2 < -\varepsilon_1$ requires further that:

$$\varepsilon_2 = 1 - \frac{\omega_p^2}{\omega^2} < -1 \Rightarrow \omega < \omega_p \sqrt{2}$$

and more generally, $\omega < \omega_p \sqrt{1 + \varepsilon_1}$. The condition $\rho_{TM} = \infty$ means that there is only a “reflected” wave, while the incident field is zero. Indeed, it follows from $E_{\text{refl}} = \rho_{TM} E_{\text{inc}}$, or $E_{\text{inc}} = E_{\text{refl}}/\rho_{TM}$, that $E_{\text{inc}}$ will tend to zero for finite $E_{\text{refl}}$ and $\rho_{TM} \to \infty$.

The condition $\rho_{TM} = \infty$ is equivalent to the vanishing of the denominator of $\rho_{TM}$, that is, $k_{z2} \varepsilon_1 = -k_{z1} \varepsilon_2$, which together with Eqs. (7.11.1) leads to a similar solution as (7.10.2), but with a change in sign for $k_{z2}$:

$$k_x = k_0 \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2}}, \quad k_{z1} = k_0 \frac{\varepsilon_1}{\sqrt{\varepsilon_1 + \varepsilon_2}}, \quad k_{z2} = -k_0 \frac{\varepsilon_2}{\sqrt{\varepsilon_1 + \varepsilon_2}}$$  \hspace{1cm} (7.11.5)

The fields at the two sides of the interface are given by Eqs. (7.7.5) by taking the limit $\rho_{TM} \to \infty$ and $\tau_{TM} = 1 + \rho_{TM} \to \infty$, which effectively amounts to keeping only the terms that involve $\rho_{TM}$. The fields have a $z$-dependence $e^{jk_{z1}z}$ on the left and $e^{-jk_{z2}z}$ on the right, and a common $x$-dependence $e^{-jk_{x}x}$:

$$E_1 = E_0 \left( \hat{x} + \frac{k_x}{k_{z1}} \hat{z} \right) e^{jk_{z1}z} e^{-jk_{x}x}, \quad E_2 = E_0 \left( \hat{x} - \frac{k_x}{k_{z2}} \hat{z} \right) e^{-jk_{z2}z} e^{-jk_{x}x}$$

$$H_1 = \hat{y} E_0 \frac{\varepsilon_1}{k_{z1}} e^{jk_{z1}z} e^{-jk_{x}x}, \quad H_2 = \hat{y} E_0 \frac{\varepsilon_2}{k_{z2}} e^{-jk_{z2}z} e^{-jk_{x}x}$$  \hspace{1cm} (7.11.6)

It can be verified easily that these are solutions of Maxwell’s equations provided that Eqs. (7.11.1) are satisfied. The boundary conditions are also satisfied. Indeed, the $E$-components are the same from both sides, and the conditions $E_1 \varepsilon_1 = E_2 \varepsilon_2$ and $H_1 = H_2$ are both equivalent to the pole condition $k_{z2} \varepsilon_1 = -k_{z1} \varepsilon_2$.

The conditions (7.11.3) guarantee that $k_x$ is real and $k_{z1}, k_{z2}$, pure imaginary. Setting $\varepsilon_2 = -\varepsilon_2 \varepsilon_2 > \varepsilon_1$, we have $\varepsilon_1 + \varepsilon_2 = \varepsilon_1 - \varepsilon_2 = j \sqrt{\varepsilon_2 - \varepsilon_1}$, and $\varepsilon_1 \varepsilon_2 = -\varepsilon_1 \varepsilon_2 = j \sqrt{\varepsilon_1 \varepsilon_2}$. Then, Eqs. (7.11.5) read:

$$k_x = k_0 \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_2 - \varepsilon_1}}, \quad k_{z1} = j k_0 \frac{\varepsilon_1}{\sqrt{\varepsilon_2 - \varepsilon_1}}, \quad k_{z2} = j k_0 \frac{\varepsilon_2}{\sqrt{\varepsilon_2 - \varepsilon_1}}$$  \hspace{1cm} (7.11.7)

Setting $k_{z1} = -j \alpha_1$ and $k_{z2} = -j \alpha_2$, with both $\alpha$ positive, the $z$-dependence at both sides of the interface at $z = 0$ will be:

$$e^{jk_{z1}z} = e^{j \alpha_1 z} \quad | \quad e^{-jk_{z2}z} = e^{-j \alpha_2 z}$$

that is, exponentially decaying for both $z < 0$ and $z > 0$. Inserting $\varepsilon_2 = \omega_p^2 / \omega^2 - 1$ into $k_x$ gives the so-called plasmon dispersion relationship, For example, if $\varepsilon_1 = 1$,

$$k_x^2 = \frac{\omega_p^2}{\varepsilon_0} \frac{\omega^2 - \omega_p^2}{\omega^2 - 2 \omega \gamma}$$

Defining the normalized variables $\tilde{\omega} = \omega / \omega_p$ and $\hat{k} = k_x / k_p$, where $k_p = \omega_p / \varepsilon_0$, we may rewrite the above relationship as:

$$k_x^2 = \tilde{\omega}^2 - \frac{1}{1 - 2 \tilde{\omega}^2}$$

with solution:

$$\tilde{\omega} = \sqrt{\frac{1}{2} \sqrt{1 + \frac{1}{4 \tilde{k}^4}}}$$  \hspace{1cm} (7.11.8)

It is depicted in Fig. 7.11.2. In the large $k_x$ limit, it converges to the horizontal line $\omega = \omega_p / \sqrt{2}$. For small $k_x$, it becomes the dispersion relationship in vacuum, $\omega = c_0 k_x$, which is also depicted in this figure.

Because the curve stays to the right of the vacuum line $\omega = c_0 k_x$, that is, $k_x > c_0 k_x$, such surface plasmon waves cannot be excited by an impinging plane wave on the interface. However, they can be excited with the help of frustrated total internal reflection, which increases $k_x$ beyond its vacuum value and can match the value of Eq. (7.11.7) resulting into a so-called surface plasmon resonance. We discuss this further in Sec. 8.5.

In fact, the excitation of such plasmon resonance can only take place if the metal side is slightly lossy, that is, when $\varepsilon_2 = -\varepsilon_2 \varepsilon_2 = j \varepsilon_2$, with $0 < \varepsilon_2 \varepsilon_2 < \varepsilon_2$. In this case, the wavenumber $k_x$ acquires a small imaginary part which causes the gradual attenuation of the wave along the surface, and similarly, $k_{z1}, k_{z2}$, acquire small real parts. Replacing $\varepsilon_2$ by $\varepsilon_2 + j \varepsilon_2$ in (7.11.7), we now have:

$$k_x = k_0 \sqrt{\frac{\varepsilon_1 (\varepsilon_2 + j \varepsilon_2)}{\varepsilon_2 + j \varepsilon_2 - \varepsilon_1}}, \quad k_{z1} = \frac{-jk_0 \varepsilon_1}{\varepsilon_2 + j \varepsilon_2 - \varepsilon_1}, \quad k_{z2} = \frac{-jk_0 (\varepsilon_2 + j \varepsilon_2)}{\varepsilon_2 + j \varepsilon_2 - \varepsilon_1}$$  \hspace{1cm} (7.11.9)
7.12 Oblique Reflection from a Moving Boundary

In Sec. 5.8 we discussed reflection and transmission from a moving interface at normal incidence. Here, we present the oblique incidence case. The dielectric medium is assumed to be moving with velocity \( v \) perpendicularly to the interface, that is, in the \( z \)-direction as shown in Fig. 7.12.1. Other geometries may be found in [474–492].

Let \( S \) and \( S' \) be the stationary and the moving coordinate frames, whose coordinates \( \{t, x, y, z\} \) and \( \{t', x', y', z'\} \) are related by the Lorentz transformation of Eq. (K.1) of Appendix K.

We assume a TE plane wave of frequency \( \omega \) incident obliquely at the moving interface at an angle \( \theta' \), as measured in the stationary coordinate frame \( S \). Let \( \omega_\tau, \theta_\tau \) be the Doppler-shifted frequencies, and \( \theta_T, \theta_1 \) the angles of the reflected and transmitted waves. Because of the motion, these angles no longer satisfy the usual Snell laws of reflection and refraction—however, they do satisfy modified versions of these laws.

In the moving frame \( S' \) with respect to which the dielectric is at rest, we have an ordinary TE oblique incidence problem, solved for example by Eq. (7.7.4), and therefore, all three frequencies will be the same, \( \omega' = \omega_\tau = \omega_\tau \), and the corresponding angles \( \theta', \theta_T \), \( \theta_1 \) will satisfy the ordinary Snell laws: \( \theta_T = \theta' \) and \( \sin \theta' = n \sin \theta_1 \), where \( n = \sqrt{\varepsilon/\varepsilon_0} \) and the left medium is assumed to be free space.

The electric field has only a \( \gamma \)-component and will have the following form at the left and right sides of the interface, in the frame \( S \) and in the frame \( S' \):

\[
E_y = E_y e^{i\phi_y} + E_y e^{i\phi_y'} \quad E_y = E_y e^{i\phi_y} \quad E_y' = E_y' e^{i\phi_y'}
\]

(7.12.1)

where \( E_y' = \rho_{TE} E_y \) and \( E_y' = \tau_{TE} E_y \), and from Eq. (7.7.2),

\[
\rho_{TE} = \frac{k_{zz}' - k_{zz}}{k_{zz} + k_{zz}'} = \frac{\cos \theta' - n \cos \theta_1'}{\cos \theta' + n \cos \theta_1'} \quad \tau_{TE} = 1 + \rho_{TE} = \frac{2 \cos \theta'}{\cos \theta' + n \cos \theta_1'}
\]

(7.12.2)

The propagation phases are Lorentz invariant in the two frames and are given by:

\[
\phi_y = \omega_T t + k_{zz} z - k_{xx} x = \omega' t' + k_{zz}' z' - k_{xx}' x' = \phi_y'
\]

\[
\phi_T = \omega_T t + k_{rr} z - k_{xx} x = \omega' t' + k_{rr}' z' - k_{xx}' x' = \phi_T'
\]

\[
\phi_1 = \omega_\tau t + k_{zz} z - k_{xx} x = \omega' t' + k_{zz}' z' - k_{xx}' x' = \phi_1'
\]

(7.12.3)

Surface plasmons, and the emerging field of “plasmonics,” are currently active areas of study [593–631] holding promise for the development of nanophotonic devices and circuits that take advantage of the unique properties of thin films and nanowires. The electric field extends more into the dielectric than the metal, but at either side they are confined to distances that are less than their free-space wavelength. □
with incident, reflected, and transmitted wavenumbers given in the frame $S'$ by:

\[ k'_{iz} = k'_{rz}, \quad k'_{iz} = k'_{i} \cos \theta', \quad k'_{ix} = k'_{i} \sin \theta' \]
\[ k_{ix} = k_{rx}, \quad k_{ix} = k_{i} \sin \theta, \quad k_{ix} = k_{i} \sin \theta' \]

(7.12.4)

where $k'_{i} = k'_{i} = \omega' / c$ and $k'_{i} = \omega' / c$. The relationships between the primed and unprimed frequencies and wavenumbers are obtained by applying the Lorentz transformation (K.14) to the four-vectors $(\omega/c, k_{ix}, 0, k_{iz})$, $(\omega_{r}, k_{rx}, 0, -k_{rz})$, and $(\omega_{i}/c, k_{ix}, 0, k_{iz})$:

\[ \omega = y(\omega' + \beta c k'_{ix}) = \omega' y(1 + \cos \theta') \]
\[ k_{ix} = y(k'_{ix} + \frac{\beta}{c} \omega') = \frac{\omega'}{y} \cos(\theta' + \beta) \]
\[ \omega_{r} = y(\omega' - \beta c k'_{ix}) = \omega' y(1 - \cos \theta') \]
\[ -k_{rz} = y(-k'_{rz} + \frac{\beta}{c} \omega') = -\frac{\omega'}{y} (\cos(\theta' - \beta) \]
\[ k_{ix} = y(k'_{iz} + \frac{\beta}{c} \omega') = \frac{\omega'}{y} (\cos \theta' + \beta) \]

(7.12.5)

\[ k_{ix} = k_{rx} = k_{ix} = k_{ix} = k_{ix} \]
\[ k_{i} \sin \theta = k_{r} \sin \theta_{r} = k_{i} \sin \theta = k_{i} \sin \theta_{i} = \frac{\omega'}{c} \sin \theta' = \frac{\omega'}{c} \sin \theta' = \frac{\omega'}{c} \sin \theta' = \frac{\omega'}{c} \sin \theta' \]

(7.12.6)

Because the incident and reflected waves are propagating in free space, their wavenumbers will be $k_{i} = \omega/c$ and $k_{r} = \omega_{r}/c$. This also follows from the invariance of the scalar $(\omega/c)^{2} - k^{2}$ under Lorentz transformations. Indeed, because $k'_{i} = k'_{i} = \omega' / c$ in the S' system, we will have:

\[ \frac{\omega^{2}}{c^{2}} - k_{i}^{2} = \frac{\omega^{2}}{c^{2}} - k_{i}^{2} = 0, \quad \frac{\omega_{r}^{2}}{c^{2}} - k_{r}^{2} = \frac{\omega^{2}}{c^{2}} - k_{i}^{2} = 0 \]

For the transmitted wavenumber $k_{t}$, we find from Eqs. (7.12.5) and (7.12.6):

\[ k_{t} = \sqrt{k_{iz}^{2} + k_{ix}^{2}} = \frac{\omega'}{c} \sqrt{y^{2} (n \cos \theta'_{i} + \beta)^{2} + n^{2} \sin^{2} \theta'_{i}} \]

(7.12.7)

Setting $n_{t} = \omega_{t} / k_{t} = c / n_{t}$, we obtain the “effective” refractive index $n_{t}$ within the moving dielectric medium:

\[ n_{t} = \frac{c}{\omega_{t}} = \frac{\omega_{t} / k_{t}}{\omega_{t}} = \frac{\sqrt{y^{2} (n \cos \theta'_{i} + \beta)^{2} + n^{2} \sin^{2} \theta'_{i}}}{y(1 + \beta n \cos \theta'_{i})} \]

(7.12.8)

At normal incidence, this is equivalent to Eq. (5.8.6). Replacing $k_{i} = \omega / c, k_{r} = \omega_{r} / c$, and $k_{t} = \omega_{t} n_{t} / c$ in Eq. (7.12.6), we obtain the generalization of Snell’s laws:

\[ \omega \sin \theta = \omega_{r} \sin \theta_{r} = \omega_{t} n_{t} \sin \theta_{t} = \omega' \sin \theta' = \omega' \sin \theta' = \omega' n \sin \theta'_{i} \]

(7.12.9)

For a stationary interface, all the frequency factors drop out and we obtain the ordinary Snell laws. The reflected and transmitted frequencies are $\theta$-dependent and are obtained from (7.12.5) by eliminating $\omega'$:

\[ \omega_{r} = \omega \frac{1 - \beta \cos \theta'}{1 + \beta \cos \theta'}, \quad \omega_{t} = \omega \frac{1 + \beta n \cos \theta'_{i}}{1 + \beta \cos \theta'_{i}} \]

(7.12.10)

Replacing $k_{rz} = k_{i} \cos \theta = (\omega/c) \cos \theta$ and $k_{rx} = k_{r} \cos \theta_{r} = (\omega_{r}/c) \cos \theta_{r}$ in Eq. (7.12.5), we obtain the relationship of the angles $\theta, \theta_{r}$ to the angle $\theta'$:

\[ \cos \theta' = \frac{\cos \theta' + \beta}{1 + \beta \cos \theta}, \quad \cos \theta_{r} = \frac{\cos \theta' - \beta}{1 - \beta \cos \theta} \]

(7.12.11)

which can also be written as:

\[ \cos \theta' = \frac{\cos \theta - \beta}{1 - \beta \cos \theta}, \quad \cos \theta_{r} = \frac{\cos \theta + \beta}{1 + \beta \cos \theta} \]

(7.12.12)

Solving for $\theta_{r}$ in terms of $\theta$, we obtain:

\[ \cos \theta_{r} = \frac{(1 + \beta^{2}) \cos \theta - 2\beta}{1 - 2\beta \cos \theta + \beta^{2}} \]

(7.12.13)

Inserting $\cos \theta'$ in Eq. (7.12.10), we find the reflected frequency in terms of $\theta$:

\[ \omega_{r} = \omega \frac{1 - 2\beta \cos \theta^{'} + \beta^{2}}{1 - \beta^{2}} \]

(7.12.14)

Eqs. (7.12.13) and (7.12.14) were originally derived by Einstein in his 1905 paper on special relativity [474]. The quantity $n \cos \theta'_{i}$ can also be written in terms of $\theta$. Using Snell’s law and Eq. (7.12.12), we have:

\[ n \cos \theta'_{i} = \sqrt{n^{2} - \sin^{2} \theta'} = \sqrt{n^{2} - \sin^{2} \theta'} = \sqrt{n^{2} - \cos^{2} \theta'} = \sqrt{n^{2} - \left( \frac{\cos \theta - \beta}{1 - \beta \cos \theta} \right)^{2} \}

(7.12.15)

Using (7.12.15) and the identity $(1 + \beta \cos \theta')(1 - \beta \cos \theta) = 1 - \beta^{2}$, we find for the transmitted frequency:

\[ \omega_{t} = \omega \frac{1 + \beta n \cos \theta'_{i}}{1 + \beta \cos \theta'} = \omega \frac{1 - \beta \cos \theta + \beta Q}{1 - \beta^{2}} \]

(7.12.16)

The TE reflection coefficient (7.12.2) may also be expressed in terms of $\theta$:

\[ \rho_{TE} = \frac{\cos \theta' - n \cos \theta'_{i}}{\cos \theta' + n \cos \theta'_{i}} = \frac{\cos \theta - \beta + Q}{\cos \theta - \beta - Q} \]

(7.12.17)
Next, we determine the reflected and transmitted fields in the frame $S$. The simplest approximation is to apply the Lorentz transformation (K.30) separately to the incident, reflected, and transmitted waves. In the $S'$ frame, a plane wave propagating along the unit vector $\hat{k}'$ has magnetic field:

$$H' = \frac{1}{\eta} \hat{k}' \times E' \Rightarrow cB' = c\mu_0 H' = \frac{\eta_0}{\eta} \hat{k}' \times E' = n \hat{k}' \times E'$$  \hspace{1cm} (7.12.18)

where $n = 1$ for the incident and reflected waves. Because we assumed a TE wave and the motion is along the $z$-direction, the electric field will be perpendicular to the velocity, that is, $\beta \times E' = 0$. Using the BAC-CAB rule, Eq. (K.30) then gives:

$$E = E_\perp = y(E'_\perp - \hat{\beta} \times cB'_\perp) = y(E' - \beta \times B') = y(E' - \beta \times (n \hat{k}' \times E'))$$

$$= y(E' - n(\beta \cdot \hat{k}') \hat{k}' + n(\hat{\beta} \cdot \hat{k}') E') = yE'(1 + n\hat{\beta} \cdot \hat{k}')$$  \hspace{1cm} (7.12.19)

Applying this result to the incident, reflected, and transmitted fields, we find:

$$E_i = yE_i'(1 + \beta \cos \theta')$$
$$E_r = yE_r'(1 - \beta \cos \theta') = y\rho_{TE}(1 - \beta \cos \theta')$$
$$E_t = yE_t'(1 + n\beta \cos \theta)' = y\tau_{TE}(1 + n\beta \cos \theta)$$ (7.12.20)

It follows that the reflection and transmission coefficients will be:

$$\frac{E_r}{E_i} = \rho_{TE}(1 - \beta \cos \theta')$$
$$\frac{E_t}{E_i} = \tau_{TE}(1 + n\beta \cos \theta)$$

The case of a perfect mirror corresponds to $\rho_{TE} = -1$ and $\tau_{TE} = 0$. To be interpretable as a reflection angle, $\theta_r$ must be in the range $0 \leq \theta_r \leq 90^\circ$, or, $\cos \theta_r > 0$. This requires that the numerator of (7.12.13) be positive, or,

$$(1 + \beta^2) \cos \theta - 2\beta \geq 0 \Rightarrow \cos \theta \geq \frac{2\beta}{1 + \beta^2} \Rightarrow \theta \leq \arccos \left(\frac{2\beta}{1 + \beta^2}\right)$$  \hspace{1cm} (7.12.22)

Because $2\beta/(1 + \beta^2) > \beta$, (7.12.22) also implies that $\cos \theta > \beta$, or, $\nu < c\cos \theta$. Thus, the $z$-component of the phase velocity of the incident wave can catch up with the receding interface. At the maximum allowed $\theta$, the angle $\theta_r$ reaches $90^\circ$. In the above, we assumed that $\beta > 0$. For negative $\beta$, there are no restrictions on the range of $\theta$.

### 7.13 Geometrical Optics

Geometrical optics and the concepts of wavefronts and rays can be derived from Maxwell’s equations in the short-wavelength or high-frequency limit.

We saw in Chap. 2 that a uniform plane wave propagating in a lossless isotropic dielectric in the direction of a wave vector $\mathbf{k} = \hat{k} = nk_0 \hat{n}$ is given by:

$$E(r) = E_0 e^{-jnkr}, \quad H(r) = H_0 e^{-jnkr}, \quad \hat{k} \cdot E_0 = 0, \quad H_0 = \frac{n}{\eta_0} \hat{k} \times E_0$$  \hspace{1cm} (7.13.1)

where $n$ is the refractive index of the medium $n = \sqrt{\varepsilon / \varepsilon_0}$, $k_0$ and $\eta_0$ are the free-space wavenumber and impedance, and $\hat{k}$, the unit-vector in the direction of propagation.

The wavefronts are defined to be the constant-phase plane surfaces $S(r) = \text{const.}$, where $S(r) = n \hat{k} \cdot r$. The perpendiculars to the wavefronts are the optical rays.

In an inhomogeneous medium with a space-dependent refractive index $n(r)$, the wavefronts and their perpendicular rays become curved, and can be derived by considering the high-frequency limit of Maxwell’s equations. By analogy with Eqs. (7.13.1), we look for solutions of the form:

$$E(r) = E_0(r) e^{-jnkr}, \quad H(r) = H_0(r) e^{-jnkr}$$  \hspace{1cm} (7.13.2)

where we will assume that $k_0$ is large and that $E_0, H_0$ are slowly-varying functions of $r$. This means that their space-derivatives are small compared to $k_0$, or to $1/\lambda$. For example, $|\nabla \times E_0| \ll k_0$.

Inserting these expressions into Maxwell’s equations and assuming $\mu = \mu_0$ and $\varepsilon = n^2\varepsilon_0$, we obtain:

$$\nabla \times E = -j\omega\mu_0 H_0 e^{-jnkr}$$
$$\nabla \times H = -j\omega\varepsilon_0 E_0 e^{-jnkr}$$

Assuming $|\nabla \times E_0| \ll |k_0 \nabla S \times E_0|$, and similarly for $H_0$, and dropping the common phase factor $e^{-jnkr}$, we obtain the high-frequency approximations:

$$-j\omega\mu_0 k_0 \nabla S \times E_0 = -j\omega\mu_0 H_0$$
$$-j\omega \varepsilon_0 k_0 \nabla S \times H_0 = jn^2 \omega \varepsilon_0 E_0$$

Replacing $k_0 = \omega / \sqrt{\mu_0 \varepsilon_0}$, and defining the vector $\hat{k} = \frac{1}{n} \nabla S$, we find:

$$H_0 = \frac{n}{\eta_0} \hat{k} \times E_0, \quad E_0 = -\frac{\eta_0}{n} \hat{k} \times H_0$$  \hspace{1cm} (7.13.3)

These imply the transversality conditions $\hat{k} \cdot E_0 = \hat{k} \cdot H_0 = 0$. The consistency of the equations (7.13.3) requires that $\hat{k}$ be a unit vector. Indeed, using the BAC-CAB rule, we have:

$$\hat{k} \times (\hat{k} \times E_0) = (\hat{k} \cdot E_0) - E_0(\hat{k} \cdot \hat{k}) - E_0 - (\hat{k} \cdot \hat{k}) \eta_0 \hat{k} \times H_0 = -E_0$$

Thus, we obtain the unit-vector condition, known as the *eikonal equation*:

$$\hat{k} \cdot \hat{k} = 1 \Rightarrow |\nabla S|^2 = n^2$$  \hspace{1cm} (7.13.4)

This equation determines the waveform phase function $S(r)$. The rays are the perpendiculars to the constant-phase surfaces $S(r) = \text{const.}$, so that they are in the direction of $\nabla S$ or $\hat{k}$. Fig. 7.13.1 depicts these wavefronts and rays.

The ray passing through a point $r$ on the surface $S(r) = S_A$, will move ahead by a distance $dr$ in the direction of the gradient $\nabla S$. The length of $dr$ is $dl = (dr \cdot dr)^{1/2}$. 

7. Oblique Incidence
Thus, the energy transport velocity is:
\[ \mathbf{v} = \frac{\mathbf{P}}{\mathbf{w}} = \frac{c_0}{n} \hat{\mathbf{k}} \]
(7.13.9)

The velocity \( \mathbf{v} \) depends on \( \mathbf{r} \), because \( n \) and \( \hat{\mathbf{k}} \) do.

### 7.14 Fermat’s Principle

An infinitesimal movement by \( dl \) along a ray will change the wavefront phase function by \( dS = n dl \). Indeed, using Eq. (7.13.6) and the eikonal equation we find:
\[ \frac{dS}{dt} = \frac{d\mathbf{r}}{dt} \cdot \nabla S = \frac{1}{n} \nabla S \cdot \nabla S = \frac{1}{n} n^2 = n \]
(7.14.1)

Integrating along a ray path from a point \( A \) on wavefront \( S(\mathbf{r}) = S_A \) to a point \( B \) on wavefront \( S(\mathbf{r}) = S_B \), as shown in Fig. 7.13.1, gives rise to the net phase change:
\[ S_B - S_A = \int_A^B dS = \int_A^B n dl \]
(7.14.2)

The right-hand side is recognized as the optical path length from \( A \) to \( B \). It is proportional to the travel time of moving from \( A \) to \( B \) with the ray velocity \( \mathbf{v} \) given by Eq. (7.13.9). Indeed, we have \( dS = \mathbf{v} \cdot \hat{\mathbf{k}} dt = c_0 dt/n \), or, \( dS = n dl = c_0 dt \). Thus,
\[ S_B - S_A = \int_A^B n dl = c_0 \int_{\tau_A}^{\tau_B} dt = c_0 (\tau_B - \tau_A) \]
(7.14.3)

Fermat’s Principle states that among all possible paths connecting the two points \( A \) and \( B \), the geometrical optics ray path is the one that minimizes the optical path length (7.14.3), or equivalently, the travel time between the two points. The solution to this minimization problem is the ray equation (7.13.7).

Any path connecting the points \( A \) and \( B \) may be specified parametrically by the curve \( \mathbf{r}(\tau) \), where the parameter \( \tau \) varies over an interval \( \tau_A \leq \tau \leq \tau_B \). The length \( dl \) may be written as:
\[ dl = (d\mathbf{r} \cdot d\mathbf{r})^{1/2} = (\mathbf{r} \cdot \mathbf{r})^{1/2} d\tau, \quad \text{where} \quad \mathbf{r} = \frac{d\mathbf{r}}{d\tau} \]
(7.14.4)

Then, the functional to be minimized is:
\[ \int_A^B n dl = \int_{\tau_A}^{\tau_B} L(\mathbf{r}, \dot{\mathbf{r}}) d\tau, \quad \text{where} \quad L(\mathbf{r}, \dot{\mathbf{r}}) = n(\mathbf{r}) (\mathbf{r} \cdot \dot{\mathbf{r}})^{1/2} \]
(7.14.5)

The minimization of Eq. (7.14.5) may be viewed as a problem in variational calculus with Lagrangian function \( L \). Its solution is obtained from the Euler-Lagrange equations:
\[ \frac{d}{d\tau} \left( \frac{\partial L}{\partial \dot{\mathbf{r}}} \right) = \frac{\partial L}{\partial \mathbf{r}} \]
(7.14.6)
Fermat's Principle

See [868–870] for a review of such methods. The required partial derivatives are:

\[
\frac{\partial L}{\partial r} = \frac{\partial n}{\partial r} (r \cdot r)^{1/2}, \quad \frac{\partial L}{\partial \tau} = n \frac{dr}{d\tau} (r \cdot r)^{-1/2} = n \frac{dr}{d\tau} \frac{1}{r} \cdot (r \cdot r)^{-1/2}
\]

The Euler-Lagrange equations are then:

\[
\frac{d}{d\tau} \left( n \frac{dr}{d\tau} (r \cdot r)^{-1/2} \right) = \frac{\partial n}{\partial r} (r \cdot r)^{1/2} \quad \text{or,}
\]

\[
\frac{(r \cdot r)^{-1/2}}{d\tau} \frac{d}{d\tau} \left( n \frac{dr}{d\tau} (r \cdot r)^{-1/2} \right) = \frac{\partial n}{\partial r}
\]

(7.14.7)

Using \( dl = (r \cdot r)^{1/2} d\tau \), we may rewrite these in terms of the length variable \( dl \), resulting in the same equations as (7.13.7), that is,

\[
\frac{d}{dl} \left( n \frac{dr}{dl} \right) = \frac{\partial n}{\partial r}
\]

(7.14.8)

A variation of Fermat's principle states that the phase change between two wavefront surfaces is independent of the choice of the ray path taken between the surfaces. Following a different ray between points \( A' \) and \( B' \), as shown in Fig. 7.13.1, gives the same value for the net phase change as between the points \( A \) and \( B \):

\[
S_B - S_A = \int_A^B ndl = \int_A^{B'} ndl
\]

(7.14.9)

This form is useful for deriving the shapes of parabolic reflector and hyperbolic lens antennas discussed in Chap. 21.

It can also be used to derive Snel's law of reflection and refraction. Fig. 7.14.1 shows the three families of incident, reflected, and refracted plane wavefronts on a horizontal interface between media \( n_a \) and \( n_b \), such that the incident, reflected, and refracted rays are perpendicular to their corresponding wavefronts.

For the reflection problem, we consider the ray paths between the wavefront surfaces \( A_0A_1 \) and \( A_1A'_2 \). Fermat's principle implies that the optical path length of the rays \( A_0A_1 \) and \( A_1A'_2 \) will be the same. This gives the condition:

\[
n_a(l_a + l'_b) = n_bL = n_bL' \quad \Rightarrow \quad L = L'
\]

where \( L \) and \( L' \) are the lengths of the rays \( A_0A_0 \) and \( A_2A'_2 \). It follows that the two triangles \( A_0A_2A'_2 \) and \( A_0A'_0A'_2 \) will be congruent, and therefore, their angles at the vertices \( A_0 \) and \( A'_2 \) will be equal. Thus, \( \theta_a = \theta'_a \).

For the refraction problem, we consider the ray paths \( AOB \), \( A_0B_0 \), and \( A_1B_1 \) between the wavefronts \( A_0A_1 \) and \( B_0B_1 \). The equality of the optical lengths gives now:

\[
n_a l_a + n_b l_b = n_b L_a = n_a L_b \quad \Rightarrow \quad \frac{L_a}{L_b} = \frac{n_b}{n_a}
\]

But, the triangles \( A_0A_1B_1 \) and \( A_0B_0B_1 \) have a common base \( A_0B_1 \). Therefore,

\[
\frac{L_a}{L_b} = \frac{\sin \theta_a}{\sin \theta_b}
\]

7.15 Ray Tracing

In this section, we apply Fermat's principle of least optical path to derive the ray curves in several integrable examples of inhomogeneous media.

As a special case of Eq. (7.14.8), we consider a stratified half-space \( z \geq 0 \), shown in Fig. 7.15.1, in which the refractive index is a function of \( z \), but not of \( x \).

\[
\frac{L_a}{L_b} = \sin \theta_a = \frac{n_b}{n_a} \quad \Rightarrow \quad n_a \sin \theta_a = n_b \sin \theta_b
\]

Thus, we obtain Snel's law of refraction:

\[
\frac{L_a}{L_b} = \sin \theta_a = \frac{n_b}{n_a} \quad \Rightarrow \quad n_a \sin \theta_a = n_b \sin \theta_b
\]

Fig. 7.14.1 Snel's laws of reflection and refraction.

Fig. 7.15.1 Rays in an inhomogeneous medium.
Let \( \theta \) be the angle formed by the tangent on the ray at point \((x, z)\) and the vertical. Then, we have from the figure \( dx = dl \sin \theta \) and \( dz = dl \cos \theta \). Because \( \partial n / \partial x = 0 \), the ray equation \((7.14.8)\) applied to the \(x\)-coordinate reads:

\[
\frac{d}{dl} \left( n \frac{dx}{dl} \right) = 0 \Rightarrow \frac{dx}{dl} = \text{const.} \Rightarrow n \sin \theta = \text{const.} \quad (7.15.1)
\]

This is the generalization of Snel’s law to an inhomogeneous medium. The constant may be determined by evaluating it at the entry point \( z = 0 \) and \( x = 0 \). We take the constant to be \( n_a \sin \theta_a \). Thus, we write \((7.15.2)\) as:

\[
n(z) \sin \theta(z) = n_a \sin \theta_a \quad \text{(generalized Snel’s law)} \quad (7.15.2)
\]

The \(z\)-component of the ray equation is, using \( dz = dl \cos \theta \):

\[
\frac{d}{dl} \left( n \frac{dz}{dl} \right) = \frac{dn}{dz} \Rightarrow \cos \theta \frac{dn}{dz} (n \cos \theta) = \frac{dn}{dz} \quad (7.15.3)
\]

This is a consequence of Eq. \((7.15.2)\). To see this, we write:

\[
n \cos \theta = \sqrt{n^2 - n_a^2 \sin^2 \theta} = \sqrt{n^2 - n_a^2 \sin^2 \theta_a} \quad (7.15.4)
\]

Differentiating it with respect to \(z\), we obtain Eq. \((7.15.3)\). The ray in the left Fig. 7.15.1 is bending away from the \(z\)-axis with an increasing angle \( \theta(z) \). This requires that \( n(z) \) be a decreasing function of \( z \). Conversely, if \( n(z) \) is increasing as in the right figure, then \( \theta(z) \) will be decreasing and the ray will curve towards the \(z\)-axis.

Thus, we obtain the rule that a ray always bends in the direction of increasing \( n(z) \) and away from the direction of decreasing \( n(z) \).

The constants \( n_a \) and \( \theta_a \) may be taken to be the launch values at the origin, that is, \( n(0) \) and \( \theta(0) \). Alternatively, if there is a discontinuous change between the lower and upper half-spaces, we may take \( n_a, \theta_a \) to be the refractive index and incident angle from below.

The ray curves can be determined by relating \(x\) and \(z\). From Fig. 7.15.1, we have \( dx = dz \tan \theta \), which in conjunction with Eqs. \((7.15.2)\) and \((7.15.4)\) gives:

\[
dx = \tan \theta = \frac{n \sin \theta}{n \cos \theta} = \frac{n_a \sin \theta_a}{\sqrt{n^2(z) - n_a^2 \sin^2 \theta_a}} \quad (7.15.5)
\]

Integrating, we obtain:

\[
x = \int_0^z \frac{n_a \sin \theta_a}{\sqrt{n^2(z) - n_a^2 \sin^2 \theta_a}} \, dz' \quad \text{(ray curve)} \quad (7.15.6)
\]

An object at the point \((x, z)\) will appear to an observer sitting at the entry point \(O\) as though it is at the apparent location \((x, za)\), as shown in Fig. 7.15.1. The apparent or virtual height will be \(za = x \cot \theta_a\), which can be combined with Eq. \((7.15.6)\) to give:

\[
za = \int_0^z \frac{n_a \cos \theta_a}{\sqrt{n^2(z') - n_a^2 \sin^2 \theta_a}} \, dz' \quad \text{(virtual height)} \quad (7.15.7)
\]

The length \(za\) can be greater or less than \(z\). For example, if the upper half-space is homogeneous with \(n_b < n_a\), then \(za > z\). If \(n_b > n_a\), then \(za < z\), as was the case in Example 7.5.4.

Next, we discuss a number of examples in which the integral \((7.15.6)\) can be done explicitly to derive the ray curves.

**Example 7.15.1: Ionospheric Refraction.** Radio waves of frequencies typically in the range of about 4–40 MHz can be propagated at large distances such as 2000–4000 km by bouncing off the ionosphere. Fig. 7.15.2 depicts the case of a flat ground.

![Fig. 7.15.2 Ionospheric refraction.](image)

The atmosphere has a typical extent of 600 km and is divided in layers: the **troposphere** up to 10 km, the **stratosphere** at 10–50 km, and the **ionosphere** at 50–600 km. The ionosphere is further divided in sublayers, such as the **D**, **E**, and **F** layers at 50–100 km, 100–150 km, 150–250 km, and 250–400 km, respectively.

The ionosphere consists mostly of ionized nitrogen and oxygen at low pressure. The ionization is due to solar radiation and therefore it varies between night and day. We recall from Sec. 1.15 that a collisionless plasma has an effective refractive index:

\[
n^2 = \frac{\varepsilon(\omega)}{\varepsilon_0} = 1 - \frac{\omega_p^2}{\omega^2}, \quad \omega_p^2 = \frac{e^2 N}{m} \quad (7.15.8)
\]

The electron density \(N\) varies with the time of day and with height. Typically, \(N\) increases through the \(D\) and \(E\) layers and reaches a maximum value in the \(F\) layer, and then decreases after that because, even though the solar radiation is more intense, there are fewer gas atoms to be ionized.

Thus, the ionosphere acts as a stratified medium in which \(n(z)\) first decreases with height from its vacuum value of unity and then it increases back up to unity. We will indicate the dependence on height by rewriting Eq. \((7.15.8)\) in the form:

\[
n^2(z) = 1 - \frac{f_d^2(z)}{f^2}, \quad f_d^2(z) = \frac{N(z)a^3}{4\pi^2\varepsilon_0 m} \quad (7.15.9)
\]

If the wave is launched straight up and its frequency \(f\) is larger than the largest \(f_d\), then it will penetrate through the ionosphere and be lost. But, if there is a height such that \(f = f_d(z)\), then at that height \(n(z) = 0\) and the wave will be reflected back down.
If the wave is launched at an angle \( \theta_a \), then it follows from Snell’s law that while the refractive index \( n(z) \) is decreasing, the angle of refraction \( \theta(z) \) will be increasing and the ray path will bend more and more away from \( z \)-axis as shown on the left of Fig. 7.15.1. Below the ionosphere, we may assume that the atmosphere has refractive index \( n_a = 1 \). Then, the angle \( \theta(z) \) may be written as:

\[
\sin^2 \theta(z) = \frac{n_a^2 \sin^2 \theta_a}{n(z)^2} = \frac{\sin^2 \theta_a}{1 - \frac{f_p(z)}{f}} \tag{7.15.10}
\]

Because \( \sin \theta(z) \) is required to be less than unity, we obtain the restriction:

\[
\sin^2 \theta_a \leq 1 - \frac{f_p(z)}{f^2} \quad \Rightarrow \quad f_p(z) \leq f \cos \theta_a \tag{7.15.11}
\]

If there is a height, say \( z_{\text{max}} \), at which this becomes an equality, \( f_p(z_{\text{max}}) = f \cos \theta_a \), then Eq. (7.15.10) would imply that \( \sin \theta(z_{\text{max}}) = 1 \), or that \( \theta(z_{\text{max}}) = 90^\circ \). At that height, the ray is horizontal and it will proceed to bend downwards, effectively getting reflected from the ionosphere.

If \( f \) is so large that Eq. (7.15.11) is satisfied only as a strict inequality, then the wave will escape through all the layers of the ionosphere. Thus, there is a maximum frequency, the so called **maximum usable frequency** (MUF), that will guarantee a reflection. There is also a **lowest usable frequency** (LUF) below which there is too much absorption of the wave, such as in the \( D \) layer, to be reflected at sufficient strength for reception.

As an oversimplified, but analytically tractable, model of the ionosphere we assume that the electron density increases linearly with height, up to a maximal height \( z_{\text{max}} \). Thus, the quantities \( f_p(z) \) and \( n(z) \) will also depend linearly on height:

\[
f_p(z) = f_{\text{max}} \frac{z}{z_{\text{max}}}, \quad n(z) = 1 - \frac{f_{\text{max}}^2}{f^2} \frac{z}{z_{\text{max}}}, \quad \text{for} \quad 0 \leq z \leq z_{\text{max}} \tag{7.15.12}
\]

Over the assumed height range \( 0 \leq z \leq z_{\text{max}} \), the condition (7.15.11) must also be satisfied. This restricts further the range of \( z \). We have:

\[
f_p^2(z) = f_{\text{max}}^2 \frac{z}{z_{\text{max}}} \leq f^2 \cos^2 \theta_a \quad \Rightarrow \quad f_{\text{max}}^2 \frac{z}{z_{\text{max}}} \leq f^2 \cos^2 \theta_a \tag{7.15.13}
\]

If the right-hand side is greater than unity, so that \( f \cos \theta_a > f_{\text{max}} \), then there is no height \( z \) at which (7.15.11) achieves an equality, and the wave will escape. But, if \( f \cos \theta_a \leq f_{\text{max}} \), then there is height, say \( z_0 \), at which the ray bends horizontally, that is,

\[
z_0 = \frac{f_{\text{max}}}{{f_{\text{max}}}^2} \frac{z}{z_{\text{max}}} \quad \Rightarrow \quad z_0 = \frac{z_{\text{max}} f_{\text{max}}^2 \cos^2 \theta_a}{f_{\text{max}}^2} \tag{7.15.14}
\]

The condition \( f \cos \theta_a \leq f_{\text{max}} \) can be written as \( f \leq f_{\text{MUF}} \), where the MUF is in this case, \( f_{\text{MUF}} = f_{\text{max}} / \cos \theta_a \). The integral (7.15.6) can be done explicitly resulting in:

\[
x = \frac{2z_{\text{max}}}{a^2} \sin \theta_a \left[ \cos \theta_a - \sqrt{\cos^2 \theta_a - a^2} \frac{z}{z_{\text{max}}} \right] \tag{7.15.15}
\]

where we defined \( a = f_{\text{max}} / f \). Solving for \( z \) in terms of \( x \), we obtain:

\[
z = \frac{1}{f^2} (x - x_0)^2 \tag{7.15.16}
\]

where

\[
x_0 = \frac{2z_{\text{max}}}{a^2} \sin \theta_a \cos \theta_a = \frac{Z_{\text{max}}}{a^2} \sin^2 \theta_a \cos \theta_a
\]

\[
F = \frac{Z_{\text{max}}}{a^2} \sin^2 \theta_a
\]

Therefore, the ray follows a downward parabolic path with vertex at \((x_0, z_0)\) and focal length \( F \), as shown in Fig. 7.15.3.

![Fig. 7.15.3 Parabolic ray.](image)

**Example 7.15.2: Mirages.** Temperature gradients can cause several types of mirage effects that are similar to isospheric refraction. On a hot day, the ground is warmer than the air above it and therefore, the refractive index of the air is lower at the ground than a short distance above. (Normally, the air pressure causes the refractive index to be highest at the ground, decreasing with height.)

Because \( n(z) \) decreases downwards, a horizontal ray from an object near the ground will initially be refracted downwards, but then it will bend upwards again and may arrive at an observer as though it were coming from below the ground, causing a mirage. Fig. 7.15.4 depicts a typical case. The ray path is like the isospheric case, but inverted.

Such mirages are seen in the desert and on highways, which appear wet at far distances. Various types of mirages are discussed in [50–52,1827].

As a simple integrable model, we may assume that \( n(z) \) increases linearly with height \( z \), that is, \( n(z) = n_0 + \kappa z \), where \( \kappa \) is the rate of increase per meter. For heights near the ground, this implies that \( n(z) \) will also increase linearly:

\[
n(z) = n_0 + \kappa z \Rightarrow n(z) = n_0 + 2n_0 \kappa z
\]

We consider a ray launched at a downward angle \( \theta_a \) from an object with \((x, z)\) coordinates \((0, h)\), as shown. Let \( n_a = n_0^2 + 2n_0 \kappa h \) be the refractive index at the launch height. For convenience, we assume that the observer is also at height \( h \). Because the ray will travel downward to points \( z < h \), and then bend upwards, we integrate the ray equation over the limits \([z, h]\) and find:

\[
x = \int_x^h \frac{n_a \sin \theta_a}{\sqrt{n_a^2(z') - n_a^2 \sin^2 \theta_a}} \left[ \cos \theta_a - \sqrt{\cos^2 \theta_a - a^2} \frac{z}{z_{\text{max}}} \right] dz = \frac{a}{n_a \kappa} \left[ n_a \cos \theta_a - \sqrt{n_a^2 \cos^2 \theta_a + 2n_0 \kappa(z - h)} \right]
\]
where we used the approximation $n^2(z) = n_0^2 + 2n_0\kappa z$ in the integral. Solving for $z$ in terms of $x$, we obtain the parabolic ray:

$$z = h + \frac{x(x - 2x_0)}{4F}, \quad x_0 = \frac{d^2}{2} = \frac{n_0^2 \sin \theta_a \cos \theta_a}{n_0 \kappa}, \quad F = \frac{n_0^2 \sin^2 \theta_a}{2n_0 \kappa}$$

where $d$ is the distance to the observer and $F$ is the focal length. The apex of the parabola is at $x = x_0 = d/2$ at a height $z_0$ given by:

$$z_0 = h - \frac{x_0^2}{4F} \Rightarrow z - z_0 = \frac{1}{4F} (x - x_0)^2$$

The launch angle that results in the ray being tangential to ground is obtained by setting $z = 0$. This gives a condition that may be solved for $\theta_a$:

$$\theta_a = \frac{\tan^{-1} \left( \frac{2hn_0}{\kappa} \right)}{2}$$

The corresponding $d = 2x_0$ is the maximum distance of the observer from the object for which a ray can just touch the ground.

**Example 7.15.3: Atmospheric Refraction** [50–52]. Because of the compression of gravity, the density of the atmosphere\(^\dagger\) and its refractive index $n$ is highest near the ground and decrease exponentially with height. A simplified model [721], which assumes a uniform temperature and constant acceleration of gravity, is as follows:

$$n(z) = 1 + (n_0 - 1) e^{-z/h_c}$$

(7.15.19)

The refractive index on the ground is approximately $n_0 = 1.0003$ (it also has some dependence on wavelength, which we ignore here.) The characteristic height $h_c$ is given by $h_c = RT/Mg$, where $R, T, M, g$ are the universal gas constant, temperature in absolute units, molecular mass of the atmosphere and acceleration of gravity:

$$R = 8.31 \frac{J}{K \text{ mole}}, \quad M = 0.029 \frac{\text{kg}}{\text{mole}}, \quad g = 9.8 \frac{\text{m}}{\text{s}^2}$$

For a temperature of $T = 303K$, or $30^\circ \text{C}$, we find a height of $h_c = 8.86 \text{ km}$. At a height of a few $h_c$, the refractive index becomes unity.

The bending of the light rays as they pass through the atmosphere cause the apparent displacement of a distant object, such as a star, the sun, or a geosynchronous satellite. Fig. 7.15.5 illustrates this effect. The object appears to be closer to the zenith. The look-angle $\theta_0$ at the ground and the true angle of the object

$$\theta = \theta_0 \sin \frac{n_1}{n_0}$$

(7.15.20)

The model assumes a flat Earth. When the curvature of the Earth is taken into account, the total atmospheric refraction near the horizon, that is, near $\theta_0 = 90^\circ$, is about $0.5^\circ$. Therefore, when it appears about to set and its lower edge is touching the horizon, it has already moved below the horizon.

The model of Eq. (7.15.19) may be integrated exactly. The ray curves are obtained from Eq. (7.15.6). Setting $n_0 = n_0, \theta_0 = \theta_0$ and using the definition (7.15.20), we obtain:

$$x = h_c \tan \theta_1 \left[ \tanh \left( \frac{A}{B} \right) - \tanh \left( \frac{A_0}{B_0} \right) \right] = \tan \theta_1 \left[ z + h_c \ln \left( \frac{A + B}{A_0 + B_0} \right) \right]$$

(7.15.21)

where the quantities $A, B, A_0, B_0$ are defined as follows:

$$A = n(z) - \sin^2 \theta_1, \quad A_0 = n_0 - \sin^2 \theta_1$$

$$B = \cos \theta_1 \sqrt{n^2(z) - \sin^2 \theta_1}, \quad B_0 = \cos \theta_1 \sqrt{n_0^2 - \sin^2 \theta_1}$$

Thus, $A_0, B_0$ are the values of $A, B$ at $z = 0$. It can be shown that $A > B$ and therefore, the hyperbolic arc-tangents will be complex-valued. However, the difference of the two atanh

\(^\dagger\)The troposphere and some of the stratosphere, consisting mostly of molecular nitrogen and oxygen.
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terms is real and can be transformed into the second expression in (7.15.21) with the help of the result $A^2 - B^2 = (A_0^2 - B_0^2) e^{-2z/h_c}$.

In the limit of $z \gg h_c$, the quantities $A, B$ tend to $A_1 = B_1 = \cos^2 \theta_1$, and the ray equation becomes the straight line with a slope of $\tan \theta_1$:

$$x = (z + z_1) \tan \theta_1, \quad z_1 = h_c \ln \left( \frac{A_1 + B_1}{A_0 + B_0} \right)$$  \hspace{1cm} (7.15.22)

This asymptotic line is depicted in Fig. 7.15.5, intercepting the $z$-axis at an angle of $\theta_1$. \hfill \Box

**Example 7.15.4: Bouguer’s Law**. The previous example assumed a flat Earth. For a spherical Earth in which the refractive index is a function of the radial distance $r$, the ray tracing procedure must be modified.

Snel’s law $n(z) \sin \theta = n_0 \sin \theta_0$ must be replaced by Bouguer’s law [638], which states that the quantity $r n(r) \sin \theta_\text{r}$ remain constant:

$$r n(r) \sin \theta(r) = r_0 n(r_0) \sin \theta_0$$  \hspace{1cm} (Bouguer’s law)  \hspace{1cm} (7.15.23)

where $\theta(r)$ is the angle of the tangent to the ray and the radial vector. This law can be derived formally by considering the ray equations in spherical coordinates and assuming that $n(r)$ depends only on $r$ [869].

A simpler derivation is to divide the atmosphere in equal-width spherical layers and assume that the refractive index is homogeneous in each layer. In Fig. 7.15.6, the layers are defined by the radial distances and refractive indices $r_i, n_i, i = 0, 1, 2, \ldots$.

**Fig. 7.15.6** Ray tracing in spherically stratified medium.

For sufficiently small layer widths, the ray segments between the points $A_0, A_1, A_2, \ldots$ are tangential to the radial circles. At the interface point $A_1$, Snel’s law gives $n_2 \sin \phi_2 = n_1 \sin \phi_1$. On the other hand, from the triangle $OA_2A_1$, we have the law of sines:

$$\frac{r_2}{\sin \phi_2} = \frac{r_3}{\sin (\pi - \phi_2)} = \frac{r_3}{\sin \phi_1} = \frac{r_2 \sin \phi_2 = r_3 \sin \phi_1}{r_3 \sin \phi_1}$$

Combining with Snel’s law, we obtain:

$$r_2 n_2 \sin \phi_2 = r_3 n_2 \sin \phi_2 = r_3 n_3 \sin \phi_3$$

Thus, the product $r_i n_i \sin \theta_i$ is the same for all $i = 0, 1, 2, \ldots$ Defining an effective refractive index by $n_{\text{ef}}(r) = n(r) r / r_0$, Bouguer’s law may be written as Snel’s law:

$$n_{\text{ef}}(r) \sin \theta(r) = n_0 \sin \theta_0$$

where we have the initial value $n_{\text{ef}}(r_0) = n_0 r_0 / r_0 = n_0$.

**Example 7.15.5: Standard Atmosphere over Flat Earth**. For radiowave propagation over ground, the International Telecommunication Union (ITU) [877,878] defines a “standard” atmosphere with the values $n_0 = 1.000315$ and $h_c = 7.35$ km, in Eq. (7.15.19).

For heights of about one kilometer, such that $z \ll h_c$, we may linearize the exponential, $e^{-z/h_c} = 1 - z / h_c$, and obtain the refractive index for the standard atmosphere:

$$n(z) = n_0 - \kappa z$$

where $n_0 = 1.000315$, $h_c = 7.35 \times 10^3$ km, and $\kappa = 4.2857 \times 10^{-8}$ m$^{-1}$ (7.15.24)

This is similar to Eq. (7.15.17), with the replacement $\kappa \rightarrow -\kappa$. Therefore, we expect the rays to be parabolic bending downwards as in the case of the ionosphere. A typical ray between two antennas at height $h$ and distance $d$ is shown in Fig. 7.15.7.

**Fig. 7.15.7** Rays in standard atmosphere over a flat Earth.

Assuming an upward launch angle $\theta_a$ and defining the refractive index $n_a$ at height $h$ through $n_a^2 = n_0^2 - 2 n_0 \kappa h$, we obtain the ray equations by integrating over $[h, z]$:

$$x = \int_h^z \frac{n_a \sin \theta_a}{\sqrt{(n_a^2(z') - n_0^2 \sin^2 \theta_a)}} dz' = \frac{n_a \sin \theta_a}{n_0 \kappa}$$

where we used $n_a^2(z) = n_0^2 - 2 n_0 \kappa z$. Solving for $z$, we obtain the parabola:

$$z = h - \frac{x(x - 2x_0)}{4F}, \quad x_0 = \frac{d}{2}, \quad n_a^2 \sin \theta_a \cos \theta_a = \frac{n_a^2}{2n_0 \kappa}$$

where $d$ is the distance to the observer and $F$ is the focal length. The apex of the parabola is at $x = x_0 = d / 2$ at a height $z_0$ given by:
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7. Oblique Incidence

The minus sign in the right-hand side corresponds to a downward parabola with apex at the point \((x_0, z_0)\).

\[
z_0 = h + \frac{x_0^2}{4f} \Rightarrow z - z_0 = -\frac{1}{4f}(x - x_0)^2
\]

Example 7.15.6: Standard Atmosphere over Spherical Earth. We saw in Example 7.15.4 that in Bouguer’s law the refractive index \(n(r)\) may be replaced by an effective index \(n_e(r) = n(r)r/r_0\). Applying this to the case of the Earth with \(r_0 = R + z\), where \(Z\) is the Earth radius and \(z\) the height above the surface, we have \(n_e(z) = n(z)(R + z)/R\), or,

\[
n_e(z) = n(z) \left(1 + \frac{z}{R}\right) = (n_0 - \kappa z) \left(1 + \frac{z}{R}\right)
\]

Thus, the spherical Earth introduces the factor \((1 + z/R)\), which increases with height and counteracts the decreasing \(n(z)\). Keeping only linear terms in \(z\), we find:

\[
n_e(z) = n_0 + \kappa_e z
\]

(7.15.25)

For the average Earth radius \(R = 6370\) km and the ITU values of \(n_0\) and \(\kappa\) given in Eq. (7.15.24), we find that the effective \(\kappa_e\) is positive:

\[
\kappa_e = 1.1418 \times 10^{-7} \text{ m}^{-1}
\]

(7.15.26)

Making the approximation \(n^2(z) = n_0^2 + 2n_0\kappa_e z\) will result in parabolic rays bending upwards as in Example 7.15.2.

Often, an equivalent Earth radius is defined by \(\kappa_e = n_0/R_e\), so that the effective refractive index may be assumed to arise only from the curvature of the equivalent Earth:

\[
n_e(z) = n_0 + \kappa_e z = n_0 \left(1 + \frac{z}{R_e}\right)
\]

(7.15.27)

In units of \(R\), we have:

\[
\frac{R_e}{R} = \frac{n_0}{\kappa_e R} = \frac{n_0}{n_0 - \kappa R} = 1.3673
\]

(7.15.28)

which is usually replaced by \(R_e = 4R/3\). In this model, the refractive index is assumed to be uniform above the surface of the equivalent Earth, \(n(z) = n_0\).

The ray paths are determined by considering only the geometrical effect of the spherical surface. For example, to determine the maximum distance \(x_0\) at which a ray from a transmitter at height \(h\) just grazes the ground, we may either use the results of Eq. (7.15.18), or consider a straight path that is tangential to the equivalent Earth, as shown in Fig. 7.15.8.

Setting \(\kappa_e = n_0/R_e\) in Eq. (7.15.18), we obtain:

\[
x_0 = \sqrt{\frac{2n_0h}{\kappa_e}} = \sqrt{2hR_e}
\]

(7.15.29)

Example 7.15.7: Graded-Index Optical Fibers. In Example 7.5.5, we considered a step-index optical fiber in which the rays propagate by undergoing total internal reflection bouncing off the cladding walls. Here, we consider a graded-index fiber in which the refractive index of the core varies radially from the center value \(n_c\) to the cladding value \(n_{f}\) at the edge of the core. Fig. 7.15.9 shows the geometry.

As a simple model, we assume a parabolic dependence on the radial distance. We may write in cylindrical coordinates, where \(a\) is the radius of the core:

\[
n^2(\rho) = n_f^2 \left(1 - \Delta^2 \frac{\rho^2}{a^2}\right), \quad \Delta^2 = \frac{n_c^2 - n_f^2}{n_f^2}
\]

(7.15.29)

Inserting this expression into Eq. (7.15.6), and changing variables from \(z, x\) to \(\rho, z\), the integral can be done explicitly resulting in:

\[
z = \frac{a}{\Delta} \sin \left(\frac{\rho \Delta}{a \cos \theta_d}\right)
\]

(7.15.30)

Inverting the arc-sine, we may solve for \(\rho\) in terms of \(z\) obtaining the following sinusoidal variation of the radial coordinate, where we also changed from the incident angle \(\theta_d\) to the initial launch angle \(\phi_0 = 90^\circ - \theta_d\):
7.16 Snell’s Law in Negative-Index Media

Consider the planar interface between a normal (i.e., positive-index) lossless medium $\epsilon, \mu$ and a lossless negative-index medium [391] $\epsilon', \mu'$ with negative permittivity and permeability, $\epsilon' < 0$ and $\mu' < 0$, and negative refractive index $n' = -\sqrt{\mu' \epsilon'/\mu_0 \epsilon_0}$. The refractive index of the left medium is as usual $n = \sqrt{\mu \epsilon/\mu_0 \epsilon_0}$. A TE or TM plane wave is incident on the interface at an angle $\theta$, as shown in Fig. 7.16.1.

Because $n' < 0$, Snell’s law implies that the refracted ray will bend in the opposite direction (e.g., with a negative refraction angle) than in the normal refraction case. This follows from:

$$n \sin \theta' = |n'| \sin |\theta'| = |n'| \sin (\pi - |\theta'|) = |n'| \sin (-\pi + |\theta'|)$$

(7.16.1)

As a result, the wave vector $\mathbf{k}'$ of the refracted wave will point towards the interface, instead of away from it. Its $x$-component matches that of the incident wave vector $\mathbf{k}$, that is, $k'_x = k_x$, which is equivalent to Snell’s law (7.16.1), while its $z$-component points towards the interface or the negative $z$-direction in the above figure.

Formally, we have $\mathbf{k}' = \mathbf{k}' \hat{s}$, where $\hat{s}$ is the unit vector in the direction of the refracted ray pointing away from the interface, and $k' = -\omega \sqrt{\mu' \epsilon'} = n'k_0$, with $k_0$ the free-space wavenumber $k_0 = \omega / c_0$. As we see below, the energy flux Poynting vector $\mathbf{P}'$ of the refracted wave is opposite $\mathbf{k}'$ and points in the direction of $\hat{s}$, and therefore, carries energy away from the interface. Thus, component-wise we have:

$k'_x = n' k_0 \sin \theta' = k_x = nk_0 \sin \theta' \quad k'_z = n' k_0 \cos \theta' = |n'| k_0 \cos \theta' < 0$

The TE and TM wave solutions at both sides of the interface are still given by Eqs. (7.7.4) and (7.7.5), and reproduced below (with $e^{i\omega t}$ suppressed):

$$E(r) = \tilde{E}_0 \left[ e^{-jk'_z z} + \rho_{TE} e^{jk_z z} \right] e^{-jk'_x x}$$

$$H(r) = \frac{E_0}{\eta_{TE}} \left[ (\mathbf{x} - k'_x \hat{z}) \left( e^{-jk'_z z} + \rho_{TE} \left( \mathbf{x} + k_x \hat{z} \right) e^{jk_z z} \right) \right] e^{-jk'_x x}$$

(TE) (7.16.2)

$$E'(r) = \frac{\eta_{TE}}{\eta_{TM}} \left( \mathbf{x} - k'_x \hat{z} \right) \left[ e^{-jk'_z z} e^{-jk'_x x} \right]$$

$$H'(r) = \frac{\eta_{TE}}{\eta_{TM}} \left( \mathbf{x} + k_x \hat{z} \right) \left[ e^{-jk'_z z} e^{-jk'_x x} \right]$$

(TM) (7.16.4)

where, allowing for magnetic media, we have

$$\eta_{TE} = \frac{\omega \mu}{k_z}, \quad \eta_{TM} = \frac{\omega \mu'}{k_z}, \quad \rho_{TE} = \frac{\eta_{TM} - \eta_{TE}}{\eta_{TM} + \eta_{TE}} = \frac{k_z \mu' - k_x \mu}{k_z \mu' + k_x \mu}, \quad \tau_{TE} = 1 + \rho_{TE}$$

(7.16.3)

For the TM case we have:

$$E(r) = \frac{E_0}{\eta_{TM}} \left[ (\mathbf{x} - k'_x \hat{z}) e^{-jk'_z z} + \rho_{TM} (\mathbf{x} + k_x \hat{z}) e^{jk_z z} \right] e^{-jk'_x x}$$

$$H(r) = \frac{\eta_{TM}}{\eta_{TE}} \left[ e^{-jk'_z z} - \rho_{TM} e^{jk_z z} \right] e^{-jk'_x x}$$

(7.16.4)

$$E'(r) = \frac{\eta_{TM}}{\eta_{TE}} \left( \mathbf{x} - k'_x \hat{z} \right) \left[ e^{-jk'_z z} e^{-jk'_x x} \right]$$

$$H'(r) = \frac{\eta_{TM}}{\eta_{TE}} \left( \mathbf{x} + k_x \hat{z} \right) \left[ e^{-jk'_z z} e^{-jk'_x x} \right]$$

(TM) (7.16.4)

with

$$\eta_{TM} = \frac{k_z}{\omega \epsilon}, \quad \eta_{TM} = \frac{k_z}{\omega \epsilon'}, \quad \rho_{TM} = \frac{\eta_{TM} - \eta_{TM}}{\eta_{TM} + \eta_{TM}} = \frac{k_z \epsilon' - k_x \epsilon}{k_z \epsilon' + k_x \epsilon}, \quad \tau_{TM} = 1 + \rho_{TM}$$

(7.16.5)

One can verify easily that in both cases the above expressions satisfy Maxwell’s equations and the boundary conditions at the interface, provided that

$$k_z^2 + k_x^2 = \omega^2 \epsilon \quad n^2 k_0^2$$

and

$$k_z^2 + k_x^2 = \omega^2 \epsilon' \quad n'^2 k_0^2$$

(7.16.6)

In fact, Eqs. (7.16.2)-(7.16.6) describe the most general case of arbitrary, homogeneous, isotropic, positive- or negative-index, and possibly lossy, media on the left and right and for either propagating or evanescent waves. We concentrate, next, on the case when the left medium is a positive-index lossless medium, $\mu > 0$ and $\epsilon > 0$, and the right one is lossless with $\mu' < 0$ and $\epsilon' < 0$, and consider a propagating incident wave with $k_x = nk_0 \sin \theta$ and $k_z = nk_0 \cos \theta$ and assume, for now, that $n \leq |n'|$ to avoid evanescent waves into the right medium. The Poynting vector $\mathbf{P}'$ in the right medium...
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can be calculated from Eqs. (7.16.2) and (7.16.4):

\[
\begin{align*}
(\text{TE}): & \quad \mathbf{\mathcal{P}}' = \frac{1}{2} \mathbf{Re}(\mathbf{E}' \times \mathbf{H}^*) = \frac{1}{2} |\mathbf{\mathcal{P}}_{\text{TE}}|^2 |\mathbf{E}_0|^2 \left[ \mathbf{Re}\left( \frac{k_x'}{\omega \mu'} \right) + \mathbf{Re}\left( \frac{k_z'}{\omega \mu'} \right) \right] \\
(\text{TM}): & \quad \mathbf{\mathcal{P}}' = \frac{1}{2} \mathbf{Re}(\mathbf{E}' \times \mathbf{H}^*) = \frac{1}{2} |\mathbf{\mathcal{P}}_{\text{TM}}|^2 |\mathbf{E}_0|^2 \left[ \mathbf{Re}\left( \frac{\omega c' k_x}{k_z} \right) + \mathbf{Re}\left( \frac{\omega c' k_z}{k_x} \right) \right]
\end{align*}
\] 
(7.16.7)

Because \( \mu' < 0 \) and \( c' < 0 \), and \( k_x' \) is real, the requirement of positive energy flux away from the interface, \( \mathcal{P}_z' > 0 \), requires that \( k_z' < 0 \) in both cases. Similarly, because \( k_x > 0 \), the x-component of \( \mathbf{\mathcal{P}}' \) will be negative, \( \mathcal{P}_z' < 0 \). Thus, the vector \( \mathbf{\mathcal{P}}' \) has the direction shown in Fig. 7.16.1. We note also that the z-component is preserved across the interface, \( \mathcal{P}_z = \mathcal{P}_z' \). This follows from the relationships:

\[
\begin{align*}
\mathcal{P}_z &= \frac{1}{2} |\mathbf{E}_0|^2 \frac{k_z}{\omega \mu} (1 - |\rho_{\text{TE}}|^2) = \frac{1}{2} |\mathbf{E}_0|^2 |\mathbf{\mathcal{P}}_{\text{TE}}|^2 \mathbf{Re}\left( \frac{k_x'}{\omega \mu'} \right) = \mathcal{P}_z' \\
\mathcal{P}_z &= \frac{1}{2} |\mathbf{E}_0|^2 \frac{\omega c'}{\omega \mu} (1 - |\rho_{\text{TM}}|^2) = \frac{1}{2} |\mathbf{E}_0|^2 |\mathbf{\mathcal{P}}_{\text{TM}}|^2 \mathbf{Re}\left( \frac{\omega c' k_z}{k_x} \right) = \mathcal{P}_z'
\end{align*}
\] 
(7.16.8)

If \( n > |n'| \), the possibility of total internal reflection arises. When \( \sin \theta > |n'|/n \), then \( k_z'^2 = n'^2 k_z^2 - k_x'^2 = k_0^2 \left( n'^4 - n^4 \sin^2 \theta \right) \) is negative and \( k_z' \) becomes pure imaginary. In this case, the real-parts in the right-hand side of Eq. (7.16.8) are zero, showing that \( |\rho_{\text{TE}}| = |\rho_{\text{TM}}| = 1 \) and there is no (time-averaged) power flow into the right medium.

For magnetic media, including negative-index media, the Brewster angle may also exist for TE polarization, corresponding to \( \rho_{\text{TE}} = 0 \). This condition is equivalent to \( k_x \mu = k_z \mu' \). Similarly, \( \rho_{\text{TM}} = 0 \) is equivalent to \( k_x' \epsilon = k_z \epsilon' \). These two conditions imply the following relationship for the Brewster angles:

\[
\begin{align*}
\rho_{\text{TE}} = 0 & \quad \Rightarrow \quad k_x \mu = k_z \mu' \quad \Rightarrow \quad (\mu^2 - \mu') \sin^2 \theta = \mu^2 - \frac{\mu' \epsilon'}{\mu \epsilon} - \mu^2 \\
\rho_{\text{TM}} = 0 & \quad \Rightarrow \quad k_x' \epsilon = k_z \epsilon' \quad \Rightarrow \quad (\epsilon^2 - \epsilon') \sin^2 \theta = \epsilon^2 - \frac{\epsilon' \mu'}{\epsilon \mu} - \epsilon^2
\end{align*}
\] 
(7.16.9)

Clearly, these may or may not have a solution, such that \( 0 < \sin^2 \theta < 1 \), depending on the relative values of the constitutive parameters. For non-magnetic media, \( \mu = \mu' = \mu_0 \), the TE case has no solution and the TM case reduces to the usual expression:

\[
\sin^2 \theta = \frac{\epsilon^2 - \epsilon' \epsilon}{\epsilon^2 - \epsilon'^2} = \frac{\epsilon'}{\epsilon^2 + \epsilon'} = \frac{n^2}{n'^2 + n^2}
\]

Assuming that \( \epsilon, \mu \) and \( \epsilon', \mu' \) have the same sign (positive or negative), we may replace these quantities with their absolute values in Eq. (7.16.9). Defining the parameters \( x = |\mu' / \mu| \) and \( y = |\epsilon' / \epsilon| \), we may rewrite (7.16.9) in the form:

\[
\begin{align*}
\text{TE case}: & \quad \left( 1 - \frac{1}{x^2} \right) \sin^2 \theta = \left( 1 - \frac{y}{x} \right) \\
\text{TM case}: & \quad \left( 1 - \frac{1}{y^2} \right) \sin^2 \theta = \left( 1 - \frac{x}{y} \right)
\end{align*}
\] 
(7.16.10)

with the TE and TM cases being obtained from each other by the duality transformations \( x \rightarrow y \) and \( y \rightarrow x \). It is straightforward to verify that the ranges of the \( x, y \) parameters for which a Brewster angle exists are as follows:

\[
\begin{align*}
\text{TE case}: & \quad x > 1, \quad y < x, \quad y > \frac{1}{x}, \quad \text{or}, \quad x < 1, \quad y > x, \quad y < \frac{1}{x} \\
\text{TM case}: & \quad y > 1, \quad x < y, \quad y > \frac{1}{x}, \quad \text{or}, \quad y < 1, \quad x > y, \quad y < \frac{1}{x}
\end{align*}
\] 
(7.16.11)

These regions [697], which are bounded by the curves \( y = x \) and \( y = 1/x \), are shown in Fig. 7.16.2. We note, in particular, that the TE and TM regions are non-overlapping.

The unusual property of Snell’s law in negative-index media that the refracted ray bends in the opposite direction than in the normal case has been verified experimentally in artificial metamaterials constructed by arrays of wires and split-ring resonators [397], and by transmission line elements [430–432, 452, 465]. Another consequence of Snell’s law is the possibility of a perfect lens [398] in the case \( n' = -1 \). We discuss this in Sec. 8.6.

7.17 Problems

7.1 The matching of the tangential components of the electric and magnetic fields resulted in Snell’s laws and the matching matrix Eq. (7.3.11). In both the TE and TM polarization cases, show that the remaining boundary conditions \( B_z = B_z' \) and \( D_x = D_x' \) are also satisfied.

7.2 Show that the Fresnel coefficients (7.4.2) may be expressed in the forms:

\[
\rho_{\text{TM}} = \frac{\sin 2\theta' - \sin 2\theta}{\sin 2\theta' + \sin 2\theta} \quad \tan (\theta' - \theta) + \frac{\rho_{\text{TE}} \sin (\theta' - \theta)}{\sin (\theta' + \theta)}
\]

7.3 Show that the refractive index ratio \( n'/n \) can be expressed in terms of the ratio \( r = \rho_{\text{TM}} / \rho_{\text{TE}} \) and the incident angle \( \theta \) by:

\[
n'/n = \sin \theta \left[ 1 + \left( \frac{1 + r^2}{1 - r^2} \tan^2 \theta \right)^{1/2} \right]
\]

This provides a convenient way of measuring the refractive index \( n' \) from measurements of the Fresnel coefficients [716]. It is valid also for complex \( n' \).
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7.4 It is desired to design a Fresnel rhomb such that the exiting ray will be elliptically polarized with relative phase difference \( \phi \) between its TE and TM components. Let \( \sin \theta_c = 1/n \) be the critical angle within the rhomb. Show that the rhomb angle replacing the 54.6° angle in Fig. 7.5.6 can be obtained from:

\[
\sin^2 \theta = \frac{\cos^2 \theta_c \pm \sqrt{\cos^4 \theta_c - 4 \sin^2 \theta_c \tan^2 (\phi/4)}}{2 \tan^2 (\phi/4) + \cos^2 \theta_c \pm \sqrt{\cos^4 \theta_c - 4 \sin^2 \theta_c \tan^2 (\phi/4)}}
\]

Show \( \phi \) is required to satisfy \( \tan (\phi/4) \leq (n - n^{-1})/2 \).

7.5 Show the relationship (7.9.7) for the ratio \( \rho_{TM}/\rho_{TE} \) by first proving and then using the following identities in the notation of Eq. (7.7.4):

\[
(k'_1 \pm k_1)(k'_2 \pm k_2) = k'_2k'_2 \pm k^2k_2
\]

Using (7.9.7), show that when both media are lossless, the ratio \( \rho_{TM}/\rho_{TE} \) can be expressed directly in terms of the angles of incidence and refraction, \( \theta \) and \( \theta' \):

\[
\frac{\rho_{TM}}{\rho_{TE}} = \frac{\cos (\theta + \theta')}{\cos (\theta - \theta')}
\]

Using this result argue that \( |\rho_{TM}| \leq |\rho_{TE}| \) at all angles \( \theta \). Argue also that \( \theta_b + \theta'_b = 90^\circ \), for the Brewster angles. Finally, show that for lossless media with \( \epsilon > \epsilon' \), and angles of incidence \( \theta \geq \theta_c \), where \( \sin \theta_c = \sqrt{\epsilon/\epsilon'} \), we have:

\[
\frac{\rho_{TM}}{\rho_{TE}} = \frac{j\sin^2 \theta - \sin^2 \theta_c + \sin \theta \tan \theta}{j\sin^2 \theta - \sin^2 \theta_c - \sin \theta \tan \theta}
\]

Explain how this leads to the design equation (7.5.8) of the Fresnel rhomb.

7.6 Let the incident, reflected, and transmitted waves at an interface be:

\[
E_\circ (r) = E_0 e^{-ik_0 \cdot r}, \quad E_\circ (r) = E_0 e^{-ik_0 \cdot r}, \quad E_\circ (r) = E_0 e^{-ik' \cdot r}
\]

where \( k_0 = k_0 \hat{k} \pm k_z \hat{z} \) and \( k' = k_0 \hat{k} + k'_z \hat{z} \). Show that the reflection and transmission coefficients defined in Eqs. (7.7.1)-(7.7.5) can be summarized compactly by the following vectorial relationships, which are valid for both the TE and TM cases:

\[
\frac{k_z \times (E_\circ \times k_z)}{k^2} = \frac{2k_z}{k_z \pm k'_z} E_\circ
\]

7.7 Using Eqs. (7.7.4), derive the expressions (7.9.11) for the Poynting vectors. Derive similar expressions for the TM case.

Using the definitions in Eqs. (7.3.12), show that if the left medium is lossless and the right one lossy, the following relationship holds:

\[
\frac{1}{\eta_T} (1 - |\rho T|^2) = \Re \left( \frac{1}{\eta_T} |\tau T|^2 \right)
\]

Then, show that Eqs. (7.9.12) and (7.9.13) are special cases of this result, specialized to the TE and TM cases.

7.8 A light ray enters a glass block from one side, suffers a total internal reflection from the top side, and exits from the opposite side, as shown below. The glass refractive index is \( n = 1.5 \).

a. How is the exit angle \( \theta_h \) related to the entry angle \( \theta_a \)? Explain.

b. Show that all rays, regardless of the entry angle \( \theta_a \), will suffer total internal reflection at the top side.

c. Suppose that the glass block is replaced by another dielectric with refractive index \( n \). What is the minimum value of \( n \) in order that all entering rays will suffer total internal reflection at the top side?

7.9 An underwater object is viewed from air at an angle \( \theta \) through a glass plate, as shown below. Let \( z = z_1 + z_2 \) be the actual depth of the object from the air surface, where \( z_1 \) is the thickness of the glass plate, and let \( n_1, n_2 \) be the refractive indices of the glass and water. Show that the apparent depth of the object is given by:

\[
z' = \frac{z_1 \cos \theta}{\sqrt{n_1^2 \sin^2 \theta}} + \frac{z_2 \cos \theta}{\sqrt{n_2^2 \sin^2 \theta}}
\]

7.10 An underwater object is viewed from air at an angle \( \theta \) through two glass plates of refractive indices \( n_1, n_2 \) and thicknesses \( z_1, z_2 \), as shown below. Let \( z_3 \) be the depth of the object within the water.
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a. Express the apparent depth $z$ of the object in terms of the quantities $\theta$, $n_0$, $n_1$, $n_2$, $n_3$, $z_1$, $z_2$, $z_3$.

b. Generalize the results of the previous two problems to an arbitrary number of layers.

c. Consider also the continuous limit in which the body of water is inhomogeneous with a refractive index $n(z)$ given as a function of the depth $z$.

7.11 As shown below, light must be launched from air into an optical fiber at an angle $\theta \leq \theta_a$ in order to propagate by total internal reflection.

a. Show that the acceptance angle is given by:

$$\sin \theta_a = \sqrt{n_f^2 - n_c^2}$$

b. For a fiber of length $l$, show that the exiting ray, at the opposite end, is exiting at the same angle $\theta'$ as the incidence angle.

c. Show that the propagation delay time through this fiber, for a ray entering at an angle $\theta$, is given as follows, where $t_0 = l/c_0$:

$$t(\theta) = \frac{t_0 n_f^2}{n_c^2 \sin^2 \theta}$$

d. What angles $\theta$ correspond to the maximum and minimum delay times? Show that the difference between the maximum and minimum delay times is given by:

$$\Delta t = t_{\text{max}} - t_{\text{min}} = \frac{t_0 n_f (n_f - n_c)}{n_c}$$

Such travel time delays cause “modal dispersion,” that can limit the rate at which digital data may be transmitted (typically, the data rate must be $f_{\text{bps}} \leq 1/(2\Delta t)$).

7.12 You are walking along the hallway in your classroom building wearing polaroid sunglasses and looking at the reflection of a light fixture on the waxed floor. Suddenly, at a distance $d$ from the light fixture, the reflected image momentarily disappears. Show that the refractive index of the reflecting floor can be determined from the ratio of distances:

$$n = \frac{d}{h_1 + h_2}$$

where $h_1$ is your height and $h_2$ that of the light fixture. You may assume that light from the fixture is unpolarized, that is, a mixture of 50% TE and 50% TM, and that the polaroid sunglasses are designed to filter out horizontally polarized light. Explain your reasoning.

7.13 Prove the effective depth formulas (7.5.17) of the Goos-Hänchen effect by directly differentiating the reflection coefficient phases (7.8.3) with respect to $k_x$, noting that the lateral shift is $x_0 = 2d\psi/dk_x$ where $\psi$ is either $\psi_{\text{TE}}$ or $\psi_{\text{TM}}$.

7.14 First, prove Eq. (7.12.13) from Eqs. (7.12.11). Then, show the following relationships among the angles $\theta$, $\theta_r$, $\theta'$:

$$\tan(\theta/2) \tan(\theta'/2) = \sqrt{1 - \beta}$$

$$\tan(\theta_r/2) \tan(\theta'/2) = \sqrt{1 + \beta}$$

$$\tan(\theta_r/2) \tan(\theta/2) = \frac{1 - \beta}{1 + \beta}$$

7.15 A TM plane wave is incident obliquely on a moving interface as shown in Fig. 7.12.1. Show that the Doppler-shifted frequencies of the reflected and transmitted waves are still given by Eqs. (7.12.14) and (7.12.16). Moreover, show that the Brewster angle is given by:

$$\cos \theta_B = \frac{1 + \beta \sqrt{n_r^2 + 1}}{\beta + \sqrt{n_r^2 + 1}}$$

8. Multilayer Film Applications

8.1 Multilayer Dielectric Structures at Oblique Incidence

Using the matching and propagation matrices for transverse fields that we discussed in Sec. 7.3, we derive here the layer recursions for multiple dielectric slabs at oblique incidence.

Fig. 8.1.1 shows such a multilayer structure. The layer recursions relate the various field quantities, such as the electric fields and the reflection responses, at the left of each interface.

\[ \delta_i = \frac{\omega}{c_0} n \ell_i \cos \theta_i = \frac{2\pi}{\lambda} n \ell_i \cos \theta_i = \frac{2\pi}{\lambda} l \eta_i \left( 1 - n_0^2 \sin^2 \vartheta_a \right) \frac{n_i}{n_f} \] (8.1.2)

where we used Eq. (8.1.1) to write \( \cos \theta_i = \sqrt{1 - \sin^2 \vartheta_i} = \sqrt{1 - n_0^2 \sin^2 \vartheta_a / n_i^2} \). The transverse reflection coefficients at the \( M + 1 \) interfaces are defined as in Eq. (6.1.1):

\[ \rho_{Ti} = \frac{n_{T,i-1} - n_{Ti}}{n_{T,i-1} + n_{Ti}}, \quad i = 1, 2, \ldots, M + 1 \] (8.1.3)

where we set \( n_{T0} = n_{Ta} \), as in Sec. 6.1, and \( n_{T,M+1} = n_{Tb} \). The transverse refractive indices are defined in each medium by Eq. (7.2.13):

\[
\begin{cases}
 n_{Ti} = \frac{n_i}{\cos \theta_i}, & \text{TM polarization} \\
 n_{Ti} = \frac{n_i}{\cos \theta_i}, & \text{TE polarization}
\end{cases}
\]

To obtain the layer recursions for the electric fields, we apply the propagation matrix (7.3.5) to the fields at the left of interface \( i + 1 \) and propagate them to the right of the interface \( i \), and then, apply a matching matrix (7.3.11) to pass to the left of that interface:

\[
\begin{bmatrix}
 E_{Ti}^+ \\
 E_{Ti}^-
\end{bmatrix} = \frac{1}{\tau_{Ti}} \begin{bmatrix}
 \rho_{Ti} & 0 \\
 0 & \rho_{Ti}^*
\end{bmatrix} \begin{bmatrix}
 e^{j\delta_i} & 0 \\
 0 & e^{-j\delta_i}
\end{bmatrix} \begin{bmatrix}
 E_{T,i+1}^+ \\
 E_{T,i-1}^-
\end{bmatrix}
\]

Multiplying the matrix factors, we obtain:

\[
\begin{bmatrix}
 E_{T,i+1}^+ \\
 E_{T,i-1}^-
\end{bmatrix} = \frac{1}{\tau_{T,i+1}} \begin{bmatrix}
 \rho_{T,i+1} & 0 \\
 0 & \rho_{T,i-1}^*
\end{bmatrix} \begin{bmatrix}
 e^{j\delta_i} & 0 \\
 0 & e^{-j\delta_i}
\end{bmatrix} \begin{bmatrix}
 E_{T,i+1}^+ \\
 E_{T,i-1}^-
\end{bmatrix}
\]

This is identical to Eqs. (6.1.2) with the substitutions \( k_{Z,i} \rightarrow \delta_i \) and \( \rho_i \rightarrow \rho_{Ti} \). The recursion is initialized at the left of the \( (M + 1) \)st interface by performing an additional matching to pass to the right of that interface:

\[
\begin{bmatrix}
 E_{T,M+1,1}^+ \\
 E_{T,M+1,-1}
\end{bmatrix} = \frac{1}{\tau_{T,M+1}} \begin{bmatrix}
 \rho_{T,M+1} & 0 \\
 0 & \rho_{T,M+1}^*
\end{bmatrix} \begin{bmatrix}
 e^{j\delta_i} & 0 \\
 0 & e^{-j\delta_i}
\end{bmatrix} \begin{bmatrix}
 E_{T,M+1,1}^+ \\
 E_{T,M+1,-1}
\end{bmatrix}
\]

It follows now from Eq. (8.1.5) that the reflection responses, \( \Gamma_{Ti} = E_{Ti}^- / E_{Ti}^+ \), will satisfy the identical recursions as Eq. (6.1.5):

\[
\Gamma_{Ti} = \frac{\rho_{T,i+1} + \Gamma_{T,i+1} e^{-j\delta_i}}{1 + \rho_{T,i+1} \Gamma_{T,i+1} e^{-j\delta_i}}, \quad i = M, M - 1, \ldots, 1
\] (8.1.7)

and initialized at \( \Gamma_{T,M+1} = \rho_{T,M+1} \). Similarly, we obtain the following recursions for the total transverse electric and magnetic fields at each interface (they are continuous across each interface):

\[
\begin{bmatrix}
 E_{Ti} \\
 H_{Ti}
\end{bmatrix} = \begin{bmatrix}
 \cos \delta_i & j\eta_{Ti} \sin \delta_i \\
 j\eta_{Ti}^* \sin \delta_i & \cos \delta_i
\end{bmatrix} \begin{bmatrix}
 E_{T,i+1} \\
 H_{T,i+1}
\end{bmatrix}, \quad i = M, M - 1, \ldots, 1
\] (8.1.8)

Fig. 8.1.1 Oblique incidence on multilayer dielectric structure.
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where \( \eta_{Ti} \) are the transverse characteristic impedances defined by Eq. (7.2.12) and related to the refractive indices by \( \eta_{Ti} = n_i/\eta_{Ti} \). The wave impedances, \( Z_{Ti} = E_{Ti}/H_{Ti} \), satisfy the following recursions initialized by \( Z_{T,M+1} = \eta_{Tb} \):

\[
Z_{Ti} = \eta_{Ti} \frac{Z_{T,i+1} + jn_{Ti} \tan \delta_i}{\eta_{Ti} + jZ_{T,i+1} \tan \delta_i} , \quad i = M, M - 1, \ldots, 1
\]  

(8.1.9)

The MATLAB function multidiel that was introduced in Sec. 6.1 can also be used in the oblique case with two extra input arguments: the incidence angle from the left and the polarization type, TE or TM. Its full usage is as follows:

```matlab
[Xi,Pro] = multidiel(ni,nb,theta,theta0,li,pli,thetai); % multidiel multilayer dielectric structure
```

where theta is the angle \( \theta = \theta_0 \) and pol is one of the strings ‘te’ or ‘tm’. If the angle and polarization arguments are omitted, the function defaults to normal incidence for which TE and TM are the same. The other parameters have the same meaning as in Sec. 6.1.

In using this function, it is convenient to normalize the wavelength \( \lambda \) and the optical lengths \( n_i l_i \) of the layers to some reference wavelength \( \lambda_0 \). The frequency \( f \) will be normalized to the corresponding reference frequency \( f_0 = c_0/\lambda_0 \).

Defining the normalized thicknesses \( L_i = n_i l_i/\lambda_0 \), so that \( n_i l_i = L_i \lambda_0 \), and noting that \( \lambda_0 / \lambda = f/f_0 \), we may write the phase thicknesses (8.1.2) in the normalized form:

\[
\delta_i = 2\pi \frac{\lambda_0}{\lambda} L_i \cos \theta_i = 2\pi \frac{f}{f_0} L_i \cos \theta_i , \quad i = 1, 2, \ldots, M
\]  

(8.1.10)

Typically, but not necessarily, the \( L_i \) are chosen to be quarter-wavelength long at \( \lambda_0 \), that is, \( L_i = \lambda_0 / 4 \). This way the same multilayer design can be applied equally well at microwave or at optical frequencies. Once the wavelength scale \( \lambda_0 \) is chosen, the physical lengths of the layers \( l_i \) can be obtained from \( l_i = L_i \lambda_0 / n_i \).

## 8.2 Lossy Multilayer Structures

The multidiel function can be revised to handle lossy media. The reflection response of the multilayer structure is still computed from Eq. (8.1.7) but with some changes. In Sec. 7.7 we discussed the general case when either one or both of the incident and transmitted media are lossy.

In the notation of Fig. 8.1.1, we may assume that the incident medium \( n_a \) is lossless and all the other ones, \( n_i \), \( i = 1, 2, \ldots, M, b \), are lossy (and nonmagnetic). To implement multidiel, one needs to know the real and imaginary parts of \( n_i \) as functions of frequency, that is, \( n_i(\omega) = n_Ri(\omega) - jn_{ti}(\omega) \), or equivalently, the complex dielectric constants of the lossy media:

\[
\epsilon_i(\omega) = \epsilon_Ri(\omega) - j\epsilon_{ti}(\omega) , \quad i = 1, 2, \ldots, M, b
\]

\[
n_i(\omega) = \sqrt{\frac{\epsilon_i(\omega)}{\epsilon_0}} = \sqrt{\frac{\epsilon_Ri(\omega) - j\epsilon_{ti}(\omega)}{\epsilon_0}} = n_Ri(\omega) - jn_{ti}(\omega)
\]  

(8.2.1)

Snel’s law given in Eq. (8.1.1) remains valid, except now the angles \( \theta_i \) and \( \theta_b \) are complex valued because \( n_i, n_b \) are. One can still define the transverse refractive indices \( n_{Ti} \) through Eq. (8.1.4) using the complex-valued \( n_i \) and \( n_{Ti} \) defined by Eq. (8.2.1) at each desired value of \( \omega \), we may re-express (8.1.2) in the normalized frequency and normalized physical lengths:

\[
\delta_i = \frac{\omega}{c_0} \sqrt{n_i^2 - n_a^2 \sin^2 \theta_a} , \quad i = 1, 2, \ldots, M
\]  

(8.2.5)

To summarize, given the complex 

\( n_i(\omega) \) as in Eq. (8.2.1) at each desired value of \( \omega \), we calculate \( \cos \delta_i \) from Eq. (8.2.2), \( n_{Ti} \) and \( \rho_{Ti} \) from Eqs. (8.1.4) and (8.1.3), and \( \tan \delta_i \) from Eq. (8.2.5). Then, we use Eq. (8.1.7) to calculate the reflection response. The MATLAB function multidiel2 implements these steps, with usage:

```matlab
[Xi,Pro] = multidiel2(ni,nb,theta,Li,pli,thetai,omega); % multidiel2 lossy multilayer dielectric structure
```

Once \( \Xi \) is determined, one may calculate the power entering each layer as well as the power lost within each layer. The time-averaged power per unit area entering the \( i \)th layer is the \( z \)-component of the Poynting vector, which is given in terms of the transverse \( E, H \) fields as follows:

\[
P_i = \frac{1}{2} \text{Re}(E_i \times H_i^*), \quad i = 1, 2, \ldots, M
\]  

(8.2.6)

The power absorbed within the \( i \)th layer is equal to the difference of the power entering the layer and the power leaving it:

\[
P_i^{\text{loss}} = P_i - P_{i+1}, \quad i = 1, 2, \ldots, M
\]  

(8.2.7)

The transverse fields can be calculated by inverting the recursion (8.1.8), that is:

\[
\begin{bmatrix}
E_{T,i+1} \\
H_{T,i+1}
\end{bmatrix} = \begin{bmatrix}
\cos \delta_i & -jn_{Ti} \sin \delta_i \\
-jn_{Ti} \sin \delta_i & \cos \delta_i
\end{bmatrix} \begin{bmatrix}
E_{Ti} \\
H_{Ti}
\end{bmatrix}, \quad i = 1, 2, \ldots, M
\]  

(8.2.8)
### 8.3. Single Dielectric Slab

The recursion is initialized with the fields $E_{T1}, H_{T1}$ at the first interface. These can be calculated with the help of $\Gamma_1$:

$$
E_{T1} = E_{T1+} + E_{T1-} = E_{T1+} (1 + \Gamma_1)
$$

$$
H_{T1} = \frac{\eta_{Ta}}{\eta_a} (E_{T1+} - E_{T1-}) = \frac{\eta_{Ta}}{\eta_a} E_{T1+} (1 - \Gamma_1)
$$

(8.2.9)

where $\eta_{Ta} = \eta_0/\eta_a$. The field $E_{T1+}$ is the transverse component of the incident field. If we denote the total incident field by $E_{\text{in}}$, then $E_{T1+}$ will be given by:

$$
E_{T1+} = \begin{cases} 
E_{\text{in}}, & \text{TE case} \\
E_{\text{in}} \cos \theta_a, & \text{TM case}
\end{cases}
$$

(8.2.10)

The total incident power (along the direction of the incident wave vector), its $z$-component, and the power entering the first layer will be given as follows (in both the TE and TM cases):

$$
P_{\text{in}} = \frac{1}{2 \eta_a} |E_{\text{in}}|^2, \quad P_{\text{in},z} = P_{\text{in}} \cos \theta_a, \quad P_1 = P_{\text{in},z} (1 - |\Gamma_1|^2)
$$

(8.2.11)

where $\eta_a = \eta_0/\eta_a$. Thus, one can start with $E_{\text{in}} = \sqrt{2 \eta_a P_{\text{in}}}$, if the incident power is known.

### 8.3 Single Dielectric Slab

Many features of oblique incidence on multilayer slabs can be clarified by studying the single-slab case, shown in Fig. 8.3.1. Assuming that the media to the left and right are the same, $n_a = n_b$, it follows that $\theta_b = \theta_a$ and also that $\rho_{T1} = -\rho_{T2}$. Moreover, Snell’s law implies $n_a \sin \theta_a = n_1 \sin \theta_1$.

![Fig. 8.3.1 Oblique incidence on single dielectric slab.](image)

Because there are no incident fields from the right, the reflection response at the left of interface-2 is: $\Gamma_{T2} = \rho_{T2} = -\rho_{T1}$. It follows from Eq. (8.1.7) that the reflection response at the left of interface-1 will be:

$$
\Gamma_{T1} = \rho_{T1} + \rho_{T2} e^{-2j\delta_1} = \frac{\rho_{T1} (1 - e^{-2j\delta_1})}{1 + \rho_{T1} \rho_{T2} e^{-2j\delta_1}} = \left(1 - e^{-2j\delta_1}\right) \Gamma_{T1}
$$

(8.3.1)

These are analogous to Eqs. (5.4.6) and (5.5.4), i.e., the normal and oblique incidence cases differ only in the definitions of the reflection coefficients. According to Eq. (8.1.10), the phase thickness can be written in the following normalized form, where $L_1 = n_1 l_1/\lambda_0$:

$$
\delta_1 = 2\pi \frac{\lambda_0}{\Lambda_1} L_1 \cos \theta_1 = 2\pi \frac{f_0}{f_1} L_1 \cos \theta_1 = \frac{\pi}{f} \frac{f_0}{f_1}
$$

(8.3.2)

$$
\Gamma_{T1} = \frac{\rho_{T1}}{1 + \rho_{T1} \rho_{T2} e^{-2j\delta_1}}
$$

(8.3.3)

At frequencies that are integral multiples of $f_1$, $f = mf_1$, the reflection response vanishes because $2\delta_1 = 2\pi (mf_1)/f_1 = 2\pi m$ and $e^{-2j\delta_1} = 1$. Similarly, at the half-integral multiples, $f = (m + 0.5)f_1$, the response is maximum because $e^{-2j\delta_1} = -1$.

Because $f_1$ depends inversely on $\cos \theta_1$, then as the angle of incidence $\theta_a$ increases, $\cos \theta_1$ will decrease and $f_1$ will shift towards higher frequencies. The maximum shift will occur when $\theta_1$ reaches its maximum refraction value $\theta_a = \sin^{-1}(n_a/n_1)$ (assuming $n_a < n_1$).

Similar shifts occur for the 3-dB width of the reflection response notches. By the same calculation that led to Eq. (5.5.9), we find for the 3-dB width with respect to the variable $\delta_1$:

$$
\tan \left(\frac{\Delta \delta_1}{2}\right) = \frac{1 - \rho_{T1}^2}{1 + \rho_{T1}^2}
$$

(8.3.4)

Setting $\Delta \delta_1 = \pi \Delta f / f_1$, we solve for the 3-dB width in frequency:

$$
\Delta f = \frac{2f_1}{\pi} \tan \left(\frac{1 - \rho_{T1}^2}{1 + \rho_{T1}^2}\right)
$$

(8.3.5)

The left/right bandedge frequencies are $f_1 \pm \Delta f / 2$. The dependence of $\Delta f$ on the incidence angle $\theta_a$ is more complicated here because $\rho_{T1}$ also depends on it.

In fact, as $\theta_a$ tends to its grazing value $\theta_a = 90^\circ$, the reflection coefficients for either polarization have the limit $|\rho_{T1}| = 1$, resulting in zero bandwidth $\Delta f$. On the other hand, at the Brewster angle, $\theta_a = \sin^{-1}(n_1/n_a)$, the TM reflection coefficient vanishes, resulting in maximum bandwidth. Indeed, because $\tan(\theta_1) = \pi / 4$, we have $\Delta f_{\text{max}} = 2f_1 \tan(\pi / 4) / \pi = f_1 / 2$.

Fig. 8.3.2 illustrates some of these properties. The refractive indices were $n_a = n_b = 1$ and $n_1 = 1.5$. The optical length of the slab was taken to be half-wavelength at the reference wavelength $\lambda_0$, so that $n_1 l_1 = 0.5 \lambda_0$, or $L_1 = 0.5$.

The graphs show the TE and TM reflectances $|\Gamma_{T1}(f)|^2$ as functions of frequency for the angles of incidence $\theta_1 = 75^\circ$ and $\theta_1 = 85^\circ$. The normal incidence case is also included for comparison.

The corresponding refracted angles were $\theta_1 = \sin^{-1}(n_a \sin(\theta_a) / n_1) = 40.09^\circ$ and $\theta_1 = 41.62^\circ$. Note that the maximum refracted angle is $\theta_{1c} = 41.81^\circ$, and the Brewster angle, $\theta_{aB} = 56.31^\circ$. 

### 8. Multilayer Film Applications
8.4 Frustrated Total Internal Reflection

The notch frequencies were \( f_1 = f_0/(2L_1 \cos \theta_1) = 1.31f_0 \) and \( f_1 = 1.34f_0 \) for the angles \( \theta_a = 75^\circ \) and \( 85^\circ \). At normal incidence we have \( f_1 = f_0/(2L_1) = f_0 \), because \( L_1 = 0.5 \).

The graphs also show the 3-dB widths of the notches, calculated from Eq. (8.3.4). The reflection responses were computed with the help of the function \texttt{multidiel} with the typical MATLAB code:

\[
\begin{align*}
na &= 1; \; nb = 1; \\
n1 &= 1.5; \; L1 = 0.5; \\
f &= \text{linspace}(0,3,401); \\
theta &= 75; \\
G0 &= \text{abs}(\text{multidiel([na,n1,nb], L1, 1./f)})^2; \\
Gt &= \text{abs}(\text{multidiel([na,n1,nb], L1, 1./f, theta, 'te')})^2; \\
Gm &= \text{abs}(\text{multidiel([na,n1,nb], L1, 1./f, theta, 'tm')})^2; \\
\end{align*}
\]

The shifting of the notch frequencies and the narrowing of the notch widths is evident from the graphs. Had we chosen \( \theta_a = \theta_{ab} = 56.31^\circ \), the TM response would have been identically zero because of the factor \( \rho_{T1} \) in Eq. (8.3.1).

The single-slab case is essentially a simplified version of a Fabry-Perot interferometer [638], used as a spectrum analyzer. At multiples of \( f_1 \), there are narrow transmittance bands. Because \( f_1 \) depends on \( f_0/\cos \theta_1 \), the interferometer serves to separate different frequencies \( f_0 \) in the input by mapping them onto different angles \( \theta_1 \).

Next, we look at three further applications of the single-slab case: (a) frustrated total internal reflection, (b) surface plasmon resonance, and (c) the perfect lens property of negative-index media.

8.4 Frustrated Total Internal Reflection

As we discussed in Sec. 7.5, when a wave is incident at an angle greater than the total internal reflection (TIR) angle from an optically denser medium \( n_a \) onto a rarer medium \( n_b \), with \( n_a > n_b \), then there is 100 percent reflection. The transmitted field into the rarer medium \( n_b \) is evanescent, decaying exponentially with distance.

However, if an object or another medium is brought near the interface from the \( n_b \) side, the evanescent field is “frustrated” and can couple into a propagating wave. For example, if another semi-infinite medium \( n_a \) is brought close to the interface, then the evanescent field can “tunnel” through to the other side, emerging as an attenuated version of the incident wave. This effect is referred to as “frustrated” total internal reflection.

Fig. 8.4.1 shows how this may be realized with two 45° prisms separated by a small air gap. With \( n_a = 1.5 \) and \( n_b = 1 \), the TIR angle is \( \theta_c = \arcsin(n_b/n_a) = 41.8^\circ \), therefore, \( \theta = 45^\circ > \theta_c \). The transmitted fields into the air gap reach the next prism with an attenuated magnitude and get refracted into a propagating wave that emerges at the same angle \( \theta \).

\[
\begin{align*}
\rho_a &= \frac{\rho_a + \rho_be^{-2jk_{ab}d}}{1 + \rho_a\rho_be^{-2jk_{ab}d}}; \\
\rho_m &= \frac{\rho_m(1 - e^{-2jk_{ab}d})}{1 - \rho_m^2e^{-2jk_{ab}d}}; \\
\Gamma &= \frac{\tau_a\tau_be^{-2jk_{ab}d}}{1 + \rho_a\rho_be^{-2jk_{ab}d}}, \\
T &= \frac{(1 - \rho_m^2) e^{-2jk_{ab}d}}{1 - \rho_m^2e^{-2jk_{ab}d}},
\end{align*}
\]

Fig. 8.4.2 shows an equivalent problem of two identical semi-infinite media \( n_a \), separated by a medium \( n_b \) of length \( d \). Let \( \theta_c = \arcsin(n_b/n_a) \), be the relative dielectric constants. The components of the wavevectors in media \( n_a \) and \( n_b \) are:

\[
\begin{align*}
k_z &= k_0n_a\sin \theta, \quad k_0 = \omega / \epsilon_0 \\
k_{za} &= \sqrt{k_0^2n_a^2 - k_z^2} = k_0n_a\cos \theta \\
k_{zb} &= \begin{cases} \\
-\bar{k_0}\sqrt{n_b^2 - n_z^2\sin^2 \theta}, & \text{if } \theta \leq \theta_c \\
-\bar{j}\bar{k_0}\sqrt{n_b^2\sin^2 \theta - n_z^2} = -j\alpha z_b, & \text{if } \theta \geq \theta_c
\end{cases}
\end{align*}
\]

where \( \sin \theta_c = n_b/n_a \). Because of Snel’s law, the \( k_x \) component is preserved across the interfaces. If \( \theta > \theta_c \), then \( k_{zb} \) is pure imaginary, that is, evanescent. The transverse reflection and transmission responses are:

\[
\begin{align*}
\rho_t &= \frac{\rho_a + \rho_b e^{-2jk_{ab}d}}{1 + \rho_a\rho_b e^{-2jk_{ab}d}}; \\
\rho_m &= \frac{\rho_m(1 - e^{-2jk_{ab}d})}{1 - \rho_m^2 e^{-2jk_{ab}d}}; \\
\Gamma &= \frac{\tau_a\tau_b e^{-2jk_{ab}d}}{1 + \rho_a\rho_b e^{-2jk_{ab}d}}, \\
T &= \frac{(1 - \rho_m^2) e^{-2jk_{ab}d}}{1 - \rho_m^2 e^{-2jk_{ab}d}}.
\end{align*}
\]
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where $\rho_a, \rho_b$ are the transverse reflection coefficients at the $a, b$ interfaces and $\tau_a = 1 + \rho_a$ and $\tau_b = 1 + \rho_b$ are the transmission coefficients, and we used the fact that $\rho_b = -\rho_a$ because the media to the left and right of the slab are the same. For the two polarizations, $\rho_a$ is given in terms of the above wavevector components as follows:

$$\rho_a^{\text{TE}} = \frac{k_{za} - k_{zb}}{k_{za} + k_{zb}}, \quad \rho_a^{\text{TM}} = \frac{k_{zb} \varepsilon_a - k_{za} \varepsilon_b}{k_{zb} \varepsilon_a + k_{za} \varepsilon_b} \tag{8.4.3}$$

For $\theta \leq \theta_c$, the coefficients $\rho_a$ are real-valued, and for $\theta \geq \theta_c$, they are unimodular, $|\rho_a| = 1$, given explicitly by

$$\rho_a^{\text{TE}} = \frac{n_a \cos \theta + j \sqrt{n_a^2 \sin^2 \theta - n_b^2}}{n_a \cos \theta - j \sqrt{n_a^2 \sin^2 \theta - n_b^2}}, \quad \rho_a^{\text{TM}} = \frac{-j n_a \sqrt{n_a^2 \sin^2 \theta - n_b^2} \cos \theta}{-j n_a \sqrt{n_a^2 \sin^2 \theta - n_b^2} \cos \theta} \tag{8.4.4}$$

For all angles, it can be shown that $1 - |\Gamma|^2 = |T|^2$, which represents the amount of power that enters perpendicularly into interface $a$ and exits from interface $b$. For the TIR case, $\Gamma, T$ simplify into:

$$\Gamma = \rho_a (1 - e^{-2 \alpha_{zd}}) \frac{1}{1 - \rho_a e^{-2 \alpha_{zd}}}, \quad T = \frac{(1 - \rho_a^2) e^{-2 \alpha_{zd}}}{1 - \rho_a^2 e^{-2 \alpha_{zd}}}, \quad \alpha_{zd} = \frac{2 \pi}{\lambda_0} \sqrt{n_b^2 \sin^2 \theta - n_a^2} \cos \theta \tag{8.4.5}$$

where we defined the free-space wavelength through $k_0 = 2\pi/\lambda_0$. Setting $\rho_a = e^{i \phi_a}$, the magnitude responses are given by:

$$|\Gamma|^2 = \frac{\sin^2 (\alpha_{zd})}{\sinh^2 (\alpha_{zd}) + \sin^2 \phi_a}, \quad |T|^2 = \frac{\sin^2 \phi_a}{\sinh^2 (\alpha_{zd}) + \sin^2 \phi_a} \tag{8.4.6}$$

For a prism with $n_a = 1.5$ and an air gap $n_b = 1$, Fig. 8.4.3 shows a plot of Eqs. (8.4.5) versus the distance $d$ at the incidence angle $\theta = 45^\circ$. The reflectance becomes almost 100 percent for thicknesses of a few wavelengths.

Fig. 8.4.4 shows the reflectance versus angle over $0 \leq \theta \leq 90^\circ$ for the thicknesses $d = 0.4 \lambda_0$ and $d = 0.5 \lambda_0$. The TM reflection response vanishes at the Brewster angle $\theta_B = \tan(n_b/n_a) = 33.69^\circ$.

Fig. 8.4.5 depicts the case $\theta_0 = 20^\circ$, which fixes the separation to be $d = 0.5825 \lambda_0$.

The case $d = 0.5 \lambda_0$ was chosen because the slab becomes a half-wavelength slab at normal incidence, that is, $k_{zb}d = 2\pi/2$ at $\theta = 0^\circ$, resulting in the vanishing of $\Gamma$ as can be seen from Eq. (8.4.2).

The half-wavelength condition, and the corresponding vanishing of $\Gamma$, can be required at any desired angle $\theta_0 < \theta_c$, by demanding that $k_{zb}d = 2\pi/2$ at that angle, which fixes the separation $d$:

$$k_{zb}d = \pi \Rightarrow d = \frac{\lambda_0}{2 \sqrt{n_b^2 - n_a^2 \sin^2 \theta_0}}$$

8.5. Multilayer Film Applications

Transmittance at $\theta = 45^\circ$

Reflectance at $\theta = 45^\circ$
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The transverse electric field within the air gap will be then

\[ E_T(z) = \frac{1 + \rho a}{1 - \rho a} \left[ e^{-\alpha_a z} - \rho_a e^{-2\alpha_a z} e^{i\alpha_a b} \right] E_a\]

and similarly for the magnetic field. Using (8.4.7) we find:

\[ ET(z) = \left[ \frac{1 + \rho a}{1 - \rho a} \right] \left[ e^{-\alpha_a z} - \rho_a e^{-2\alpha_a z} e^{i\alpha_a b} \right] E_a \]

where \( \eta_{aT} \) is the transverse impedance of medium \( n_a \), that is, with \( \eta_a = \eta_0 / n_a \):

\[ \eta_{aT} = \begin{cases} \eta_a \cos \theta_a, & \text{TM, or parallel polarization} \\ \eta_a / \cos \theta_a, & \text{TE, or perpendicular polarization} \end{cases} \]

It is straightforward to verify that the transfer of power across the gap is independent of the distance \( z \) and given by

\[ P_z(z) = \frac{1}{2} \text{Re} \left[ E_T(z) H_T^*(z) \right] = (1 - |\Gamma|^2) \frac{|E_a|^2}{2\eta_{aT}} \]

Frustrated total internal reflection has several applications [556–592], such as internal reflection spectroscopy, sensors, fingerprint identification, surface plasmon resonance, and high resolution microscopy. In many of these applications, the air gap is replaced by another, possibly lossy, medium. The above formulation remains valid with the replacement \( \epsilon_b = n_b^2 \rightarrow \epsilon_b = \epsilon_{br} - j\epsilon_{bi} \), where the imaginary part \( \epsilon_{bi} \) characterizes the losses.

8.5 Surface Plasmon Resonance

We saw in Sec. 7.11 that surface plasmons are TM waves that can exist at an interface between air and metal, and that their wavenumber \( k_x \) of propagation along the interface is larger than its free-space value at the same frequency. Therefore, such plasmons cannot couple directly to plane waves incident on the interface.

However, if the incident TM plane wave is from a dielectric and from an angle that is greater than the angle of total internal reflection, then the corresponding wavenumber will be greater than its vacuum value and it could excite a plasmon wave along the interface. Fig. 8.5.1 depicts two possible configurations of how this can be accomplished.

In the so-called Kretschmann-Raether configuration [595,598], a thin metal film of thickness of a fraction of a wavelength is sandwiched between a prism and air and the incident wave is from the prism side. In the Otto configuration [596], there is an air gap between the prism and the metal. The two cases are similar, but we will consider in greater detail the Kretschmann-Raether configuration, which is depicted in more detail in Fig. 8.5.2.

The geometrical picture in Fig. 8.5.2 is not valid for \( \theta \geq \theta_c \) because the wavevectors are complex-valued.
Because of Snell’s law, the $k_x$ component of the wavevector along the interface is preserved across the media. The $z$-components in the prism and air sides are given by:

$$k_{za} = \sqrt{k_0^2n_a^2 - k_z^2} = k_0n_a \cos \theta$$

$$k_{zb} = -j\alpha_z \epsilon_{zb} = -j\sqrt{k_0^2n_a^2 - k_z^2} = -jk_0\sqrt{n_a^2 \sin^2 \theta - \epsilon_b^2}$$

where $k_{zb}$ is pure imaginary because of the TIR assumption. Therefore, the transmitted wave into the $\epsilon_b$ medium attenuates exponentially like $e^{-jk_{zb}x}$.

For the metal layer, we assume that its relative dielectric constant is $\varepsilon = -\varepsilon_r - j\varepsilon_i$ with a negative real part ($\varepsilon_r > 0$) and a small negative imaginary part ($0 < \varepsilon_i < \varepsilon_r$) that represents losses. Moreover, in order for a surface plasmon wave to be supported on the $\epsilon_a$-$\epsilon_b$ interface, we must further assume that $\varepsilon_r > \varepsilon_b$. The $k_z$ component within the metal will be complex-valued with a dominant imaginary part:

$$k_z = -j\sqrt{k_0^2 - \varepsilon_b^2} = -j\sqrt{k_0^2 + \varepsilon_a^2} + j\varepsilon_a \varepsilon_b \sqrt{k_0^2 \sin^2 \theta + \varepsilon_r + j\varepsilon_i}$$

If there is a surface plasmon wave on the $\epsilon_a$-$\epsilon_b$ interface, then as we saw in Sec. 7.7, it will be characterized by the specific values of $k_{za}, k_z, k_{zb}$:

$$k_{za} = \beta_{za} - j\alpha_{za} = k_0 \sqrt{\frac{\varepsilon_b}{\varepsilon_a}} \varepsilon_a \varepsilon_b, \quad k_z = -j\alpha_z \epsilon_{zb} = -jk_0\sqrt{n_a^2 \sin^2 \theta + \varepsilon_r + j\varepsilon_i}$$

Using Eq. (7.11.10), we have approximately to lowest order in $\varepsilon_i$:

$$\beta_{za} = k_0 \sqrt{\frac{\varepsilon_b}{\varepsilon_a}} \varepsilon_a \varepsilon_b, \quad \alpha_{za} = k_0 \frac{\varepsilon_b}{\varepsilon_a} \varepsilon_a \varepsilon_b$$

and similarly for $k_{zb}$, which has a small real part and a dominant imaginary part:

$$k_{zb} = \beta_{zb} - j\alpha_{zb}, \quad \alpha_{zb} = \frac{k_0 \varepsilon_r}{\varepsilon_a} \varepsilon_a \varepsilon_b, \quad \beta_{zb} = k_0 \frac{\varepsilon_r}{\varepsilon_a} \varepsilon_a \varepsilon_b$$

If the incidence angle $\theta$ is such that $k_z$ is near the real-part of $k_{za}$, that is, $k_z = k_0n_a \sin \theta = \beta_{za}$, then a resonance takes place exciting the surface plasmon wave. Because of the finite thickness $d$ of the metal layer and the assumed losses $\varepsilon_i$, the actual resonance condition is not $k_z = \beta_{za}$, but is modified by a small shift: $k_z = \beta_{za} + \beta_{zb}$, to be determined shortly.

At the resonance angle there is a sharp drop of the reflection response measured at the prism side. Let $\rho_a, \rho_b$ denote the TM reflection coefficients at the $\epsilon_a$-$\epsilon_b$ interfaces, as shown in Fig. 8.5.2. The corresponding TM reflection response of the structure will be given by:

$$\Gamma = \frac{\rho_a + \rho_b e^{-2jkd}}{1 + \rho_a \rho_b e^{-2jkd}} = \frac{\rho_a + \rho_b e^{-2\sigma_d} e^{-2jkd}}{1 + \rho_a \rho_b e^{-2\sigma_d} e^{-2jkd}}$$

where $d$ is the thickness of the metal layer and $k_z = \beta_{za} - j\alpha_{za}$ is given by Eq. (8.5.3). The TM reflection coefficients are given by:

$$\rho_a = \frac{k_z \epsilon_a - k_{za} \epsilon_a}{k_z \epsilon_a + \alpha_{za} \epsilon_a}, \quad \rho_b = \frac{k_z \epsilon_b - k_{zb} \epsilon_b}{k_{zb} \epsilon_b + \alpha_{zb} \epsilon_b}$$

where $k_{za}, k_{zb}$ are given by (8.5.2). Explicitly, we have for $\theta \geq \theta_c$:

$$\rho_a = -\frac{\epsilon_r \epsilon_a k_0^2 - k_z^2 + j \epsilon_a \sqrt{k_0^2 - k_z^2} \epsilon_a}{\epsilon_r \epsilon_a k_0^2 - k_z^2 - j \epsilon_a \sqrt{k_0^2 - k_z^2} \epsilon_a}, \quad \rho_b = -\frac{\epsilon_r \epsilon_a k_0^2 - k_z^2 + j \epsilon_a \sqrt{k_0^2 - k_z^2} \epsilon_a}{\epsilon_r \epsilon_a k_0^2 - k_z^2 - j \epsilon_a \sqrt{k_0^2 - k_z^2} \epsilon_a}$$

$$\rho_a = -\frac{\epsilon_r \epsilon_a k_0^2 - k_z^2 + j \epsilon_a \sqrt{k_0^2 - k_z^2} \epsilon_a}{\epsilon_r \epsilon_a k_0^2 - k_z^2 - j \epsilon_a \sqrt{k_0^2 - k_z^2} \epsilon_a}, \quad \rho_b = -\frac{\epsilon_r \epsilon_a k_0^2 - k_z^2 + j \epsilon_a \sqrt{k_0^2 - k_z^2} \epsilon_a}{\epsilon_r \epsilon_a k_0^2 - k_z^2 - j \epsilon_a \sqrt{k_0^2 - k_z^2} \epsilon_a}$$

We note that for the plasmon resonance to be excited through such a configuration, the metal must be assumed to be slightly lossy, that is, $\varepsilon_i \neq 0$. If we assume that it is lossless with a negative real part, $\varepsilon_r = -\varepsilon_r$, then, $\rho_a$ becomes a unimodular complex number, $|\rho_a| = 1$, for all angles $\theta$, while $\rho_b$ remains real-valued for $\theta \geq \theta_c$, and also $k_z$ is pure imaginary, $\beta_z = 0$. Hence, it follows that:

$$|\Gamma|^2 = \frac{|\rho_a|^2 + 2 \Re(\rho_a) \rho_b e^{-2\alpha_d} + \rho_b^2 e^{-2\alpha_d}}{1 + 2 \Re(\rho_a) \rho_b e^{-2\alpha_d} + |\rho_b|^2 e^{-2\alpha_d}}$$

Thus, it remains flat for $\theta = \theta_c$. For $\theta = \theta_c$, $\rho_a$ is still unimodular, and $\rho_b$ also becomes unimodular, $|\rho_b| = 1$. Setting $\rho_a = e^{i\phi_a}$ and $\rho_b = e^{i\phi_b}$, we find for $\theta = \theta_c$:

$$|\Gamma|^2 = 1$$

which remains almost flat, exhibiting a slight variation with the angle for $\theta < \theta_c$.

As an example, consider a quartz prism with $n_a = 1.5$, coated with a silver film of thickness $d = 50 \text{ nm}$, and air on the other side $\epsilon_b = 1$. The relative refractive index of the metal is taken to be $\varepsilon_x = -16 - 0.5j$ at the free-space wavelength of $\lambda_0 = 632 \text{ nm}$. The corresponding free-space wave number is $k_0 = 2\pi/\lambda_0 = 9.94 \text{ rad/}\mu\text{m}$.

Fig. 8.5.3 shows the TM reflection response (8.5.7) versus angle. The TIR angle is $\theta_c = \arcsin(n_b/n_a) = 41.81^\circ$. The plasmon resonance occurs at the angle $\theta_{\text{res}} = 43.58^\circ$. The graph on the right shows an expanded view over the angle range $41^\circ < \theta < 45^\circ$. Both angles $\theta_c$ and $\theta_{\text{res}}$ are indicated on the graphs as black dots.

The computation can be carried out with the help of the MATLAB function multi-diel.m, or alternatively, multi-diel.m, with the sample code:

```
na = 1.5; ea = na^2; % prism side
er = 16; ei = 0.5; ep = -er-j*ei; % silver layer
nb = 1; eb = nb^2; % air side
d = 50; la0 = 632; % in units of nanometers
th = linspace(0,89,8901); % incident angle in degrees
n1 = sqrt(ep); l1 = n1*d/la0; n = [na, n1, nb]; % input to multi-diel
for i=1:length(th),
    Ga(i) = abs(multi-diel(n, l1, l1, th(i), 'tm')).^2; % TM reflectance
end
plot(th,Ga);
```
The transverse electric and magnetic fields within the metal layer will be given by:

\[ E_T(z) = E_x e^{-j k_x z} + E_x e^{j k_x z}, \quad H_T(z) = \frac{1}{\eta_T} [E_x e^{-j k_x z} - E_x e^{j k_x z}] \]

Using the relationship \( \eta_T / \eta_a T = (1 + \rho_a) / (1 - \rho_a) \), we have:

\[ E_T(z) = \left[ \frac{1 + \rho_a}{1 + \rho_a} \right] [e^{-j k_x z} + \rho_b e^{-2j k_x d} e^{j k_x z}] E_a^+ \]
\[ H_T(z) = \left[ \frac{1 - \rho_a}{1 + \rho_a} \right] [e^{-j k_x z} - \rho_b e^{-2j k_x d} e^{j k_x z}] E_a^+ / \eta_a T \]

(8.5.11)

where \( \eta_a T = \eta_a \cos \theta \) is the TM characteristic impedance of the prism. The power flow within the metal strip is described by the \( z \)-component of the Poynting vector:

\[ P(z) = \frac{1}{2} \Re [E_T(z) H_T^*(z)] \]

(8.5.12)

The power entering the conductor at interface \( a \) is:

\[ P_{in} = \left( 1 - |\Gamma|^2 \right) \left| E_a^+ \right|^2 / 2 \eta_a T = \frac{1}{2} \Re [E_T(z) H_T^*(z)] \bigg|_{z=0} \]

(8.5.13)

Fig. 8.5.5 shows a plot of the quantity \( P(z) / P_{in} \) versus distance within the metal, \( 0 \leq z \leq d \), at the resonant angle of incidence \( \theta = \theta_{res} \). Because the fields are evanescent in the right medium \( n_b \), the power vanishes at interface \( b \), that is, at \( z = d \). The reflectance at the resonance angle is \( |\Gamma|^2 = 0.05 \), and therefore, the fraction of the incident power that enters the metal layer and is absorbed by it is \( 1 - |\Gamma|^2 = 0.95 \).

Let \( E_{a+}, E_{a-} \) be the forward and backward transverse electric fields at the left side of interface \( a \). The fields at the right side of the interface can be obtained by inverting the matching matrix:

\[
\begin{bmatrix}
E_{a+} \\
E_{a-}
\end{bmatrix}
= \frac{1}{1 + \rho_a}
\begin{bmatrix}
1 & \rho_a \\
\rho_a & 1
\end{bmatrix}
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix}
\Rightarrow
\begin{bmatrix}
E_+ \\
E_-
\end{bmatrix}
= \frac{1}{1 - \rho_a}
\begin{bmatrix}
1 & -\rho_a \\
-\rho_a & 1
\end{bmatrix}
\begin{bmatrix}
E_{a+} \\
E_{a-}
\end{bmatrix}
\]

Setting \( E_{a-} = \Gamma E_{a+} \), with \( \Gamma \) given by Eq. (8.5.7), we obtain:

\[
E_+ = \frac{1 - \rho_a \Gamma}{1 - \rho_a} E_{a+} = \frac{(1 + \rho_a) E_{a+}}{1 + \rho_a \rho_b e^{-2j k_x d}}
\]
\[
E_- = \frac{-\rho_a + \Gamma}{1 - \rho_a} E_{a+} = \frac{\rho_b e^{-2j k_x d} (1 + \rho_a) E_{a+}}{1 + \rho_a \rho_b e^{-2j k_x d}}
\]

The angle width of the resonance of Fig. 8.5.3, measured at the 3-dB level \( |\Gamma|^2 = 1/2 \), is very narrow, \( \Delta \theta = 0.282^\circ \). The width \( \Delta \theta \), as well as the resonance angle \( \theta_{res} \), and the optimum metal film thickness \( d \), can be estimated by the following approximate procedure.

To understand the resonance property, we look at the behavior of \( \Gamma \) in the neighborhood of the plasmon wavenumber \( k_x = k_{x0} \) given by (8.5.4). At this value, the TM
reflection coefficient at the $\varepsilon - \varepsilon_b$ interface develops a pole, $\rho_p = \infty$, which is equivalent
to the condition $k_z\varepsilon_b + k_x\varepsilon_p = 0$, with $k_z\varepsilon_b, k_x\varepsilon_p$ defined by Eq. (8.5.4).
In the neighborhood of this pole, $k_x = k_{x_0}, \rho_p$ will be given by $\rho_p = K_0 / (k_x - k_{x_0})$, where
$K_0$ is the residue of the pole. It can be determined by:

$$K_0 = \lim_{k_x \to k_{x_0}} (k_x - k_{x_0}) \rho_p = \lim_{k_x \to k_{x_0}} \frac{k_{x_0}\varepsilon - k_{x_0}\varepsilon_b}{k_{x_0}\varepsilon + k_{x_0}\varepsilon_b} = \frac{k_{x_0}\varepsilon - k_{x_0}\varepsilon_b}{k_{x_0}\varepsilon + k_{x_0}\varepsilon_b}$$

The derivative $dk_z/dk_x$ can be determined by differentiating $k_z^2 + k_x^2 = k_0^2\varepsilon$, that is, $k_x dk_z + k_z dk_x = 0$, which gives $dk_z/dk_x = -k_z/k_x$, and similarly for $dk_{x_0}/dk_x$. It
follows that:

$$K_0 = \frac{k_{x_0}\varepsilon - k_{x_0}\varepsilon_b}{k_{x_0}\varepsilon + k_{x_0}\varepsilon_b}$$

Inserting $k_{x_0}, k_{x_0}, k_{x_0}$ from Eq. (8.5.4), we obtain:

$$K_0 = k_0 \left( \frac{2}{\varepsilon_b - \varepsilon} \right) \left( \frac{\varepsilon_b}{\varepsilon + \varepsilon_b} \right)^{3/2}$$

(8.5.14)

The reflection response can then be approximated near $k_x = k_{x_0}$ by

$$\Gamma \approx \frac{\rho_a + K_0}{k_x - k_{x_0}} e^{-j2k_xd} \left( 1 + \rho_a \frac{k_{x_0}}{k_x - k_{x_0}} e^{-j2k_xd} \right)$$

The quantities $\rho_a$ and $e^{-j2k_xd}$ can also be replaced by their values at $k_{x_0}, k_{x_0}, k_{x_0}$, thus obtaining:

$$\Gamma = \rho_a k_x - k_{x_0} + \rho_a^{-1} K_0 e^{-j2k_xd}$$

(8.5.15)

where

$$\rho_a = k_{x_0}\varepsilon_a - k_{x_0}\varepsilon \varepsilon_a \varepsilon_a + \varepsilon_x (\varepsilon_a - \varepsilon_b) + \varepsilon_x \varepsilon_b$$

which was obtained using $k_{x_0} = (\varepsilon_0 k_{x_0}^2 - k_{x_0}^2)$ and Eqs. (8.5.4). Replacing $\varepsilon = -\varepsilon - j\varepsilon_i$, we may also write:

$$\rho_a = \frac{\varepsilon_a + j\varepsilon_i (\varepsilon_a - \varepsilon_b) + \varepsilon_x \varepsilon_b}{\varepsilon_a + j\varepsilon_i (\varepsilon_a - \varepsilon_b) - \varepsilon_x \varepsilon_b} = -b_0 + j\alpha_0$$

(8.5.16)

which serves as the definition of $b_0, a_0$. We also write:

$$\rho_a^{-1} = \frac{\varepsilon_a + j\varepsilon_i (\varepsilon_a - \varepsilon_b) - \varepsilon_x \varepsilon_b}{\varepsilon_a + j\varepsilon_i (\varepsilon_a - \varepsilon_b) + \varepsilon_x \varepsilon_b} = -b_0 - j\alpha_1$$

(8.5.17)

We define also the wavenumber shifts that appear in the denominator and numerator of (8.5.15) as follows:

$$\bar{k}_{x_0} = -\rho_a K_0 e^{-j2k_xd} = (b_0 - j\alpha_0) K_0 e^{-j2k_xd} = \bar{\beta}_{x_0} - j\alpha_{x_0}$$

$$\bar{k}_{x_1} = -\rho_a^{-1} K_0 e^{-j2k_xd} = (b_1 + j\alpha_1) K_0 e^{-j2k_xd} = \bar{\beta}_{x_1} + j\alpha_{x_1}$$

(8.5.18)

Then, Eq. (8.5.15) becomes, replacing $k_{x_0} = \beta_{x_0} - j\alpha_{x_0}$

$$\Gamma = \rho_a k_x - k_{x_0} - \bar{k}_{x_1} = \rho_a k_x - k_{x_0} - \bar{\beta}_{x_1} + j(f(\alpha_{x_0} - \alpha_{x_1})$$

(8.5.19)

resulting in the reflectance:

$$|\Gamma|^2 = |\rho_a|^2 (k_x - k_{x_0} - \bar{k}_{x_1})^2 + (\alpha_{x_0} - \alpha_{x_1})^2$$

(8.5.20)

The shifted resonance wavenumber is determined from the denominator of (8.5.19), that is, $k_{x_res} = \beta_{x_0} + \bar{\beta}_{x_1}$. The resonance angle is determined by the matching condition:

$$k_x = k_0 n_a \sin \theta_{res} = k_{x_res} = \bar{\beta}_{x_0} + \bar{\beta}_{x_1}$$

(8.5.21)

The minimum value of $|\Gamma|^2$ at resonance is obtained by setting $k_x = \beta_{x_0} + \bar{\beta}_{x_1}$:

$$|\Gamma|^2_{min} = |\rho_a|^2 (\bar{\beta}_{x_0} - \bar{\beta}_{x_1})^2 + (\alpha_{x_0} - \alpha_{x_1})^2$$

(8.5.22)

We will see below that $\bar{\beta}_{x_0}$ and $\bar{\beta}_{x_1}$ are approximately equal, and so are $\alpha_{x_0}$ and $\alpha_{x_1}$. The optimum thickness for the metal layer is obtained by minimizing the numerator of $|\Gamma|^2_{min}$ by imposing the condition $\alpha_{x_0} = \alpha_{x_1}$. This condition can be solved for $d$.

The angle width is obtained by solving for the left and right band edge wavenumbers, say $k_{x_{res}}$, from the 3-dB condition:

$$|\Gamma|^2 = |\rho_a|^2 (k_x - k_{x_0} - \bar{k}_{x_1})^2 + (\alpha_{x_0} - \alpha_{x_1})^2$$

(8.5.23)

and then obtaining the left/right 3-dB angles by solving $k_{n_a} \sin \theta_{res} = k_{x_{res}}$.

Although Eqs. (8.5.16)-(8.5.23) can be easily implemented numerically, they are unnecessarily complicated. A further simplification can be made by replacing the quantities $K_0, \rho_a$, and $k_{x_0}$ by their lossless values obtained by setting $\varepsilon_i = 0$. This makes $\rho_a$ a unimodular complex number so that $\rho_a^{-1} = \rho_a^*$. We have then the approximations:

$$K_0 = k_0 \left( \frac{2}{\varepsilon_r + \varepsilon_b} \right) \left( \frac{\varepsilon_r \varepsilon_b}{\varepsilon_r + \varepsilon_b} \right)^{3/2}$$

$$\rho_a = \frac{\varepsilon_a + j\varepsilon_i (\varepsilon_a - \varepsilon_b) - \varepsilon_x \varepsilon_b}{\varepsilon_a + j\varepsilon_i (\varepsilon_a - \varepsilon_b) + \varepsilon_x \varepsilon_b} = -b_0 + j\alpha_0$$

(8.5.24)

$$k_{x_0} = -b_0 + j\alpha_0$$

(8.5.25)

we may also write:

$$\rho_a^{-1} = \frac{\varepsilon_a - j\varepsilon_i (\varepsilon_a - \varepsilon_b) - \varepsilon_x \varepsilon_b}{\varepsilon_a - j\varepsilon_i (\varepsilon_a - \varepsilon_b) + \varepsilon_x \varepsilon_b} = -b_0 - j\alpha_1$$

(8.5.26)

The wavenumber shifts (8.5.18) then become:

$$\bar{k}_{x_0} = (b_0 - j\alpha_0) K_0 e^{-j2\alpha_{x_0}d} = \bar{\beta}_{x_0} - j\alpha_{x_0}$$

$$\bar{k}_{x_1} = (b_0 + j\alpha_0) K_0 e^{-j2\alpha_{x_1}d} = \bar{\beta}_{x_0} + j\alpha_{x_1}$$

(8.5.27)
8.5. Surface Plasmon Resonance

with

\[ \tilde{\beta}_{x0} = b_0 K_0 e^{-2\alpha_{x0}d}, \quad \alpha_{x0} = a_0 K_0 e^{-2\alpha_{x0}d} \]  \hspace{1cm} (8.5.27)

Then, the reflectance becomes in the neighborhood of the resonance:

\[ |\Gamma|^2 = \frac{(k_x - \tilde{\beta}_{x0} + \tilde{\beta}_{x0})^2 + (\alpha_{x0} - \tilde{\alpha}_{x0})^2}{(k_x - \tilde{\beta}_{x0} - \tilde{\beta}_{x0})^2 + (\alpha_{x0} + \tilde{\alpha}_{x0})^2} \]  \hspace{1cm} (8.5.28)

with a minimum value:

\[ |\Gamma|^2_{\text{min}} = \frac{(\alpha_{x0} - \tilde{\alpha}_{x0})^2}{(\alpha_{x0} + \tilde{\alpha}_{x0})^2} \]  \hspace{1cm} (8.5.29)

In this approximation, the resonance angle is determined from:

\[ k_0 n_a \sin \theta_{\text{res}} = k_{\text{res}} = \beta_{x0} + \tilde{\beta}_{x0} = k_0 \sqrt{\frac{\varepsilon_r \varepsilon_b}{\varepsilon_r - \varepsilon_b}} + b_0 K_0 e^{-2\alpha_{x0}d} \]  \hspace{1cm} (8.5.30)

Since the second term on the right-hand side represents a small correction, a necessary condition that such a resonance angle would exist is obtained by setting \( \theta_{\text{res}} = 90^\circ \) and ignoring the second term:

\[ n_a > \sqrt{\frac{\varepsilon_r \varepsilon_b}{\varepsilon_r - \varepsilon_b}} \equiv n_a^{\text{min}} \]  \hspace{1cm} (8.5.31)

For example, for the parameters of Fig. 8.5.3, the minimum acceptable refractive index \( n_a \) would be \( n_a^{\text{min}} = 1.033 \). Thus, using a glass prism with \( n_a = 1.5 \) is more than adequate. If the right medium is water instead of air with \( n_b = 1.33 \), then \( n_a^{\text{min}} = 1.41 \), which comes close to the prism choice. The 3-dB angles are obtained by solving

\[ |\Gamma|^2 = \frac{(k_x - k_{\text{res}})^2 + (\alpha_{x0} - \tilde{\alpha}_{x0})^2}{(k_x - k_{\text{res}})^2 + (\alpha_{x0} + \tilde{\alpha}_{x0})^2} = \frac{1}{2} \]

with solution \( k_{x,\pm} = k_{\text{res}} \pm \sqrt{6\alpha_{x0}\alpha_{x0} - \alpha_{x0}^2 - \alpha_{x0}^2} \), or

\[ k_0 n_a \sin \theta_{\pm} = k_0 n_a \sin \theta_{\text{res}} \pm \sqrt{6\alpha_{x0}\alpha_{x0} - \alpha_{x0}^2 - \alpha_{x0}^2} \]  \hspace{1cm} (8.5.32)

The angle width shown on Fig. 8.5.3 was calculated by \( \Delta \theta = \theta_+ - \theta_- \) using (8.5.32). The optimum thickness \( d_{\text{opt}} \) is obtained from the condition \( \alpha_{x0} = \tilde{\alpha}_{x0} \), which drives \( |\Gamma|^2_{\text{min}} \) to zero. This condition requires that \( \alpha_{x0} = a_0 K_0 e^{-2\alpha_{x0}d} \), with solution:

\[ d_{\text{opt}} = \frac{1}{2\alpha_{x0}} \ln \left( \frac{a_0 K_0}{\alpha_{x0}} \right) = \frac{\lambda_0}{4\pi} \sqrt{\frac{\varepsilon_r - \varepsilon_b}{\varepsilon_r}} \ln \left( \frac{4a_0^2\varepsilon_r^2}{\varepsilon_r(\varepsilon_r + \varepsilon_b)} \right) \]  \hspace{1cm} (8.5.33)

where we replaced \( \alpha_{x0} \) from Eq. (8.5.5). For the same parameters of Fig. 8.5.3, we calculate the optimum thickness to be \( d_{\text{opt}} = 56.08 \text{ nm} \), resulting in the new resonance angle of \( \theta_{\text{res}} = 43.55^\circ \), and angle-width \( \Delta \theta = 0.227^\circ \). Fig. 8.5.6 shows the reflectance in this case. The above approximations for the angle-width are not perfect, but they are adequate.

One of the current uses of surface plasmon resonance is the detection of the presence of chemical and biological agents. This application makes use of the fact that the resonance angle \( \theta_{\text{res}} \) is very sensitive to the dielectric constant of the medium \( n_b \). For example, Fig. 8.5.7 shows the shift in the resonance angle for the two cases \( n_b = 1.05 \) and \( n_b = 1.33 \) (water). Using the same data as Fig. 8.5.3, the corresponding angles and widths were \( \theta_{\text{res}} = 46.57^\circ \), \( \Delta \theta = 0.349^\circ \) and \( \theta_{\text{res}} = 70^\circ \), \( \Delta \theta = 1.531^\circ \), respectively.

A number of applications of surface plasmons were mentioned in Sec. 7.11, such as surface plasmon resonance, which drives...diffraction limit and improving resolution with such a lens has generated a huge interest in the literature [391–473].

8.6 Perfect Lens in Negative-Index Media

The perfect lens property of negative-index media was originally discussed by Veselago [391], who showed that a slab with \( \varepsilon = -\varepsilon_0 \) and \( \mu = -\mu_0 \), and hence with refractive index \( n = -1 \), can focus perfectly a point-source of light. More recently, Pendry [398] showed that such a slab can also amplify the evanescent waves from an object, and completely restore the object’s spatial frequencies on the other side of the slab. The possibility of overcoming the diffraction limit and improving resolution with such a lens has generated a huge interest in the literature [391–473].
Fig. 8.6.1 shows the perfect lens property. Consider a ray emanating from an object at distance \(z_0\) to the left of the slab \((z = -z_0)\). Assuming vacuum on either side of the slab \((n_a = n_b = 1)\), Snell’s law, implies that the angle of incidence will be equal to the angle of refraction, bending in the same direction of the normal as the incident ray. Indeed, because \(n_a = 1\) and \(n = -1\), we have:
\[
n_a \sin \theta_a = n \sin \theta \quad \Rightarrow \quad \sin \theta_a = -\sin \theta \quad \Rightarrow \quad \theta_a = -\theta
\]

Moreover, \(\eta = \sqrt{\mu/\epsilon} = \sqrt{\mu_0/\epsilon_0} = \eta_0\) and the slab is matched to the vacuum. Therefore, there will be no reflected ray at the left and the right interfaces. Indeed, the TE and TM reflection coefficients at the left interface vanish at any angle, for example, we have for the TM case, noting that \(\cos \theta = \cos (-\theta_a) = \cos \theta_a;\)
\[
\rho_{TM} = \frac{\eta \cos \theta_0 - n_0 \cos \theta_a}{\eta \cos \theta_0 + n_0 \cos \theta_a} = \frac{\cos \theta - \cos \theta_a}{\cos \theta + \cos \theta_a} = 0
\]

Assuming that \(z_0 < d\), where \(d\) is the slab thickness, it can be seen from the geometry of Fig. 8.6.1 that the refracted rays will refocus at the point \(z = z_0\) within the slab and then continue on to the right interface and refocus again at a distance \(d - z_0\) from the slab, that is, at coordinate \(z = 2d - z_0\).

Next, we examine the field solutions inside and outside the slab for propagating and for evanescent waves. For the TM case, the electric field will have the following form within the three regions of \(z \leq 0, 0 \leq z \leq d,\) and \(z \geq d:\)
\[
E = \begin{cases} 
E_0 \left( x - \frac{k_x}{k_z} \right) e^{-jk_zx} + E_0 F \left( x + \frac{k_x}{k_z} \right) e^{jk_zx}, & \text{for } z \leq 0 \\
A_+ \left( x - \frac{k_x}{k_z} \right) e^{-jk_zx} + A_- \left( x + \frac{k_x}{k_z} \right) e^{jk_zx}, & \text{for } 0 \leq z \leq d \\
E_0 T \left( x - \frac{k_x}{k_z} \right) e^{-jk_z(z-d)} e^{-jk_zx}, & \text{for } z \geq d
\end{cases}
\]

where \(F, T\) denote the overall transverse reflection and transmission coefficients, and \(A_+, A_-\), the transverse fields on the right-side of the left interface (i.e., at \(z = 0\)). The corresponding magnetic field is:
\[
H = \begin{cases} 
\hat{y} E_0 F \left( \frac{\omega \epsilon}{k_z} \right) \left[ e^{-jk_zx} - \Gamma e^{jk_zx} \right] e^{-jk_zx}, & \text{for } z \leq 0 \\
\hat{y} E_0 T \left( \frac{\omega \epsilon}{k_z} \right) e^{-jk_z(z-d)} e^{-jk_zx}, & \text{for } z \geq d
\end{cases}
\]

where \(k_z\) is preserved across the interfaces, and \(k_z, k_z'\) must satisfy:
\[
k_z^2 + k_z'^2 = \omega^2 \epsilon_0 \mu_0, \quad k_z^2 + k_z'^2 = \omega^2 \epsilon \mu
\]

Thus, \(k_z = \pm \sqrt{\omega^2 \epsilon_0 \mu_0 - k_z^2}\) and \(k_z' = \pm \sqrt{\omega^2 \epsilon \mu - k_z^2}\). The choice of square root signs is discussed below. To include evanescent waves, we will define \(k_z\) by means of the evanescent square root, setting \(k_z = \omega \sqrt{\mu_0 \epsilon_0};\)
\[
k_z = \text{sgn}(k_z^2 - k_z'^2) \sqrt{|k_z^2 - k_z'^2|}, \quad \text{if } k_z^2 \leq k_z'^2
\]

We saw in Sec. 7.16 that for a single interface between a positive- and a negative-index medium, and for propagating waves, we must have \(k_z > 0\) and \(k_z' < 0\) in order for the power transmitted into the negative-index medium to flow away from the interface. But in the case of a slab within which one could have both forward and backward waves, the choice of the sign of \(k_z'\) is not immediately obvious. In fact, it turns out that the field solution remains invariant under the substitution \(k_z' \rightarrow -k_z'\), and therefore, one could choose either sign for \(k_z'\). In particular, we could select it to be given also by its evanescent square root, where \(n^2 = \epsilon \mu / \epsilon_0 \mu_0;\)
\[
k_z' = \text{sgn}(k_z^2 - k_z'^2) \sqrt{|k_z^2 - k_z'^2|}, \quad \text{if } k_z'^2 \leq k_z^2
\]

By matching the boundary conditions at the two interfaces \(z = 0\) and \(z = d\), the parameters \(F, A_+, T\) are obtained from the usual transfer matrices (see Sec. 8.1):
\[
\begin{bmatrix} E_0 \\ E_0 F \end{bmatrix} = \begin{bmatrix} 1 + \rho_{TM} & 1 \\ 1 & \rho_{TM} \end{bmatrix} \begin{bmatrix} A_+ \\ A_- \end{bmatrix}
\]
\[
\begin{bmatrix} A_+ \\ A_- \end{bmatrix} = \begin{bmatrix} e^{jk_zd} & 0 \\ 0 & e^{-jk_zd} \end{bmatrix} \begin{bmatrix} 1 - \rho_{TM} & -\rho_{TM} \\ \rho_{TM} & 1 \end{bmatrix} \begin{bmatrix} E_0 T \\ 0 \end{bmatrix}
\]

where,
\[
\rho_{TM} = \frac{k_z \epsilon - k_z' \epsilon'}{k_z \epsilon + k_z' \epsilon'}, \quad \zeta_{TM} = \frac{\eta_{TM}}{\eta_{TM}} = \frac{k_z \epsilon}{k_z' \epsilon'}
\]

where \(\zeta_{TM}\) is a normalized characteristic impedance. The solution of Eqs. (8.6.6) is then,
\[
\Gamma = \frac{\rho_{TM}(1 - e^{-2jk_zd})}{1 - \rho_{TM}^2 e^{-2jk_zd}} = \frac{(\zeta_{TM} + 1)^2 - (\zeta_{TM} - 1)^2 e^{-2jk_zd}}{(\zeta_{TM} + 1)^2 - (\zeta_{TM} - 1)^2 e^{-2jk_zd}}
\]
\[
T = \frac{(1 - \rho_{TM}^2) e^{-jk_zd}}{1 - \rho_{TM}^2 e^{-2jk_zd}} = \frac{4 \zeta_{TM}}{(\zeta_{TM} + 1)^2 e^{jk_zd} - (\zeta_{TM} - 1)^2 e^{-jk_zd}}
\]
Similarly, the coefficients $A_\pm$ are found to be:

$$A_+ = \frac{1 - \rho_{TM}}{1 - \rho_{TM}} = \frac{1}{2} \left[ 1 + \zeta_{TM} + (1 - \zeta_{TM}) \Gamma \right] E_0$$

$$A_- = \frac{-\rho_{TM} + \Gamma}{1 - \rho_{TM}} = \frac{1}{2} \left[ 1 - \zeta_{TM} + (1 + \zeta_{TM}) \Gamma \right] E_0$$  \hspace{1cm} (8.6.9)

The TE case is obtained from the TM case by a duality transformation, that is, by the replacements, $E \rightarrow H, H \rightarrow -E, \varepsilon \rightarrow \mu, \mu' \rightarrow \varepsilon'$, and $\rho_{TM} \rightarrow \mu_{TM}$, where

$$\rho_{TM} = \frac{k z \mu' - k' z \mu}{k z \mu' + k' z \mu} = \frac{\zeta_{TE} - 1}{\zeta_{TE} + 1}, \quad \zeta_{TM} = \frac{\eta_{TM} - 1}{\eta_{TM} + 1} = \frac{k z \mu' - k' z \mu}{k z \mu' + k' z \mu}$$

The invariance under the transformation $k_z' \rightarrow -k_z$ follows from these solutions. For example, noting that $\zeta_{TM} \rightarrow -\zeta_{TM}$ under this transformation, we have:

$$\Gamma ( -k_z') = \frac{(\zeta_{TM} - 1) (1 - e^{2jk_zd})}{(\zeta_{TM} + 1)^2 - (\zeta_{TM} - 1)^2 e^{2jk_zd}} = \frac{(\zeta_{TM} - 1) (1 - e^{-2jk_zd})}{(\zeta_{TM} + 1)^2 - (\zeta_{TM} - 1)^2 e^{-2jk_zd}} = \Gamma (k_z')$$

Similarly, we find $T (-k_z') = T (k_z')$ and $A_+ (-k_z') = A_- (k_z')$. These imply that the field solutions remain invariant. For example, the electric field inside the slab will be:

$$E(z, -k_z') = \left[ A_+ (-k_z') \left( \hat{x} - \frac{k_z}{k_z'} \hat{z} \right) e^{-j(k_z' - k_z)z} + A_- (-k_z') \left( \hat{x} + \frac{k_z}{k_z'} \hat{z} \right) e^{j(k_z' - k_z)z} \right] e^{-jk_zx}$$

$$= \left[ A_+ (k_z') \left( \hat{x} - \frac{k_z}{k_z'} \hat{z} \right) e^{jk_z'x} + A_- (k_z') \left( \hat{x} + \frac{k_z}{k_z'} \hat{z} \right) e^{jk_zx} \right] e^{-jk_zx} = E(z, +k_z')$$

Similarly, we have for the magnetic field inside the slab:

$$H(z, -k_z') = \hat{y} \left( \frac{\omega \varepsilon}{k_z} \right) \left[ A_+ (-k_z') e^{-j(k_z' - k_z)z} - A_- (-k_z') e^{j(k_z' - k_z)z} \right] e^{-jk_zx}$$

$$= \hat{y} \left( \frac{\omega \varepsilon}{k_z} \right) \left[ A_+ (k_z') e^{jk_z'x} - A_- (k_z') e^{jk_zx} \right] e^{-jk_zx} = H(z, +k_z')$$

Next, we apply these results to the case $\mu = -\mu_0$ and $\varepsilon = -\varepsilon_0$, having $n = -1$. It follows from Eq. (8.6.5) that $k_z' = \mp k_z$ with $k_z$ given by (8.6.4). In this case, $\zeta_{TM} = k_z' \varepsilon / k_z \mu' = k_z \mu = \pm 1$. Then, Eq. (8.6.8) implies that $\Gamma = 0$ for either choice of sign. Similarly, we have $T = e^{jk_zd}$, again for either sign of $\zeta_{TM}$:

$$T = e^{jk_zd}, \quad \text{if} \quad k_z' \leq k_0, \quad k_z = \sqrt{k_0^2 - k_z^2}$$

$$e^{j\alpha_d}, \quad \text{if} \quad k_z' \geq k_0, \quad k_z = -j\sqrt{k_0^2 - k_z^2} = -j\alpha_z$$  \hspace{1cm} (8.6.10)

Thus, the negative-index medium amplifies the transmitted evanescent waves, which was Pendry’s observation [398]. The two choices for $k_z'$ lead to the $A_\pm$ coefficients:

$$k_z' = -k_z \quad \Rightarrow \quad \zeta_{TM} = -1 \quad \Rightarrow \quad A_+ = E_0, \quad A_- = 0$$

$$k_z' = +k_z \quad \Rightarrow \quad \zeta_{TM} = +1 \quad \Rightarrow \quad A_+ = 0, \quad A_- = E_0$$  \hspace{1cm} (8.6.11)

For either choice, the field solutions are the same. Indeed, inserting either set of $A_+, A_-$ into Eqs. (8.6.1) and (8.6.2), and using (8.6.10), we find:

$$E = \left\{ \begin{array}{ll} E_0 \left( \hat{x} - \frac{k_z}{k_z'} \hat{z} \right) e^{-jk_z(z+z_0)} e^{-jk_{x}x}, & \text{for} \quad z \leq 0 \\ E_0 \left( \hat{x} + \frac{k_z}{k_z'} \hat{z} \right) e^{jk_{x}x} e^{-jk_zz}, & \text{for} \quad 0 \leq z \leq d \end{array} \right. \hspace{1cm} (8.6.12)$$

$$H = \hat{y} \left\{ \begin{array}{ll} E_0 \left( \frac{\omega \varepsilon_0}{k_z} \right) e^{-j\alpha_z(z+z_0)} e^{-jk_zx}, & \text{for} \quad z \leq 0 \\ E_0 \left( \frac{\omega \varepsilon_0}{k_z} \right) e^{j\alpha_zx} e^{-jk_zz}, & \text{for} \quad 0 \leq z \leq d \end{array} \right. \hspace{1cm} (8.6.13)$$

The solution effectively corresponds to the choice $k_z' = -k_z$ and is valid for both propagating and evanescent waves with $k_z$ given by (8.6.4). In Eq. (8.6.12) the constant $E_0$ refers to the value of the transverse electric field at $z = 0$. Changing the reference point to $z = -z_0$ at the left of the slab as shown in Fig. 8.6.1, amounts to replacing $E_0 \rightarrow e^{jk_zz_0}$. Then, (8.6.12) reads:

$$E = \left\{ \begin{array}{ll} \hat{y} \left[ E_0 \left( \frac{\omega \varepsilon_0}{k_z} \right) e^{-j\alpha_z(z+z_0)} e^{-jk_zx}, & \text{for} \quad z_0 \leq z \leq 0 \\ E_0 \left( \hat{x} + \frac{k_z}{k_z'} \hat{z} \right) e^{jk_zx} e^{-jk_z(z+z_0)}, & \text{for} \quad 0 \leq z \leq d \end{array} \right. \hspace{1cm} (8.6.14)$$

$$E = \left\{ \begin{array}{ll} \hat{y} \left[ E_0 \left( \frac{\omega \varepsilon_0}{k_z} \right) e^{-j\alpha_z(z+z_0)} e^{-jk_zx}, & \text{for} \quad z \leq 0 \leq z_0 \\ E_0 \left( \hat{x} - \frac{k_z}{k_z'} \hat{z} \right) e^{-jk_z(z-2d+z_0)} e^{-jk_{x}x}, & \text{for} \quad z \geq d \end{array} \right. \hspace{1cm} (8.6.15)$$

The field is amplified inside the slab. The propagation factors along the z-direction agree at the points $z = -z_0$, $z = z_0$, and $z = 2d - z_0$.

$$e^{-jk_z(z+z_0)} \bigg|_{z=-z_0} = e^{jk_z(z-z_0)} \bigg|_{z=z_0} = e^{-jk_z(z-2d+z_0)} \bigg|_{z=2d-z_0} = 1$$

$$e^{-\alpha_z(z+z_0)} \bigg|_{z=-z_0} = e^{\alpha_z(z-z_0)} \bigg|_{z=z_0} = e^{-\alpha_z(z-2d+z_0)} \bigg|_{z=2d-z_0} = 1$$  \hspace{1cm} (8.6.16)
which imply the complete restoration of the source at the focal points inside and to the right of the slab:
\[ E_x(x, z) \big|_{z=-z_0} = E_x(x, z) \big|_{z=z_0} = E_x(x, z) \big|_{z=2d-z_0} \]  \hspace{1cm} (8.6.17)

Fig. 8.6.2 shows a plot of the evanescent component \( E_x(z) \) of Eq. (8.6.15) versus distance \( z \) inside and outside the slab.

Fig. 8.6.2 Evanescent wave amplification inside a negative-index medium.

Using the plane-wave spectrum representation of Sec. 19.2, a more general (single-frequency) solution can be built by superposition of the plane waves (8.6.14) and (8.6.15). If the field at the image plane \( z = -z_0 \) has the general representation:
\[ E(x, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} E_0(k_x) \left( \hat{x} - \frac{k_x}{k_z} \hat{z} \right) e^{-jk_x x} d\kappa_x, \quad \text{for} \quad -z_0 \leq z \leq 0 \]

\[ E(x, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} E_0(k_x) \left( \hat{x} + \frac{k_x}{k_z} \hat{z} \right) e^{jk_x x} d\kappa_x, \quad \text{for} \quad 0 \leq z \leq d \]

\[ E(x, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} E_0(k_x) \left( \hat{x} - \frac{k_x}{k_z} \hat{z} \right) e^{-jk_x (x-2d-z)} e^{-jk_x x} d\kappa_x, \quad \text{for} \quad z \geq d \]

It is evident that Eq. (8.6.17) is still satisfied, showing the perfect reconstruction of the object field at the two image planes.

The perfect lens property is highly sensitive to the deviations from the ideal values of \( \epsilon = -\epsilon_0 \) and \( \mu = -\mu_0 \), and to the presence of losses. Fig. 8.6.3 plots the transmittance in dB, that is, the quantity \( 10 \log_{10} |T e^{-jk_x d}| \), versus \( k_x \), with \( T \) computed from Eq. (8.6.8) for different values of \( \epsilon, \mu \) and for \( d = 0.2\lambda = 0.2(2\pi/k_0) \). In the ideal case, because of the result (8.6.10), we have \( |T e^{-jk_x d}| = 1 \) for both propagating and evanescent values of \( k_x \), that is, the transmittance is flat (at 0 dB) for all \( k_x \).

The left graph shows the effect of losses while keeping the real parts of \( \epsilon, \mu \) at the ideal values \(-\epsilon_0, -\mu_0\). In the presence of losses, the transmittance acts like a lowpass filter in the spatial frequency \( k_x \).

The right graph shows the effect of the deviation of the real parts of \( \epsilon, \mu \) from the ideal values. If the real parts deviate, even slightly, from \(-\epsilon_0, -\mu_0\), the transmittance develops resonance peaks, which are related to the excitation of surface plasmons at the two interfaces of the slab [407,408]. The peaks are due to the poles of the denominator of \( T \) in Eq. (8.6.8), that is, the roots of
\[ 1 - \rho^2 \rho e^{-jk_x d} = 0 \quad \Rightarrow \quad e^{jk_x d} = \pm \rho \]
For evanescent \( k_x \), we may replace \( k_x = j\alpha_x \) and \( k'_x = j\alpha' \), where \( \alpha_x = \sqrt{k^2_x - k_0^2} \) and \( \alpha'_x = \sqrt{k^2_x - k_0^2} \), and obtain the equations:
\[ e^{\alpha_x d} = \pm \rho \quad \Rightarrow \quad \alpha_x \epsilon = \frac{\pm \rho \epsilon_0 - \alpha_x \epsilon}{\epsilon \epsilon_0 + \alpha_x \epsilon} \]
(8.6.19)

These are equivalent to [407,408]:
\[ \tanh \left( \frac{\alpha'_x d}{2} \right) = -\frac{\alpha_x \epsilon}{\alpha_x \epsilon_0} \quad \tanh \left( \frac{\alpha'_x d}{2} \right) = -\frac{\alpha_x \epsilon_0}{\alpha_x \epsilon} \]
(8.6.20)

For \( k_x \approx k_0 \), we may replace \( \alpha_x = \alpha'_x = k_x \) in (8.6.19) in order to get an estimate of the resonant \( k_x \):
\[ e^{k_x x_0 d} = \pm \frac{\epsilon_0 - \epsilon}{\epsilon_0 + \epsilon} \quad \Rightarrow \quad e^{\alpha_x (k_x x_0) d} = \left| \frac{\epsilon_0 - \epsilon}{\epsilon_0 + \epsilon} \right| \quad \Rightarrow \quad Re(k_x, res) = \frac{1}{d} \ln \left| \frac{\epsilon_0 - \epsilon}{\epsilon_0 + \epsilon} \right| \]
(8.6.21)
and for the TE case, we must replace \( \epsilon \) by \( \mu \). The value \( k_{x, res} = Re(k_{x, res}) \) represents the highest achievable resolution by the slab, with the smallest resolvable transverse distance being of the order of \( \Delta x = 1/Re(k_{x, res}) \).

If \( \epsilon \) is real-valued and near \(-\epsilon_0\), then, \( k_{x, res} \) is real and there will be an infinite resonance peak at \( k_x = k_{x, res} \). This is seen in the above figure in the first two cases of
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\( \epsilon / \epsilon_0 = \mu / \mu_0 = -1.01 \) and \( \epsilon / \epsilon_0 = \mu / \mu_0 = -0.98 \) (the apparent finite height of these two peaks is due to the finite grid of \( k_\alpha \) values in the graph.)

The last two cases have complex-valued \( \epsilon, \mu \) with a small imaginary part, with the resulting peaks being finite. In all cases, the peak locations \( k_\alpha = \text{Re}(k_{\alpha,\text{res}}) \)—obtained by solving Eqs. (8.6.20) numerically for \( k_{\alpha,\text{res}} \)—are indicated in the graphs by bullets placed at the peak maxima. The numerical solutions were obtained by the following iterative procedures, initialized at the approximate (complex-valued) solution of (8.6.21):

\[
\begin{align*}
\text{initialize: } & \quad k_\alpha = \frac{1}{d} \ln \left( \frac{\epsilon_0 - \epsilon}{\epsilon_0 + \epsilon} \right) \\
\text{for } i = 1, 2, ..., N_{\text{iter}}, \text{ do: } & \quad \alpha'_x = \sqrt{k_\alpha^2 - k_0^2 n^2} \\
& \quad \alpha_x = -\frac{\epsilon_0}{\epsilon} \alpha'_x \tanh \left( \frac{\alpha'_x d}{2} \right) \\
& \quad k_\alpha = \sqrt{\alpha_x^2 + k_0^2} \\
\text{for } i = 1, 2, ..., N_{\text{iter}}, \text{ do: } & \quad \alpha_x = \frac{\epsilon_0 - \epsilon}{\epsilon_0 + \epsilon} \\
& \quad \alpha'_x = \sqrt{k_\alpha^2 - k_0^2} \\
& \quad \alpha_x = -\frac{\epsilon}{\epsilon_0} \alpha_x \tanh \left( \frac{\alpha_x d}{2} \right) \\
& \quad k_\alpha = \sqrt{\alpha_x^2 + k_0^2 n^2} \\
\end{align*}
\]

The number of iterations was typically \( N_{\text{iter}} = 30 \). Both graphs of Fig. 8.6.3 also show dips at \( k_\alpha = k_0 \). These are due to the zeros of the transmittance \( T \) arising from the numerator factor \( (1 - \rho_{TM}^2) \) in (8.6.10). At \( k_\alpha = k_0 \), we have \( \alpha_x = 0 \) and \( \rho_{TM} = 1 \), causing a zero in \( T \). In addition to the zero at \( k_\alpha = k_0 \), it is possible to also have poles in the vicinity of \( k_0 \), as indicated by the peaks and bullets in the graph. Fig. 8.6.4 shows an expanded view of the structure of \( T \) near \( k_0 \), with the \( k_\alpha \) restricted in the narrow interval: \( 0.99k_0 \leq k_\alpha \leq 1.01k_0 \).

![Transmittance](image)

**Fig. 8.6.4** Expanded view of the zero/pole behavior in the vicinity of \( k_\alpha = k_0 \).

For last two cases depicted on this graph that have \( |n^2| = |\epsilon \mu / \epsilon_0 \mu_0| \leq 1 \), an approximate calculation of the pole locations near \( k_0 \) is as follows. Since \( \alpha_x = \sqrt{k_\alpha^2 - k_0^2} \) is small, and \( \alpha'_x = \sqrt{\alpha_x^2 + k_0^2 (1 - n^2)} \), we have to first order in \( \alpha_x \), \( \alpha'_x \approx k_0 \sqrt{1 - n^2} \approx \alpha'_x \).

which is itself small. Then, we apply Eq. (8.6.21) to get \( \alpha_x \) and from it, the resonant \( k_{\alpha,\text{res}} \):

\[
\alpha_x = \frac{\epsilon_0}{\epsilon} \alpha'_x \tanh \left( \frac{\alpha'_x d}{2} \right) \quad \Rightarrow \quad k_{\alpha,\text{res}} = \sqrt{\alpha_x^2 + k_0^2}
\]

8.7 Antireflection Coatings at Oblique Incidence

Antireflection coatings are typically designed for normal incidence and then used over a limited range of oblique incidence, such as up to about 30°. As the angle of incidence increases, the antireflection band shifts towards lower wavelengths or higher frequencies. Any designed reflection zeros at normal incidence are no longer zeros at oblique incidence.

If a particular angle of incidence is preferred, it is possible to design the antireflection coating to match that angle. However, like the case of normal design, the effectiveness of this method will be over an angular width of approximately 30° about the preferred angle.

To appreciate the effects of oblique incidence, we look at the angular behavior of our normal-incidence designs presented in Figs. 6.2.1 and 6.2.3.

The first example was a two-layer design with refractive indices \( n_1 = 1 \) (air), \( n_2 = 1.38 \) (magnesium fluoride), \( n_3 = 2.45 \) (bismuth oxide), and \( n_4 = 1.5 \) (glass). The designed normalized optical lengths of the layers were \( L_1 = 0.3294 \) and \( L_2 = 0.0453 \) at \( \lambda_0 = 550 \) nm.

**Fig. 8.7.1** Two-layer antireflection coating at oblique incidence.

We note the shifting of the responses towards lower wavelengths. The responses are fairly acceptable up to about 20°–30°. The typical MATLAB code used to generate these graphs was:

\[
\begin{align*}
\text{n} &= [1, 1.38, 2.45, 1.5]; \quad \text{L} = [0.3294, 0.0453]; \\
\text{la} &= 550; \quad \text{la} = \text{linspace}(400,700,101); \quad \text{pol} = \text{”te”};
\end{align*}
\]
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\[
G_0 = \text{abs(multidiel}(n, L, \lambda_\text{a}/\lambda_\text{a}0)).^2 * 100;
\]
\[
G_{20} = \text{abs(multidiel}(n, L, \lambda_\text{a}/\lambda_\text{a}0, 20, \text{pol})).^2 * 100;
\]
\[
G_{30} = \text{abs(multidiel}(n, L, \lambda_\text{a}/\lambda_\text{a}0, 30, \text{pol})).^2 * 100;
\]
\[
G_{40} = \text{abs(multidiel}(n, L, \lambda_\text{a}/\lambda_\text{a}0, 40, \text{pol})).^2 * 100;
\]

plot(la, [G0; G20; G30; G40]);

As we mentioned above, the design can be matched at a particular angle of incidence. As an example, we choose \(\theta_\text{a} = 30^\circ\) and redesign the two-layer structure.

The design equations are still (6.2.2) and (6.2.1), but with the replacement of \(n_i, \rho_i\) by their transverse values \(n_{Ti}, \rho_{Ti}\) and the replacement of \(k_1L_1, k_2L_2\) by the phase thicknesses at \(\lambda = \lambda_0\), that is, \(\delta_1 = 2n_1L_1 \cos \theta_1\) and \(\delta_2 = 2n_2L_2 \cos \theta_2\). Moreover, we must choose to match the design either for TE or TM polarization.

Fig. 8.7.2 illustrates such a design. The upper left graph shows the TE reflectance matched at \(30^\circ\). The designed optical thicknesses are in this case, \(L_1 = 0.3554\) and \(L_2 = 0.0386\).

The lower graphs show the same design, but now the TM reflectance is matched at \(30^\circ\). The designed lengths were \(L_1 = 0.3554\) and \(L_2 = 0.0386\).

Our second example in Fig. 6.2.3 was a quarter-half-quarter 3-layer design with refractive indices \(n_1 = 1\) (air), \(n_2 = 1.38\) (magnesium fluoride), \(n_3 = 2.2\) (zirconium oxide), \(n_4 = 1.63\) (cerium fluoride), and \(n_5 = 1.5\) (glass). The optical lengths of the layers were \(L_1 = L_3 = 0.25\) and \(L_2 = 0.5\).

Fig. 8.7.3 shows the TE and TM reflectances \(|r_{Ti}(\lambda)|^2\) as functions of \(\lambda\), for the incidence angles \(\theta = 0^\circ, 20^\circ, 30^\circ, 40^\circ\). The responses are fairly acceptable up to about \(20^\circ-30^\circ\), but are shifted towards lower wavelengths. The typical MATLAB code used to generate these graphs was:

\[
n = [1, 1.38, 2.45, 1.5];
\]
\[
na = 1;
\]
\[
\theta_a = 30;
\]
\[
thi = \text{asin}(na*\text{sin}(\pi*\theta_a/180)./n);
\]
\[
n_1 = 1; n_2 = 1.38; n_3 = 2.45; n_4 = 1.5;
\]
\[
n_2 = 1.25; n_3 = 0.5; n_4 = 0.25;
\]
\[
n_5 = 0.5;
\]
\[
l = [0.25, 0.50, 0.25];
\]
\[
la0 = 550; la = linspace(400,700,401);
\]
\[
G0 = \text{abs(multidiel}(n, L, la/la0)).^2 * 100;
\]
\[
G20 = \text{abs(multidiel}(n, L, la/la0, 20, \text{pol})).^2 * 100;
\]
\[
G30 = \text{abs(multidiel}(n, L, la/la0, 30, \text{pol})).^2 * 100;
\]
\[
G40 = \text{abs(multidiel}(n, L, la/la0, 40, \text{pol})).^2 * 100;
\]

plot(la, [G0; G20; G30; G40]);
8.8 Omnidirectional Dielectric Mirrors

Until recently, it was generally thought that it was impossible to have an omnidirectional dielectric mirror, that is, a mirror that is perfectly reflecting at all angles of incidence and for both TE and TM polarizations. However, such mirrors are possible and have recently been manufactured [777, 778] and the conditions for their existence clarified [777–781].

We consider the same dielectric mirror structure of Sec. 6.3, consisting of alternating layers of high and low index. Fig. 8.8.1 shows such a structure under oblique incidence. There are $N$ bilayers and a total of $M = 2N + 1$ single layers, starting and ending with a high-index layer.

The incidence angles on each interface are related by Snell’s law:

$$ n_a \sin \theta_a = n_H \sin \theta_H = n_L \sin \theta_L = n_b \sin \theta_b \tag{8.8.1} $$

The phase thicknesses within the high- and low-index layers are in normalized form:

$$ \delta_H = 2\pi \frac{f}{f_0} L_H \cos \theta_H, \quad \delta_L = 2\pi \frac{f}{f_0} L_L \cos \theta_L \tag{8.8.2} $$

where $L_H = n_H l_H / \lambda_0$, $L_L = n_L l_L / \lambda_0$ are the optical thicknesses normalized to some $\lambda_0$, and $f_0 = c_0 / \lambda_0$. Note also, $\cos \theta_H = \sqrt{1 - n_H^2 \sin^2 \theta_a / n_a^2}$, $I = H, L$.

A necessary (but not sufficient) condition for omnidirectional reflectivity for both polarizations is that the maximum angle of refraction $\theta_{H, \text{max}}$ inside the first layer be less than the Brewster angle $\theta_B$ of the second interface, that is, the high-low interface, so that the Brewster angle can never be accessed by a wave incident on the first interface. If this condition is not satisfied, a TM wave would not be reflected at the second and all subsequent interfaces and will transmit through the structure.

Because $\sin \theta_{H, \text{max}} = n_a / n_H$ and $\tan \theta_B = n_L / n_H$, or, $\sin \theta_B = n_L / \sqrt{n_H^2 + n_L^2}$, the condition $\theta_{H, \text{max}} < \theta_B$, or the equivalent condition $\sin \theta_{H, \text{max}} < \sin \theta_B$, can be written as $n_a / n_H < n_L / \sqrt{n_H^2 + n_L^2}$, or

$$ n_a < \frac{n_H n_L}{\sqrt{n_H^2 + n_L^2}} \tag{8.8.3} $$

We note that the exact opposite of this condition is required in the design of multi-layer Brewster polarizing beam splitters, discussed in the next section.

In addition to condition (8.8.3), in order to achieve omnidirectional reflectivity we must require that the high-reflectance bands have a common overlapping region for all incidence angles and for both polarizations.

To determine these bands, we note that the entire discussion of Sec. 6.3 carries through unchanged, provided we use the transverse reflection coefficients and transverse refractive indices. For example, the transverse version of the bilayer transition matrix of Eq. (6.3.5) will be:

$$ F_T = \frac{1}{1 - \rho_T^2} \begin{bmatrix} e^{i(\delta_H + \delta_L)} - \rho_T^2 e^{-i(\delta_H - \delta_L)} & -2i \rho_T e^{-i\delta_H} \sin \delta_L \\ 2i \rho_T e^{i\delta_H} \sin \delta_L & e^{-i(\delta_H + \delta_L)} - \rho_T^2 e^{-i(\delta_H - \delta_L)} \end{bmatrix} \tag{8.8.4} $$

where $\rho_T = (n_{HT} - n_{LT}) / (n_H n_T + n_L n_T)$ and:

$$ n_{HT} = \frac{n_H}{\cos \theta_H} \cos \theta_L \tag{TM polarization} $$
$$ n_{LT} = \frac{n_L}{\cos \theta_L} \cos \theta_H \tag{TE polarization} \tag{8.8.5} $$

Explicitly, we have for the two polarizations:

$$ \rho_{TM} = \frac{n_H \cos \theta_L - n_L \cos \theta_H}{n_H \cos \theta_L + n_L \cos \theta_H}, \quad \rho_{TE} = \frac{n_H \cos \theta_H - n_L \cos \theta_L}{n_H \cos \theta_L + n_L \cos \theta_H} \tag{8.8.6} $$

The trace of $F_T$ is as in Eq. (6.3.13):

$$ d = \frac{\cos(\delta_H + \delta_L) - \rho_T^2 \cos(\delta_H - \delta_L)}{1 - \rho_T^2} \tag{8.8.7} $$

Fig. 8.8.1 Dielectric mirror at oblique incidence.

Fig. 8.8.3 Three-layer antireflection coating at oblique incidence.

8. Multilayer Film Applications
The eigenvalues of the matrix $F_T$ are $\lambda_\pm = e^{\pm |K|}$, where $K = \cos(a)/l$ and $l = l_H + l_L$. The condition $a = -1$ determines the bandedge frequencies of the high-reflectance bands. As in Eq. (6.3.16), this condition is equivalent to:

$$\cos^2\left(\frac{\delta_H + \delta_L}{2}\right) = \rho_T^2 \cos^2\left(\frac{\delta_H - \delta_L}{2}\right)$$

(8.8.8)

Defining the quantities $L_\pm = l_H \cos \theta_H \pm L_L \cos \theta_L$ and the normalized frequency $F = f/f_0$, we may write:

$$\frac{\delta_H \pm \delta_L}{2} = \pi \frac{f}{f_0} (l_H \cos \theta_H \pm L_L \cos \theta_L) = \pi F L_\pm$$

Then, taking square roots of Eq. (8.8.8), we have:

$$\cos(\pi F L_\pm) = \pm |\rho_T| \cos(\pi F L_\pm)$$

The plus sign gives the left bandedge, $F_1 = f_1/f_0$, and the minus sign, the right bandedge, $F_2 = f_2/f_0$. Thus, $F_1, F_2$ are the solutions of the equations:

$$\cos(\pi F L_+) = |\rho_T| \cos(\pi F L_-)$$
$$\cos(\pi F L_-) = -|\rho_T| \cos(\pi F L_+)$$

(8.8.10)

The bandwidth and center frequency of the reflecting band are:

$$\frac{\Delta f}{f_0} = \Delta F = F_2 - F_1, \quad \frac{f_c}{f_0} = F_c = \frac{F_1 + F_2}{2}$$

(8.8.11)

The corresponding bandwidth in wavelengths is defined in terms of the left and right bandedge wavelengths:

$$\lambda_1 = \frac{\lambda_0}{F_2}, \quad \lambda_2 = \frac{\lambda_0}{F_1}, \quad \Delta \lambda = \lambda_2 - \lambda_1$$

(8.8.12)

An approximate solution of Eq. (8.8.10) can be obtained by setting $L_\pm = 0$ in the right-hand sides of Eq. (8.8.10):

$$\cos(\pi F L_+) = |\rho_T|, \quad \cos(\pi F L_-) = -|\rho_T|$$

with solutions:

$$F_1 = \frac{\cos(|\rho_T|)}{\pi L_+}, \quad F_2 = \frac{\cos(-|\rho_T|)}{\pi L_-}$$

(8.8.14)

Using the trigonometric identities $\cos(\pm |\rho_T|) = \pi/2 \mp \sin(|\rho_T|)$, we obtain the bandwidth and center frequency:

$$\Delta f = f_2 - f_1 = \frac{2f_0 \sin(|\rho_T|)}{\pi L_+}, \quad f_c = \frac{f_1 + f_2}{2} = \frac{f_0}{2L_+}$$

(8.8.15)

It follows that the center wavelength will be $\lambda_c = c_0/f_c = 2L_+\lambda_0$ or:

$$\lambda_c = 2L_+\lambda_0 = 2(l_Hn_H \cos \theta_H + l_Ln_L \cos \theta_L)$$

(8.8.16)

At normal incidence, we have $\lambda_c = 2(l_Hn_H + l_Ln_L)$. For quarter-wavelength designs at $\lambda_0$ at normal incidence, we have $L_\pm = 1/4 + 1/4 = 1/2$, so that $\lambda_c = \lambda_0$.

The accuracy of the approximate solution (8.8.14) depends on the ratio $d = L_-/L_+$. Even if at normal incidence the layers were quarter-wavelength with $L_H = L_L = 0.25$, the equality of $L_H$ and $L_L$ will no longer be true at other angles of incidence. In fact, the quantity $d$ is an increasing function of $\theta_a$. For larger values of $d$, the exact solution of (8.8.10) can be obtained by the following iteration:

1. Initialize with $F_1 = F_2 = 0$.
2. For $i = 0, 1, \ldots, N_{iter}$, do:
   $$F_1 = \frac{1}{\pi L_+} \cos(|\rho_T| \cos(\pi F_{1-}L_-))$$
   $$F_2 = \frac{1}{\pi L_-} \cos(-|\rho_T| \cos(\pi F_{2-}L_-))$$

Evidently, the $i = 0$ iteration gives the zeroth-order solution (8.8.14). The iteration converges extremely fast, requiring only 3–4 iterations $N_{iter}$. The MATLAB function omniband implements this algorithm. It has usage:

$$[F_1,F_2] = \text{omniband}(n_a,n_H,n_L,L_H,L_L,\theta,pol,N_{iter})$$

where theta is the incidence angle in degrees, pol is one of the strings 'te' or 'tm' for TE or TM polarization, and Niter is the desired number of iterations. If this argument is omitted, only the $i = 0$ iteration is carried out.

It is straightforward but tedious to verify the following facts about the above solutions. First, $f_1, f_2$ are increasing functions of $\theta_a$ for both TE and TM polarizations. Thus, the center frequency of the band $f_c = (f_1 + f_2)/2$ shifts towards higher frequencies with increasing angle $\theta_a$. The corresponding wavelength intervals will shift towards lower wavelengths.

Second, the bandwidth $\Delta f = f_2 - f_1$ is an increasing function of $\theta_a$ for TE, and a decreasing one for TM polarization. Thus, as $\theta_a$ increases, the reflecting band for TE expands and that of TM shrinks, while their (slightly different) centers $f_c$ shift upwards.

In order to achieve omnidirectional reflectivity, the TE and TM bands must have a common overlapping intersection for all angles of incidence. Because the TM band is always narrower than the TE band, it will determine the final common omnidirectional band.

The worst case of overlap is for the TM band at 90° angle of incidence, which must overlap with the TM/TE band at 0°. The left bandedge of this TM band, $f_{1,TM}(90°)$, must be less than the right bandedge of the 0° band, $f_2(0°)$. This is a sufficient condition for omnidirectional reflectivity.

Thus, the minimum band shared by all angles of incidence and both polarizations will be $[f_{1,TM}(90°), f_2(0°)]$, having width:

$$\text{bandwidth} = f_2(0°) - f_{1,TM}(90°)$$
In a more restricted sense, the common reflecting band for both polarizations and for angles up to a given $\theta_a$ will be $[f_{1,TM}(\theta_a), f_{2,TM}(0^o)]$ and the corresponding bandwidth:

$$\Delta f(\theta_a) = f_2(0^o) - f_{1,TM}(\theta_a)$$  \hspace{0.5cm} (8.8.19)

In addition to computing the bandwidths of either the TM or the TE bands at any angle of incidence, the function omniband can also compute the above common bandwidths. If the parameter $pol$ is equal to 'tem', then $F_1, F_2$ are those of Eqs. (8.8.18) and (8.8.19). Its extended usage is as follows:

$$[F1,F2] = \text{omniband}(na,nH,nL,LH,LL,\theta,'tem') \quad \text{Eq. (8.8.19)}$$

$$[F1,F2] = \text{omniband}(na,nH,nL,LH,LL,th,'te'); [F1m,F2m] = \text{omniband}(na,nH,nL,LH,LL,th,'tm'); [F1,F2] = \text{omniband}(na,nH,nL,LH,LL,th,'tem');$$

Next, we discuss some simulation examples that will help clarify the above remarks.

Example 8.8.1: The first example is the angular dependence of Example 6.3.2. In order to flatten out and sharpen the edges of the reflecting bands, we use $N = 30$ bilayers. Fig. 8.8.2 shows the TE and TM reflectances $|F_1(\lambda)|^2$ as functions of the free-space wavelength $\lambda$, for the two angles of incidence $\theta_a = 45^o$ and $80^o$.

Fig. 8.8.3 depicts the reflectances as functions of frequency $f$. The refractive indices were $n_a = 1$, $n_H = 2.32$, $n_L = 1.38$, $n_b = 1.52$, and the bilayers were quarter-wavelength $L_H = L_L = 0.25$ at the normalization wavelength $\lambda_0 = 500$ nm.

The necessary condition (8.8.3) is satisfied and we find for the maximum angle of refraction and the Brewster angle: $\theta_{H,max} = 25.53^o$ and $\theta_B = 30.75^o$. Thus, we have $\theta_{H,max} < \theta_B$.

![Fig. 8.8.2 TM and TE reflectances for $n_H = 2.32, n_L = 1.38$.](image)

On each graph, we have indicated the corresponding bandwidth intervals calculated with omniband. The indicated intervals are for $0^o$ incidence, for TE and TM, and for the common band Eq. (8.8.19) at $\theta_a$. We observe the shifting of the bands towards higher frequencies, or lower wavelengths, and the shrinking of the TM and expanding of the TE bands, and the shrinking of the common band.

At $45^o$, there is still sufficient overlap, but at $80^o$, the TM band has shifted almost to the end of the $0^o$ band, resulting in an extremely narrow common band.

The arrows labeled $f_a$ and $f_r$ represent the (TM) band center frequencies at $0^o$ and $45^o$ or $80^o$. The calculated bandedges corresponding to $90^o$ incidence were $\lambda_1 = \lambda_0/F_{2,TM}(90^o) = 429.73$ nm and $\lambda_2 = \lambda_0/F_{1,TM}(90^o) = 432.16$ nm, with bandwidth $\Delta \lambda = \lambda_2 - \lambda_1 = 2.43$ nm. Thus, this structure does exhibit omnidirectional reflectivity, albeit over a very narrow band. The MATLAB code used to generate these graphs was:

```matlab
na = 1; nb = 1.52; nH = 2.32; nL = 1.38;
LH = 0.25; LL = 0.25;
la0 = 500;
la = linspace(300,800,501);
th = 45; N = 30;
n = [na, nH, repmat([nL,nL], 1, N), nb];
L = [LH, repmat([LL,LL], 1, N)];
Gm = 100*abs(multidie(n,l,la/la0, th, 'tm'))./A2;
Ge = 100*abs(multidie(n,l,la/la0, th, 'te'))./A2;
G0 = 100*abs(multidie(n,l,la/la0))./A2;
plot(la,Gm, la,Ge, la,G0);
[F10,F20] = omniband(na,nH,nL,LH,LL, 0, 'te');
[F1e,F2e] = omniband(na,nH,nL,LH,LL, th,'te');
[F1m,F2m] = omniband(na,nH,nL,LH,LL, th,'tm');
[F1,F2] = omniband(na,nH,nL,LH,LL, th,'tem');
```

Because the reflectivity bands shrink with decreasing ratio $n_H/n_L$, if we were to slightly decrease $n_H$, then the TM band could be made to shift beyond the end of the $0^o$ band and there would be no common overlapping reflecting band for all angles. We can observe this behavior in Fig. 8.8.4, which has $n_H = 2$, with all the other parameters kept the same.
8.8. Omnidirectional Dielectric Mirrors

At 45° there is a common overlap, but at 80°, the TM band has already moved beyond the 0° band, while the TE band still overlaps with the latter. This example has no omnidirectional reflectivity, although the necessary condition (8.8.3) is still satisfied with $\theta_{H,\text{min}} = 30^\circ$ and $\theta_H = 34.61^\circ$.

On the other hand, if we were to increase $n_H$, all the bands will widen, and so will the final common band, resulting in an omnidirectional mirror of wider bandwidth. Fig. 8.8.5 shows the case of $n_H = 3$, exhibiting a substantial overlap and omnidirectional behavior.

The minimum band (8.8.18) was $[F_1,F_2] = [1.0465,1.2412]$ corresponding to the wavelength bandedges $\lambda_1 = \lambda_0/F_2 = 402.84 \, \text{nm}$ and $\lambda_2 = \lambda_0/F_1 = 477.79 \, \text{nm}$ with a width of $\Delta \lambda = \lambda_2 - \lambda_1 = 74.95 \, \text{nm}$, a substantial difference from that of Fig. 8.8.2. The bandedges were computed with $N_{it} = 0$ in Eq. (8.8.17); with $N_{it} = 3$, we obtain the more accurate values: $[F_1,F_2] = [1.0505,1.2412]$.

To illustrate the dependence of the TE and TM bandwidths on the incident angle $\theta_a$, we have calculated and plotted the normalized bandedge frequencies $F_1(\theta_a), F_2(\theta_a)$ for the range of angles $0 \leq \theta_a \leq 90^\circ$ for both polarizations. The left graph of Fig. 8.8.6 shows the case $n_H = 3, n_L = 1.38$, and the right graph, the case $n_H = 2, n_L = 1.38$.

We note that the TE band widens with increasing angle, whereas the TM band narrows. At the same time, the band centers move toward higher frequencies. In the left graph, there is a common band shared by both polarizations and all angles, that is, the band defined by $F_1(\theta_a)$, $F_2(\theta_a)$ were done with omniband with $N_{it} = 3$.

Example 8.8.2: In Fig. 8.8.7, we study the effect of changing the optical lengths of the bilayers from quarter-wavelength to $L_H = 0.3$ and $L_L = 0.1$. The main result is to narrow the bands. This example, also illustrates the use of the iteration (8.8.17). The approximate solution (8.8.15) and exact solutions for the 80° bandedge frequencies are obtained from the two MATLAB calls:

$[F_1,F_2] = \text{omniband}(na,n_H,n_L,L_H,L_L,80,'tem',0);$  
$[F_1,F_2] = \text{omniband}(na,n_H,n_L,L_H,L_L,80,'tem',3);$  

with results $[F_1,F_2] = [1.0933,1.3891]$ and $[F_1,F_2] = [1.1315,1.3266]$, respectively. Three iterations produce an excellent approximation to the exact solution.

Example 8.8.3: Here, we revisit Example 6.3.3, whose parameters correspond to the recently constructed omnidirectional infrared mirror [777]. Fig. 8.8.8 shows the reflectances as functions of wavelength and frequency at $\theta_a = 45^\circ$ and 80° for both TE and TM polarizations. At both angles of incidence there is a wide overlap, essentially over the desired 10–15 μm band.

The structure consisted of nine alternating layers of Tellurium ($n_H = 4.6$) and Polystyrene ($n_L = 1.6$) on a NaCl substrate ($n_B = 1.48$). The physical lengths were $L_H = 0.8$ and $L_L = 1.6$ μm. The normalizing wavelength was $\lambda_0 = 12.5 \, \mu\text{m}$. The optical thicknesses in units of $\lambda_0$ were $L_H = 0.2944$ and $L_L = 0.2112$.

The bandedges at $\theta_a$ were $[F_1,F_2] = [0.6764,1.2875]$ with center frequency $F_{c0} = 0.9819$, corresponding to wavelength $\lambda_{c0} = \lambda_0/F_{c0} = 12.73 \, \mu\text{m}$. Similarly, at 45°, the band centers
The final bandedges of the common reflecting band computed from Eq. (8.8.18) were \( [F_1, F_2] = [0.8207, 1.2875] \), resulting in the wavelength bandedges \( \lambda_1 = \lambda_0/F_2 = 9.71 \mu m \) and \( \lambda_2 = \lambda_0/F_1 = 14.95 \mu m \), with a width of \( \Delta \lambda = \lambda_2 - \lambda_1 = 5.24 \mu m \) and band center \( (\lambda_1 + \lambda_2)/2 = 12.33 \mu m \) (the approximation (8.8.15) gives 5.67 and 12.4 \( \mu m \).) The graphs were generated by the following MATLAB code:

```matlab
la0 = 12.5; la = linspace(3.25, 401); na = 1; nb = 1.48; nH = 4.6; nL = 1.6; lH = 0.8; lL = 1.65; LH = nH*lH/la0; LL = nL*lL/la0; th = 45; N = 4; n = [na, nH, repmat([nL, nH], 1, N), nb]; L = [LH, repmat([LL, LH], 1, N)]; Ge = 100*abs(multidiel(n,L,la/la0, th, 'te')).^2; Gm = 100*abs(multidiel(n,L,la/la0, th, 'tm')).^2; G0 = 100*abs(multidiel(n,L,la/la0)).^2; plot(la,Gm, la,Ge, la,G0); Ni = 5; [F1o,F2o] = omniband(na,nH,nL,LH,LL, 0, 'te', Ni); % TE band at 0° [F1e,F2e] = omniband(na,nH,nL,LH,LL, th, 'te', Ni); % TE band [F1m,F2m] = omniband(na,nH,nL,LH,LL, th, 'tm', Ni); % TM band [F1,F2] = omniband(na,nH,nL,LH,LL, 90, 'tem',Ni); % Eq. (8.8.19) [F1,F2] = omniband(na,nH,nL,LH,LL, 'tem',Ni); % Eq. (8.8.18)
```

Finally, Fig. 8.8.9 shows the same example with the number of bilayers doubled to \( N = 8 \). The mirror bands are flatter and sharper, but the widths are the same.

**Example 8.8.4:** The last example has parameters corresponding to the recently constructed omnidirectional reflector over the visible range [778]. The refractive indices were \( n_a = 1 \), \( n_H = 2.6 \) (ZnSe), \( n_L = 1.34 \) (Na₃AlF₆ cryolite), and \( n_b = 1.5 \) (glass substrate.) The layer only.)

for TE and TM polarizations were \( F_{c,TE} = 1.0272 \) and \( F_{c,TM} = 1.0313 \), resulting in the wavelengths \( \lambda_{c,TE} = 12.17 \mu m \) and \( \lambda_{c,TM} = 12.12 \mu m \) (shown on the graphs are the TE centers

**Fig. 8.8.7** Unequal length layers \( L_H = 0.30, L_L = 0.15 \).

**Fig. 8.8.8** Nine-layer Te/PS omnidirectional mirror over the infrared.

**Fig. 8.8.9** Omnidirectional mirror with \( N = 8 \).
lengths were $l_H = l_L = 90$ nm. There were $N = 9$ bilayers or $2N + 1 = 19$ layers, starting and ending with $n_H$.

With these values, the maximum angle of refraction is $\theta_{H, \text{max}} = 22.27^\circ$ and is less than the Brewster angle $\theta_B = 27.27^\circ$.

The normalizing wavelength was taken to be $\lambda_0 = 620$ nm. Then, the corresponding optical lengths were $L_L = n_L l_L / \lambda_0 = 0.1945$ and $L_H = n_H l_H / \lambda_0 = 0.3774$. The overall minimum omnidirectional band is $[\lambda_1, \lambda_2] = [605.42, 646.88]$ nm. It was computed by the MATLAB call to omniBand with $N_f = 5$ iterations:

$$\begin{align*}
[F1, F2] &= \text{omniBand}(n_a, n_H, n_L, L_H, L_L, 90, \text{‘tem’, } N\text{);} \\
n_1 &= ta0 / F2; \\
n_2 &= ta0 / F1;
\end{align*}$$

(The values of $\lambda_1, \lambda_2$ do not depend on the choice of $\lambda_0$.) Fig. 8.8.10 shows the reflectance at $45^\circ$ and $80^\circ$. The upper panel of graphs has $N = 9$ bilayers as in [778]. The lower panel has $N = 18$ bilayers or 38 layers, and has more well-defined band gaps. The two arrows in the figures correspond to the values of $\lambda_1, \lambda_2$ of the minimum omnidirectional band. □

8.9 Polarizing Beam Splitters

The objective of an omnidirectional mirror is to achieve high reflectivity for both polarizations. However, in polarizers, we are interested in separating the TE and TM polarizations. This can be accomplished with a periodic bilayer structure of the type shown in Fig. 8.8.1, which is highly reflecting only for TE and highly transmitting for TM polarizations. This is the principle of the so-called MacNeilie polarizers [640, 644, 647, 666, 669, 684–690].

If the angle of incidence $\theta_a$ is chosen such that the angle of refraction in the first high-index layer is equal to the Brewster angle of the high-low interface, then the TM component will not be reflected at the bilayer interfaces and will transmit through. The design condition is $\theta_H = \theta_B$, or $\sin \theta_H = \sin \theta_B$, which gives:

$$n_a \sin \theta_a = n_H \sin \theta_H = n_H \sin \theta_B = \frac{n_H n_L}{\sqrt{n_H^2 + n_L^2}} \quad (8.9.1)$$

This condition can be solved either for the angle $\theta_a$ or for the index $n_a$ of the incident medium:

$$\begin{align*}
\sin \theta_a &= \frac{n_H n_L}{n_a \sqrt{n_H^2 + n_L^2}} \\
\text{or,} \quad n_a &= \frac{n_H n_L}{\sin \theta_a \sqrt{n_H^2 + n_L^2}} \quad (8.9.2)
\end{align*}$$

In either case, the feasibility of this approach requires the opposite of the condition (8.8.3), that is,

$$n_a > \frac{n_H n_L}{\sqrt{n_H^2 + n_L^2}} \quad (8.9.3)$$

If the angle $\theta_a$ is set equal to the convenient value of $45^\circ$, then, condition Eq. (8.9.2) fixes the value of the refractive index $n_a$ to be given by:

$$n_a = \frac{\sqrt{2} n_H n_L}{\sqrt{n_H^2 + n_L^2}} \quad (8.9.4)$$

Fig. 8.9.1 depicts such a multilayer structure sandwiched between two glass prisms with $45^\circ$ angles. The thin films are deposited along the hypotenuse of each prism and the prisms are then cemented together. The incident, reflected, and transmitted beams are perpendicular to the prism sides.

Fig. 8.9.2 shows the TE and TM reflectances of the case $n_H = 2.3$ and $n_L = 1.25$. The maximum reflectivity for the TE component is 99.99%, while that of the TM component is 3% (note the different vertical scales in the two graphs.)
The number of bilayers was \( N = 5 \) and the center frequency of the TE band was chosen to correspond to a wavelength of \( \lambda_c = 500 \text{ nm} \). To achieve this, the normalizing wavelength was required to be \( \lambda_0 = 718.38 \text{ nm} \). The layer lengths were quarter-wavelengths at \( \lambda_0 \). The TE bandwidth calculated with omniband is also shown.

The Brewster angles inside the high- and low-index layers are \( \theta_H = 28.52^\circ \) and \( \theta_L = 61.48^\circ \). As expected, they satisfy \( \theta_H + \theta_L = 90^\circ \).

The typical MATLAB code generating these examples was:

```matlab
nH = 2.3; nL = 1.25;
LH = 0.25; LL = 0.25;
na = nH*nL/sqrt(nH^2+nL^2)/sin(pi/4); nb=na;
[f1e,f2e] = omniband(na,nH,nL,LH,LL,th,'te',5);
lac = 500;
l0 = lac*(f1e+f2e)/2;
al = linspace(300,800,301);
N=5;
n = [na, nH, repmat([nL,nH], 1, N), nb];
L = [LH, repmat([LL,LH], 1, N)];
Ge = 100*abs(multidiel(n,L,la/la0, th, 'te')).^2;
Gm = 100*abs(multidiel(n,L,la/la0, th, 'tm')).^2;
plot(la,Ge);
```

**8.10 Reflection and Refraction in Birefringent Media**

Uniform plane wave propagation in biaxial media was discussed in Sec. 4.6. We found that there is an effective refractive index \( N \) such that \( k = N k_0 = N \omega/c_0 \). The index \( N \), given by Eq. (4.6.8), depends on the polarization of the fields and the direction of the wave vector. The expressions for the TE and TM fields were given in Eqs. (4.6.18) and (4.6.27).

Here, we discuss how such fields get reflected and refracted at planar interfaces between biaxial media. Further discussion can be found in [638,57] and [698–719].
For the TM case, we write $E = \hat{x}E_x + \hat{z}E_z = E_x(\hat{x} - \hat{z} \tan\theta)$, for the electric field of the left-incident field, where we used $E_z = -E_x \tan\theta$. Similarly, for the magnetic field we have from Eq. (4.6.26):

$$
H = \frac{N}{\eta_0} \hat{y}(E_x \cos\theta - E_z \sin\theta) = \frac{N}{\eta_0} \hat{y} E_x \cos\theta \left(1 - \frac{E_z}{E_x} \tan\theta \right)
$$

$$
= \frac{N}{\eta_0} \hat{y} E_x \cos\theta \left(1 + \frac{n_1^2}{n_2^2} \tan^2\theta \right) = \frac{N}{\eta_0} \hat{y} E_x \cos\theta \left(\frac{n_1^2 \cos^2\theta + n_2^2 \sin^2\theta}{n_2^2 \cos^2\theta} \right)
$$

$$
= \frac{N}{\eta_0} \hat{y} E_x \cos\theta \left(\frac{n_1^2 n_2^2}{N^2 n_2^2 \cos^2\theta} \right) = \frac{E_x}{\eta_{TM}} \hat{y} e^{jkr}
$$

where we replaced $E_z/E_x = -\tan\theta = -(n_1^2/n_2^2) \tan\theta$ and used Eq. (4.7.10). Thus,

$$
E(r) = E_x \hat{y} e^{-jkr}
$$

$$
H(r) = \frac{E_x}{\eta_0} \frac{n_2}{N \cos\theta} \hat{y} e^{-jkr} = \frac{E_x}{\eta_{TM}} \hat{y} e^{-jkr}
$$

(TM) \hspace{1cm} (8.10.1)

Similarly, we may rewrite the TE case of Eq. (4.6.18) in the form:

$$
E(r) = E_y \hat{x} \hat{y} e^{-jkr}
$$

$$
H(r) = \frac{E_y}{\eta_0} \frac{n_2}{N \cos\theta} \hat{y} e^{-jkr} = \frac{E_y}{\eta_{TE}} \hat{y} e^{-jkr}
$$

(TE) \hspace{1cm} (8.10.2)

The propagation phase factors are:

$$
e^{-jkr} = e^{-jk_0 x \sin\theta - jk_0 z \cos\theta}
$$

(TM and TE propagation factors) \hspace{1cm} (8.10.3)

Unlike the isotropic case, the phase factors are different in the TM and TE cases because the value of $N$ is different, as given by Eq. (4.6.8), or,

$$
N = \left[ \frac{n_1 n_2}{\sqrt{n_1^2 \sin^2\theta + n_2^2 \cos^2\theta}} \right], \hspace{1cm} (\text{TM or p-polarization})
$$

$$
\frac{n_1 n_2}{n_2}, \hspace{1cm} (\text{TE or s-polarization}) \hspace{1cm} (8.10.4)
$$

In Eqs. (8.10.1) and (8.10.2), the effective transverse impedances are defined by $\eta_{TM} = E_x/H_y$ and $\eta_{TE} = -E_y/H_x$, and are given as follows:

$$
\eta_{TM} = \eta_0 \frac{N \cos\theta}{n_1^2}, \hspace{1cm} \eta_{TE} = \eta_0 \frac{n_0}{n_2 \cos\theta}
$$

(8.10.5)

(transverse impedances)

Defining the TM and TE effective transverse refractive indices through $n_{TM} = \eta_0/\eta_{TM}$ and $n_{TE} = \eta_0/\eta_{TE}$, we have:

$$
n_{TM} = \frac{n_1}{N \cos\theta} = \frac{n_1 n_3}{\sqrt{n_1^2 - N^2 \sin^2\theta}}
$$

(transverse refractive indices) \hspace{1cm} (8.10.6)

$$
n_{TE} = n_2 \cos\theta
$$

where we used Eq. (4.6.23) for the TM case, that is,

$$
N \cos\theta = \frac{n_1}{n_3} \sqrt{n_1^2 - N^2 \sin^2\theta}
$$

(8.10.7)

In the isotropic case, $N = n_1 = n_2 = n_3 = n$, Eqs. (8.10.6) reduce to Eq. (7.2.13). Next, we discuss the TM and TE reflection and refraction problems of Fig. 7.1.1.

Assuming that the interface is at $z = 0$, the equality of the total tangential electric fields ($E_y$ component for TM and $E_x$ for TE), implies as in Sec. 7.1 that the propagation phase factors must match at all values of $x$:

$$
e^{-jk_x x} = e^{-jk_0 x \sin\theta} = e^{-jk_{x'} x} = e^{-j\hat{k}_{x'} x}
$$

which requires that $k_{x'} = k_x = k_{x'} = k'_{x'}$, or, because $k_x = k \sin\theta = N k_0 \sin\theta$:

$$
N \sin\theta = N' \sin\theta' = N' \sin\theta'
$$

This implies Snell’s law of reflection, that is, $\theta_x = \theta_x' = \theta$ and $\theta_x = \theta_x' = \theta'$, and Snell’s law of refraction,

$$
N \sin\theta = N' \sin\theta'
$$

(Snell’s law for birefringent media) \hspace{1cm} (8.10.8)

Thus, Snell’s law is essentially the same as in the isotropic case, provided one uses the effective refractive index $N$. Because $N$ depends on the polarization, there will be two different refraction angles for the same angle of incidence. In particular, Eq. (8.10.8) can be written explicitly in the two polarization cases:

$$
\frac{n_1 n_3 \sin\theta}{\sqrt{n_1^2 \sin^2\theta + n_2^2 \cos^2\theta}} = \frac{n_1' n_3' \sin\theta'}{\sqrt{n_1'^2 \sin^2\theta' + n_2'^2 \cos^2\theta'}}
$$

(TM) \hspace{1cm} (8.10.9a)

$$
\frac{n_2}{\sqrt{n_1^2 \sin^2\theta + n_2^2 \cos^2\theta}} = \frac{n_2'}{\sqrt{n_1'^2 \sin^2\theta' + n_2'^2 \cos^2\theta'}}
$$

(TE) \hspace{1cm} (8.10.9b)

Both expressions reduce to Eq. (7.1.6) in the isotropic case. The explicit solutions of Eq. (8.10.9a) for $\sin\theta'$ and $\sin\theta$ are:

$$
\sin\theta' = \frac{n_1 n_3 n_3' \sin\theta}{\sqrt{[n_1^2 n_2^2 (n_1^2 - n_3^2) - n_2^2 n_3^2 (n_2^2 - n_3^2)] \sin^2\theta + n_1^2 n_3^2 n_3'^2}}
$$

$$
\sin\theta = \frac{n_1 n_3 n_3' \sin\theta'}{\sqrt{[n_1^2 n_2^2 (n_1^2 - n_3^2) - n_2^2 n_3^2 (n_2^2 - n_3^2)] \sin^2\theta' + n_1^2 n_3^2 n_3'^2}}
$$

(8.10.10)

1Hence, the name birefringent.
The MATLAB function `snel`, solves Eqs. (8.10.9) for $\theta^\circ$ given the angle of incidence $\theta$ and the polarization type. It works for any type of medium, isotropic, uniaxial, or biaxial. It has usage:

```
    thb = snel(na, nb, tha, pol);
```

% refraction angle from Snell's law

The refractive index inputs $\text{na}$, $\text{nb}$ may be entered as 1-, 2-, or 3-dimensional column or row vectors, for example, $\text{na} = [n_a]$ (isotropic), $\text{na} = [n_{ao}, n_{ae}]$ (uniaxial), or $\text{na} = [n_{a1}, n_{a2}, n_{a3}]$ (biaxial).

Next, we discuss the propagation and matching of the transverse fields. All the results of Sec. 7.3 translate verbatim to the birefringent case, provided one uses the proper transverse refractive indices according to Eq. (8.10.6).

In particular, the propagation equations (7.3.5)-(7.3.7) for the transverse fields, for the transverse reflection coefficients $\Gamma_T$, and for the transverse wave impedances $Z_T$, remain unchanged.

The phase thickness $\delta_x$ for propagating along $z$ by a distance $l$ also remains the same as Eq. (7.3.8), except that the index $N$ must be used in the optical length, and therefore, $\delta_x$ depends on the polarization:

$$
\delta_x = k_z l = k \cos \theta = N k_0 l \cos \theta = \frac{2\pi}{\lambda} l N \cos \theta \quad (8.10.11)
$$

Using Eq. (8.10.7), we have explicitly:

$$
\delta_x = \frac{2\pi}{\lambda} \frac{n_1}{n_3} \sqrt{n_3^2 - N^2 \sin^2 \theta}, \quad (TM) \tag{8.10.12a}
$$

$$
\delta_x = \frac{2\pi}{\lambda} \frac{n_2}{n_3} \cos \theta, \quad (TE) \tag{8.10.12b}
$$

The transverse matching matrix (7.3.11) and Fresnel reflection coefficients (7.3.12) remain the same. Explicitly, we have in the TM and TE cases:

$$
\begin{align*}
\rho_{TM} &= \frac{n_{TM} - n_{TM}'}{n_{TM} + n_{TM}'} = \frac{n_1^2 - n_3^2}{N \cos \theta + N' \cos \theta'} \\
\rho_{TE} &= \frac{n_{TE} - n_{TE}'}{n_{TE} + n_{TE}'} = \frac{n_2 \cos \theta - n_3 \cos \theta'}{n_2 \cos \theta + n_3 \cos \theta'}
\end{align*} \quad (8.10.13)
$$

Using Eq. (8.10.6) and the TM and TE Snell's laws, Eqs. (8.10.9), we may rewrite the reflection coefficients in terms of the angle $\theta$ only:

$$
\begin{align*}
\rho_{TM} &= \frac{n_1 n_3 \sqrt{n_3^2 - N^2 \sin^2 \theta} - n_1' n_3' \sqrt{n_3^2 - N^2 \sin^2 \theta}}{n_1 n_3 \sqrt{n_3^2 - N^2 \sin^2 \theta} + n_1' n_3' \sqrt{n_3^2 - N^2 \sin^2 \theta}} \\
\rho_{TE} &= \frac{n_2 \cos \theta - \sqrt{n_3^2 - n_3^2 \sin^2 \theta}}{n_2 \cos \theta + \sqrt{n_3^2 - n_3^2 \sin^2 \theta}}
\end{align*} \quad (8.10.14)
$$

The quantity $N^2 \sin^2 \theta$ can be expressed directly in terms of $\theta$ and the refractive indices of the incident medium. Using Eq. (8.10.4), we have:

$$
N^2 \sin^2 \theta = \frac{n_1^2 n_3^2 \sin^2 \theta}{n_1^2 \sin^2 \theta + n_3^2 \cos^2 \theta} \quad (8.10.15)
$$

The TE reflection coefficient behaves like the TE isotropic case. The TM coefficient exhibits a much more complicated behavior. If $n_1 = n_1'$ but $n_3 \neq n_3'$, it behaves like the TM isotropic case. If $n_3 = n_3'$ but $n_1 \neq n_1'$, the square-root factors cancel and it becomes independent of $\theta$:

$$
\rho_{TM} = \frac{n_1 - n_1'}{n_1 + n_1'} \quad (8.10.16)
$$

Another interesting case is when both media are uniaxial and $n'_1 = n_1$ and $n'_3 = n_3$, that is, the refractive index vectors are $\text{n} = [n_1, n_1, n_3]$ and $\text{n}' = [n_3, n_3, n_1]$. It is straightforward to show in this case that $\rho_{TM} = \rho_{TE}$ at all angles of incidence. Multilayer films made from alternating such materials exhibit similar TM and TE optical properties [698].

The MATLAB function `fresnel` can evaluate Eqs. (8.10.14) at any range of incident angles $\theta$. The function determines internally whether the media are isotropic, uniaxial, or biaxial.

### 8.11 Brewster and Critical Angles in Birefringent Media

The maximum angle of refraction, critical angle of incidence, and Brewster angle, have their counterparts in birefringent media.

It is straightforward to verify that $\theta^\circ$ is an increasing function of $\theta$ in Eq. (8.10.9).

The maximum angle of refraction $\theta_c^\circ$ is obtained by setting $\theta = 90^\circ$ in Eq. (8.10.9).

For the TE case, we obtain $\sin \theta_c^\circ = n_3 / n_2$. As in the isotropic case of Eq. (7.5.2), this requires that $n_3 < n_2$, that is, the incident medium is less dense than the transmitted medium, with respect to the index $n_2$. For the TM case, we obtain from Eq. (8.10.9a):

$$
\sin \theta_c^\circ = \frac{n_3 n_1'}{\sqrt{n_2^2 n_3^2 + n_1^2 (n_3^2 - n_1^2)}} \quad (\text{maximum TM refraction angle}) \tag{8.11.1}
$$

This requires that $n_3 < n'_1$. On the other hand, if $n_3 > n'_1$, we obtain the critical angle of incidence $\theta_c^\circ$ that corresponds to $\theta^\circ = 90^\circ$ in Eq. (8.10.10):

$$
\sin \theta_c = \frac{n_3 n_1'}{\sqrt{n_2^2 n_3^2 + n_1^2 (n_2^2 - n_1^2)}} \quad (\text{critical TM angle}) \tag{8.11.2}
$$

whereas for the TE case, we have $\sin \theta_c = n_3 / n_2$, which requires $n_2 > n'_3$. 

8.11. Brewster and Critical Angles in Birefringent Media

In the isotropic case, a Brewster angle always exists at which the TM reflection coefficient vanishes, \( \rho_{TM} = 0 \). In the birefringent case, the Brewster angle does not necessarily exist, as is the case of Eq. (8.10.16), and it can also have the value zero, or even be imaginary.

The Brewster angle condition \( \rho_{TM} = 0 \) is equivalent to the equality of the transverse refractive indices \( n_{TM} = n_{TM}' \). Using Eq. (8.10.6), we obtain:

\[
\begin{align*}
n_{TM} &= n_{TM}' \\
\frac{n_1 n_3}{\sqrt{n_2^2 - N^2 \sin^2 \theta}} &= \frac{n_1' n_3'}{\sqrt{n_2^2 - N^2 \sin^2 \theta}} \\
\end{align*}
\]  
(8.11.3)

where \( N^2 \sin^2 \theta \) is given by Eq. (8.10.15). Solving for \( \theta \), we obtain the expression for the Brewster angle from the left medium:

\[
\tan \theta_B = \frac{n_3 n_1'}{n_1 n_3'} \left[ \frac{n_1^2 - n_2^2}{n_3^2 - n_2^2} \right] \quad \text{(Brewster angle)}
\]  
(8.11.4)

Working instead with \( N' \sin \theta' = N \sin \theta \), we obtain the Brewster angle from the right medium, interchanging the roles of the primed and unprimed quantities:

\[
\tan \theta_B' = \frac{n_3 n_1'}{n_1 n_3'} \left[ \frac{n_1^2 - n_2^2}{n_3^2 - n_2^2} \right] \quad \text{(Brewster angle)}
\]  
(8.11.5)

Eqs. (8.11.4) and (8.11.5) reduce to Eqs. (7.6.2) and (7.6.3) in the isotropic case. It is evident from Eq. (8.11.4) that \( \theta_B \) is a real angle only if the quantity under the square root is non-negative, that is, only if \( n_1 > n_3' \) and \( n_3 > n_1' \), or if \( n_1 < n_3' \) and \( n_3 < n_1' \). Otherwise, \( \theta_B \) is imaginary. In the special case, \( n_1 = n_3' \) but \( n_3 \neq n_1' \), the Brewster angle vanishes. If \( n_3 = n_3' \), the Brewster angle does not exist, since then \( \rho_{TM} \) is given by Eq. (8.10.16) and cannot vanish.

The MATLAB function \texttt{birefringent} computes the Brewster angle \( \theta_B \), as well as the critical angles \( \theta_e \) and \( \theta_c \). For birefringent media the critical angles depend on the polarization. Its usage is as follows:

\[
\begin{align*}
[\theta_B, \theta_c, \theta_e] &= \texttt{birefringent}(n_a, n_b) & \text{\% isotropic case} \\
[\theta_B, \theta_c, \theta_e; \theta_cTM, \theta_eTM] &= \texttt{birefringent}(n_a, n_b) & \text{\% birefringent case}
\end{align*}
\]

In multilayer systems, it is convenient to know if the Brewster angle of an internal interface is accessible from the incident medium. Using Snell's law we have in this case \( N_a \sin \theta_a = N \sin \theta, \) where \( \theta_a \) is the incident angle and \( N_a \) the effective index of the incident medium. It is simpler, then, to solve Eq. (8.11.3) directly for \( \theta_a \):

\[
N_a^2 \sin^2 \theta_a^2 = N^2 \sin^2 \theta_B = \frac{n_1^2 n_3^2 (n_2^2 - n_2'^2)}{n_1^2 n_3^2 - n_3^2 n_2^2}
\]  
(8.11.6)

Example 8.11.1: To illustrate the variety of possible Brewster angle values, we consider the following birefringent cases:

\[
\begin{align*}
(a) \quad n &= [1.63, 1.63, 1.5], & n' &= [1.63, 1.63, 1.63] \\
(b) \quad n &= [1.54, 1.54, 1.63], & n' &= [1.5, 1.5, 1.5] \\
(c) \quad n &= [1.8, 1.8, 1.5], & n' &= [1.5, 1.5, 1.5] \\
(d) \quad n &= [1.8, 1.8, 1.5], & n' &= [1.56, 1.56, 1.56]
\end{align*}
\]

These cases were discussed in [698]. The corresponding materials are: (a) birefringent polyester and isotropic polyester, (b) syndiotactic polystyrene and polymethylmethacrylate (PMMA), (c) birefringent polyester and PMMA, and (d) birefringent polyester and isotropic polyester.

Because \( n_1 = n_1' \) in case (a), the Brewster angle will be zero, \( \theta_B = 0^\circ \). In case (b), we calculate \( \theta_B = 29.4^\circ \). Because \( n_2 > n_3 \) and \( n_1 > n_1' \), there will be both TE and TM critical angles of reflection: \( \theta_{eTM} = 76.9^\circ \) and \( \theta_{cTM} = 68.1^\circ \).

In case (c), the Brewster angle does not exist because \( n_3 = n_3' \), and in fact, the TM reflection coefficient is independent of the incident angle as in Eq. (8.10.16). The corresponding critical angles of reflection are: \( \theta_{cTE} = 56.4^\circ \) and \( \theta_{cTM} = 90^\circ \).

Finally, in case (d), because \( n_2 < n_2' \) but \( n_3 < n_3' \), the Brewster angle will be imaginary, and there will be a TE critical angle of reflection and a TM maximum angle of reflection: \( \theta_{cTE} = 60.1^\circ \) and \( \theta_{cTM} = 74.1^\circ \).

Fig. 8.11.1 shows the TM and TE reflection coefficients \( |\rho_{TM}(\theta)| \) of Eq. (8.10.14) versus \( \theta \) in the range \( 0 \leq \theta \leq 90^\circ \).

\[\text{Fig. 8.11.1 TM and TE birefringent Fresnel reflection coefficients versus incident angle.}\]

The TE coefficient in case (a) is not plotted because it is identically zero. In order to expand the vertical scales, Fig. 8.11.2 shows the TM reflectances normalized by their values at \( \theta = 0^\circ \), that is, it plots the quantities \( |\rho_{TM}(\theta)| / |\rho_{TM}(0^\circ)| \). Because in case (a) \( \rho_{TM}(0^\circ) = 0 \), we have plotted instead the scaled-up quantity \( 100 |\rho_{TM}(\theta)|^2 \).

The typical MATLAB code used to compute the critical angles and generate these graphs was:

\[
th = \text{linspace}(0, 90, 361); & \quad \% \theta \ at \ 1/4^\circ \ intervals \\
na = [1.63, 1.63, 1.5]; nb = [1.63, 1.63, 1.63]; & \quad \% \ note \ the \ variety \ of
\]

8. Multilayer Film Applications
8.12 Multilayer Birefringent Structures

The $i$th layer is described by the triplet of refractive indices $n_i = [n_{i1}, n_{i2}, n_{i3}]$, $i = 1, 2, \ldots, M$. The incident and exit media $a, b$ may also be birefringent with $n_a = [n_{a1}, n_{a2}, n_{a3}]$ and $n_b = [n_{b1}, n_{b2}, n_{b3}]$, although in our examples, we will assume that they are isotropic.

The reflection/refraction angles in each layer depend on the assumed polarization and are related to each other by the birefringent version of Snell’s law, Eq. (8.10.8):

$$N_a \sin \theta_a = N_i \sin \theta_i = N_b \sin \theta_b, \quad i = 1, 2, \ldots, M$$ (8.12.1)

where $N_a, N_i, N_b$ are the effective refractive indices given by Eq. (8.10.4). The phase thickness of the $i$th layer depends on the polarization:

$$\delta_i = \frac{2 \pi}{\lambda} L_i n_i \sin \theta_i = \begin{cases} \frac{2 \pi}{\lambda} L_i n_i \sin \frac{\theta_i}{n_{i1}} & \text{(TM)} \\ \frac{2 \pi}{\lambda} L_i n_i \sin \frac{\theta_i}{n_{i2}} & \text{(TE)} \end{cases}$$ (8.12.2)

where we used Eq. (8.10.7) and Snell’s law to write in the TM and TE cases:

$$n_i \cos \theta_i = \begin{cases} \frac{n_{i3}}{n_{i2}} \sqrt{n_{i3}^2 - n_i^2 \sin^2 \theta_i} = n_{i1} \sqrt{1 - \frac{N_a^2 \sin^2 \theta_a}{n_{i3}^2}} & \text{(TM)} \\ \frac{n_{i2}}{n_{i3}} \sqrt{1 - \sin^2 \theta_i} = n_{i2} \sqrt{1 - \frac{N_a^2 \sin^2 \theta_a}{n_{i2}^2}} & \text{(TE)} \end{cases}$$

To use a unified notation for the TM and TE cases, we define the layer optical lengths at normal-incidence, normalized by a fixed free-space wavelength $\lambda_0$:

$$L_i = \begin{cases} \frac{L_i n_{i1}}{\lambda_0} & \text{(TM)} \\ \frac{L_i n_{i2}}{\lambda_0} & \text{(TE)} \end{cases}, \quad i = 1, 2, \ldots, M$$ (8.12.3)

We define also the cosine coefficients $c_i$, which represent $\cos \theta_i$ in the TE birefringent case and in the TM isotropic case:

$$c_i = \begin{cases} \sqrt{1 - \frac{N_a^2 \sin^2 \theta_a}{n_{i3}^2}} & \text{(TM)} \\ \sqrt{1 - \frac{N_a^2 \sin^2 \theta_a}{n_{i2}^2}} & \text{(TE)} \end{cases}, \quad i = 1, 2, \ldots, M$$ (8.12.4)

At normal incidence the cosine factors are unity, $c_i = 1$. With these definitions, Eq. (8.12.2) can be written compactly in the form:

$$\delta_i = 2 \pi \frac{\lambda_0}{f_0} L_i c_i = 2 \pi \frac{f}{f_0} L_i c_i, \quad i = 1, 2, \ldots, M$$ (8.12.5)
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where \( \lambda \) is the operating free-space wavelength and \( f = c_0/\lambda \), \( f_0 = c_0/\lambda_0 \). This is the birefringent version of Eq. (8.1.10). A typical design might use quarter-wave layers, \( L_i = 1/4 \), at \( \lambda_0 \) and at normal incidence.

The reflection coefficients \( r_{\parallel} \) at the interfaces are given by Eq. (8.1.3), but now the transverse refractive indices are defined by the birefringent version of Eq. (8.1.4):

\[
\begin{align*}
\text{TM:} & \quad n_{iT} = \left\{ \begin{array}{ll}
n_H i \cos \theta_i = \frac{n_{iH} n_{iL}}{\sqrt{n_{iL}^2 - N_{\delta}^2 \sin^2 \theta_a}}, & i = a, 1, 2, \ldots, M, b \quad \text{(TM)} \\
n_L i \cos \theta_i = \frac{n_{iL}^2 - N_{\delta}^2 \sin^2 \theta_a}{\sqrt{n_{iL}^2 - N_{\delta}^2 \sin^2 \theta_a}}, & \text{(TE)}
\end{array} \right.
\end{align*}
\]

(8.12.6)

With the above redefinitions, the propagation and matching equations (8.1.5)-(8.1.9) remain unchanged. The MATLAB function `multidiel` can also be used in the birefringent case to compute the frequency reflection response of a multilayer structure. Its usage is still:

\[
[\Gamma_{1,2}, Z_{1,2}] = \text{multidiel}(n, L, \lambda, \theta, \text{pol}); \quad \% \text{birefringent multilayer structure}
\]

where the input \( n \) is a \( 1 \times (M + 2) \) vector of refractive indices in the isotropic case, or a \( 3 \times (M + 2) \) matrix, where each column represents the triplet of birefringent indices of each medium. For uniaxial materials, \( n \) may be entered as a \( 2 \times (M + 2) \) matrix.

8.13 Giant Birefringent Optics

The results of Sec. 8.8 can be applied almost verbatim to the birefringent case. In Fig. 8.8.1, we assume that the high and low alternating layers are birefringent, described by the triplet indices \( n_H = [n_{H1}, n_{H2}, n_{H3}] \) and \( n_L = [n_{L1}, n_{L2}, n_{L3}] \). The entry and exit media may also be assumed to be birefringent. Then, Snel’s laws give:

\[
N_a \sin \theta_a = N_H \sin \theta_H = N_L \sin \theta_L = N_b \sin \theta_b \quad (8.13.1)
\]

The phase thicknesses \( \delta_H \) and \( \delta_L \) within the high and low index layers are:

\[
\delta_H = 2\pi \frac{f}{f_0} L_H c_H, \quad \delta_L = 2\pi \frac{f}{f_0} L_L c_L \quad (8.13.2)
\]

where \( L_H, c_H \) and \( L_L, c_L \) are defined by Eqs. (8.12.3) and (8.12.4) for \( i = H, L \). The effective transverse refractive indices within the high and low index layers are given by Eq. (8.12.6), again with \( i = H, L \).

The alternating reflection coefficient \( \rho_T \) between the high/low interfaces is given by Eq. (8.10.14), with the quantity \( N^2 \sin^2 \theta \) replaced by \( N_{\delta}^2 \sin^2 \theta_a \) by Snel’s law:

\[
\rho_T = \frac{n_{H1} n_{H2} \sqrt{n_{H3}^2 - N_{\delta}^2 \sin^2 \theta_a} - n_{L1} n_{L3} \sqrt{n_{L3}^2 - N_{\delta}^2 \sin^2 \theta_a}}{n_{H1} n_{H2} \sqrt{n_{H3}^2 - N_{\delta}^2 \sin^2 \theta_a} + n_{L1} n_{L3} \sqrt{n_{L3}^2 - N_{\delta}^2 \sin^2 \theta_a}}
\]

(8.13.3)

The multilayer structure will exhibit reflection bands whose bandedges can be calculated from Eqs. (8.8.7)-(8.8.17), with the redefinition \( L_\delta = L H c_H \pm L L c_L \). The MATLAB function `omniband` calculates the bandedges. It has usage:

\[
[F1,F2] = \text{omniband}([n_a, n_H, n_L, \lambda, L, \theta, \text{pol}, N]);
\]

where \( \text{pol} \) is one of the strings ‘te’ or ‘tm’ for TE or TM polarization, and \( n_a, n_H, n_L \) are 1-d, 2-d, or 3-d row or column vectors of birefringent refractive indices.

Next, we discuss some mirror design examples from [698] that illustrate some properties that are specific to birefringent media. The resulting optical effects in such mirror structures are referred to as giant birefringent optics (GBO) in [698,1853].

**Example 8.13.1:** We consider a GBO mirror consisting of 50-bilayers of high and low index quarter-wave layers with refractive indices \( n_H = [1.8, 1.8, 1.5] \), \( n_L = [1.5, 1.5, 1.5] \) (birefringent polyester and isotropic PMMA). The surrounding media are air, \( n_a = n_b = 1 \).

The layers are quarter wavelength at the normalization wavelength \( \lambda_0 = 700 \) nm at normal incidence, so that for both polarizations we take \( \theta_a = 0 \) and \( \cos^2 \theta_a = 1 \).

The alternating reflection coefficient \( \rho_T \) and its magnitude are introduced through the cosine factors \( c_H, c_L \) of Eq. (8.13.2).

Because the high/low index layers are matched along the z-direction, \( n_{H3} = n_{L3} \), the TM reflection coefficient at the high/low interface will be constant, independent of the incident angle \( \theta_a \), as in Eq. (8.10.16). However, some dependence on \( \theta_a \) is introduced through the cosine factors \( c_H, c_L \) of Eq. (8.13.2).

The left graph of Fig. 8.13.1 shows the reflectance \( R(T) \lambda \) as a function of \( \lambda \) for an angle of incidence \( \theta_a = 60^\circ \). The TM and TE bandedge wavelengths were calculated from `omniband` to be:

\[
[\lambda_1, \lambda_2] = [540.24, 606.71] \quad \text{and} \quad [\lambda_1, \lambda_2] = [548.55, 644.37] \text{nm}.
\]

The typical MATLAB code used to generate the left graph and the bandedge wavelengths was as follows:

\[
\begin{align*}
LH &= 0.25; \quad LL = 0.25; \\
n_a &= [1; 1; 1]; \\
n_H &= [1.8; 1.8; 1.5]; \\
n_L &= [1.5; 1.5; 1.5]; \\
nb &= [1; 1; 1]; \\
la0 &= 700; \\
l &= 1000; \\
\theta &= 60; \\
N &= 50; \\
\end{align*}
\]

% angle of incidence
% number of bilayers
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Reflectance at 0° and 60°

Fig. 8.13.1 Reflectance of birefringent mirror.

\[ n = [n_a, \text{repmat([n_{H,NL}], 1, N), \text{nb}]; \]  
\[ L = \text{repmat([LH, LL], 1, N);} \]
\[ G_{e} = 100*\text{abs(multidiel(n, L, la/la0, \text{th}, 'te'))}; \]
\[ G_{m} = 100*\text{abs(multidiel(n, L, la/la0, \text{th}, 'tm'))}; \]
\[ \text{G0} = 100*\text{abs(multidiel(n, L, la/la0))}; \]
\[ \text{plot(la,Ge,'-', la, Gm,'--', la, G0,'.');} \]
\[ [F1,F2]=\text{omniband2}(n, n_a, L, LH, LL, \text{th}, 'tm', 3); \]
\[ \text{la1 = la0/F2; la2 = la0/F1;} \]

The right graph shows the reflectance with a 25% thickness gradient (the layer thicknesses \( L_{H,L} \) decrease linearly from quarter-wavelength to 25% less than that at the end.) This can be implemented in MATLAB by defining the thickness vector \( L \) by:

\[ L = \text{repmat([LH, LL], 1, N);} \]
\[ L = L .* (1 - \text{linspace}(0, 0.25, 2*N)); \]

The thickness gradient increases the effective bandwidth of the reflecting bands [696]. However, the bandwidth calculation can no longer be done with omniband2. The band centers can be shifted to higher wavelengths by choosing \( \lambda_0 \) higher. The reflecting bands can be made flatter by increasing the number of bilayers.

Example 8.13.2: In this example, we design a 30-bilayer GBO mirror with \( n_H = [1.8, 1.8, 1.5] \) and \( n_L = [1.5, 1.5, 1.8] \), so that \( n_{HL} = n_{L2} = n_L \) and \( n_{HH} = n_{L1} = n_H \). As we discussed in Sec. 8.10, it follows from Eq. (8.10.14) that \( \rho_{TM} = \rho_{TE} \) for all angles of incidence.

As in Ref. [698], the media \( a,b \) are taken to be isotropic with \( n_a = n_b = 1.4 \). The normalization wavelength at which the high and low index layers are quarter-wavelength is \( \lambda_0 = 700 \) nm.

The left graph of Fig. 8.13.2 shows the reflectance for a 45° angle of incidence. Because \( \rho_{TM} = \rho_{TE} \), the reflection bands for the TM and TE cases are essentially the same.

The right graph depicts the asymptotic (for large number of bilayers) bandedges of the reflecting band versus incident angle. They were computed with omniband2. Unlike the

isotropic case, the TM and TE bands are exactly identical. This is a consequence of the following relationships between the cosine factors in this example: \( c_{H, TM} = c_{L, TE} \) and \( c_{H, TE} = c_{L, TM} \). Then, because we assume quarter-wave layers in both the TE and TM cases, \( L_H = L_L = 1/4 \), we will have:

\[ L_{+TM} = L_{H, TM} \text{CH, TM} + L_{L, TM} \text{CL, TM} = \frac{1}{4} (c_{H, TM} + c_{L, TM}) = \frac{1}{4} (c_{L, TE} + c_{H, TE}) = L_{+TE} \]
\[ L_{-TM} = L_{H, TM} \text{CH, TM} - L_{L, TM} \text{CL, TM} = \frac{1}{4} (c_{H, TM} - c_{L, TM}) = \frac{1}{4} (c_{L, TE} - c_{H, TE}) = -L_{+TE} \]

Because the computational algorithm (8.8.17) for the bandwidth does not depend on the sign of \( L_+ \), it follows that Eq. (8.8.17) will have the same solution for the TM and TE cases. The typical MATLAB code for this example was:

\[ L_H = 0.25; L_L = 0.25; \]
\[ n_a = [1.4, 1.4, 1.4]; \]
\[ n_b = [1.4, 1.4, 1.4]; \]
\[ n_H = [1.8, 1.8, 1.5]; \]
\[ n_L = [1.5, 1.5, 1.8]; \]
\[ la0 = 700; \]
\[ la = 0.25*\text{linspace}(400,1000,601); \]
\[ \text{th}a = 45; \]
\[ N = 30; \]
\[ n = [n_a, \text{repmat([n_H, n_L], 1, N), \text{nb}]; \]
\[ L = \text{repmat([LH, LL], 1, N);} \]
\[ G_{e} = 100*\text{abs(multidiel(n, L, la/la0, \text{th}, 'te'))}; \]
\[ G_{m} = 100*\text{abs(multidiel(n, L, la/la0, \text{th}, 'tm'))}; \]
\[ \text{G0} = 100*\text{abs(multidiel(n, L, la/la0))}; \]
\[ \text{plot(la,Ge,'-', la, Gm,'--', la, G0,'.');} \]
In Fig. 8.13.3, the low-index material is changed slightly to $n_L = [1.5, 1.5, 1.9]$. The main behavior of the structure remains the same, except now the TM and TE bands are slightly different.

![Fig. 8.13.3 Birefringent mirror with slightly different TM and TE reflection bands.](image)

The MATLAB code used to compute the right graph was:

```matlab
theta = linspace(0,90,361); % incident angles
F1e = []; F2e = [];
F1m = []; F2m = [];
Ni = 3; % refinement iterations
for i=1:length(theta),
    [f1e,f2e] = omniband2(na,nH,nL,LH,LL,theta(i),'te',Ni);
    [f1m,f2m] = omniband2(na,nH,nL,LH,LL,theta(i),'tm',Ni);
    F1e = [F1e,f1e]; F2e = [F2e,f2e];
    F1m = [F1m,f1m]; F2m = [F2m,f2m];
end
la1e = la0 ./ F2e; la2e = la0 ./ F1e; % wavelength bandedges
la1m = la0 ./ F2m; la2m = la0 ./ F1m;
plot(theta,la1m,'-', theta,la2m,'--', theta,la1e,'--', theta,la2e,'--');
pause(1);
```

As the incident angle increases, not only does the TM band widen but it also becomes wider than the TE band—exactly the opposite behavior from the isotropic case.

Example 8.13.3: GBO Reflective Polarizer. By choosing biaxial high/low layers whose refractive indices are mismatched only in the $x$ or the $y$ direction, one can design a mirror structure that reflects only the TM or only the TE polarization.

Fig. 8.13.4 shows the reflectance of an 80-bilayer mirror with $n_H = [1.86, 1.57, 1.57]$ for the left graph, and $n_H = [1.57, 1.86, 1.57]$ for the right one. In both graphs, the low index material is the same, with $n_L = [1.57, 1.57, 1.57]$.

As the incident angle increases, not only does the TM band widen but it also becomes wider than the TE band—exactly the opposite behavior from the isotropic case.

A 25% thickness gradient was assumed in both cases. In the first case, the $x$-direction indices are different and the structure will act as a mirror for the TM polarization. The TE polarization will be reflected only by the air-high interface.

In the second case, the materials are matched in their $y$-direction indices and therefore, the structure becomes a mirror for the TE polarization, assuming as always that the plane of incidence is still the $xz$ plane.

Giant birefringent optics is a new paradigm in the design of multilayer mirrors and polarizers [698], offering increased flexibility in the control of reflected light. The recently manufactured multilayer optical film by 3M Corp. [1853] consists of hundreds to thousands of birefringent polymer layers with individual thicknesses of the order of a wavelength and total thickness of a sheet of paper. The optical working range of such films are between 400–2500 nm.

Applications include the design of efficient waveguides for transporting visible light over long distances and piping sunlight into interior rooms, reflective polarizers for...
improving liquid crystal displays, and other products, such as various optoelectronic components, cosmetics, and "hot" and "cold" mirrors for architectural and automotive windows.

8.14 Problems

8.1 Prove the reflectance and transmittance formulas (8.4.6) in FTIR.

8.2 Computer Experiment—FTIR. Reproduce the results and graphs of Figures 8.4.3–8.4.5.

8.3 Computer Experiment—Surface Plasmon Resonance. Reproduce the results and graphs of Figures 8.5.3–8.5.7.

8.4 Working with the electric and magnetic fields across an negative-index slab given by Eqs. (8.6.1) and (8.6.2), derive the reflection and transmission responses of the slab given in (8.6.8).

8.5 Computer Experiment—Perfect Lens. Study the sensitivity of the perfect lens property to the deviations from the ideal values of $\epsilon = -\epsilon_0$ and $\mu = -\mu_0$, and to the presence of losses by reproducing the results and graphs of Figures 8.6.3 and 8.6.4. You will need to implement the computational algorithm listed on page 329.

8.6 Computer Experiment—Antireflection Coatings. Reproduce the results and graphs of Figures 8.7.1–8.7.3.

8.7 Computer Experiment—Omnidirectional Dielectric Mirrors. Reproduce the results and graphs of Figures 8.8.2–8.8.10.

8.8 Derive the generalized Snel's laws given in Eq. (8.10.10). Moreover, derive the Brewster angle expressions given in Eqs. (8.11.4) and (8.11.5).

8.9 Computer Experiment—Brewster angles. Study the variety of possible Brewster angles and reproduce the results and graphs of Example 8.11.1.


Waveguides are used to transfer electromagnetic power efficiently from one point in space to another. Some common guiding structures are shown in the figure below. These include the typical coaxial cable, the two-wire and microstrip transmission lines, hollow conducting waveguides, and optical fibers.

In practice, the choice of structure is dictated by: (a) the desired operating frequency band, (b) the amount of power to be transferred, and (c) the amount of transmission losses that can be tolerated.

Coaxial cables are widely used to connect RF components. Their operation is practical for frequencies below 3 GHz. Above that the losses are too excessive. For example, the attenuation might be 3 dB per 100 m at 100 MHz, but 10 dB/100 m at 1 GHz, and 50 dB/100 m at 10 GHz. Their power rating is typically of the order of one kilowatt at 100 MHz, but only 200 W at 2 GHz, being limited primarily because of the heating of the coaxial conductors and of the dielectric between the conductors (dielectric voltage breakdown is usually a secondary factor.) However, special short-length coaxial cables do exist that operate in the 40 GHz range.

Another issue is the single-mode operation of the line. At higher frequencies, in order to prevent higher modes from being launched, the diameters of the coaxial conductors must be reduced, diminishing the amount of power that can be transmitted.

Two-wire lines are not used at microwave frequencies because they are not shielded and can radiate. One typical use is for connecting indoor antennas to TV sets. Microstrip lines are used widely in microwave integrated circuits.
9.1 Longitudinal-Transverse Decompositions

Rectangular waveguides are used routinely to transfer large amounts of microwave power at frequencies greater than 3 GHz. For example at 5 GHz, the transmitted power might be one megawatt and the attenuation only 4 dB/100 m.

Optical fibers operate at optical and infrared frequencies, allowing a very wide bandwidth. Their losses are very low, typically, 0.2 dB/km. The transmitted power is of the order of milliwatts.

9.1 Longitudinal-Transverse Decompositions

In a waveguiding system, we are looking for solutions of Maxwell’s equations that are propagating along the guiding direction (the z direction) and are confined in the near vicinity of the guiding structure. Thus, the electric and magnetic fields are assumed to have the form:

\[
E(x, y, z, t) = E(x, y) e^{j \omega t - j \beta z} \\
H(x, y, z, t) = H(x, y) e^{j \omega t - j \beta z}
\]

where \( \beta \) is the propagation wavenumber along the guide direction. The corresponding wavelength, called the guide wavelength, is denoted by \( \lambda_g = 2\pi / \beta \).

The precise relationship between \( \omega \) and \( \beta \) depends on the type of waveguiding structure and the particular propagating mode. Because the fields are confined in the transverse directions (the \( x, y \) directions,) they cannot be uniform (except in very simple structures) and will have a non-trivial dependence on the transverse coordinates \( x \) and \( y \). Next, we derive the equations for the phasor amplitudes \( E(x, y) \) and \( H(x, y) \).

Because of the preferential role played by the guiding direction \( z \), it proves convenient to decompose Maxwell’s equations into components that are longitudinal, that is, along the \( z \)-direction, and components that are transverse, along the \( x, y \) directions. Thus, we decompose:

\[
E(x, y) = \hat{E}_x(x, y) + \hat{Y}_y(x, y) + 2 \hat{E}_z(x, y) = E_T(x, y) + 2 \hat{E}_z(x, y)
\]

(9.1.2)

In a similar fashion we may decompose the gradient operator:

\[
\nabla = \hat{x} \partial_x + \hat{y} \partial_y + 2 \hat{z} \partial_z = \nabla_T + 2 \hat{z} \partial_z = \nabla_T - j \beta \hat{z}
\]

(9.1.3)

where we made the replacement \( \partial_z \rightarrow -j \beta \) because of the assumed \( z \)-dependence. Introducing these decompositions into the source-free Maxwell’s equations we have:

\[
\nabla \times E = -j \omega \mu H \\
\nabla \times H = j \omega \epsilon E \\
\n\nabla \cdot E = 0 \\
\n\nabla \cdot H = 0
\]

(9.1.4)

where \( \epsilon, \mu \) denote the permittivities of the medium in which the fields propagate, for example, the medium between the coaxial conductors in a coaxial cable, or the medium within the hollow rectangular waveguide. This medium is assumed to be lossless for now.

We note that \( \hat{z} \cdot \hat{z} = 1, \hat{z} \times \hat{z} = 0, \hat{z} \cdot \nabla_T E = 0 \) and that \( \hat{z} \times \nabla_T E \) are transverse while \( \nabla_T \times \nabla_T \) is longitudinal. Indeed, we have:

\[
\hat{z} \times \nabla_T E = \hat{z} \times (\hat{x} E_x + \hat{y} E_y) = \hat{y} E_x - \hat{x} E_y \\
\nabla_T \times \nabla_T E = (\hat{x} \partial_x + \hat{y} \partial_y) \times (\hat{x} E_x + \hat{y} E_y) = 2 (\partial_y E_y - \partial_x E_x)
\]

Using these properties and equating longitudinal and transverse parts in the two sides of Eq. (9.1.4), we obtain the equivalent set of Maxwell equations:

\[
\nabla_T E_T \times \hat{z} - j \beta \hat{z} \times E_T = -j \omega \mu H_T \\
\n\nabla_T H_T \times \hat{z} - j \beta \hat{z} \times H_T = j \omega \epsilon E_T \\
\n\n\nabla_T \times E_T + j \omega \mu \hat{z} H_T = 0 \\
\n\n\nabla_T \times H_T - j \omega \epsilon \hat{z} E_T = 0 \\
\n\n\n\nabla_T \cdot E_T - j \beta E_T = 0 \\
\n\n\n\nabla_T \cdot H_T - j \beta H_T = 0
\]

(9.1.5)

Depending on whether both, one, or none of the longitudinal components are zero, we may classify the solutions as transverse electric and magnetic (TEM), transverse electric (TE), transverse magnetic (TM), or hybrid:

\[
E_x = 0, \quad H_z = 0, \quad \text{TEM modes}
\]
\[
E_x = 0, \quad H_z \neq 0, \quad \text{TE or H modes}
\]
\[
E_x \neq 0, \quad H_z = 0, \quad \text{TM or E modes}
\]
\[
E_x \neq 0, \quad H_z \neq 0, \quad \text{hybrid or HE or EH modes}
\]

In the case of TEM modes, which are the dominant modes in two-conductor transmission lines such as the coaxial cable, the fields are purely transverse and the solution of Eq. (9.1.5) reduces to an equivalent two-dimensional electrostatic problem. We will discuss this case later on.

In all other cases, at least one of the longitudinal fields \( E_z, H_z \) is non-zero. It is then possible to express the transverse field components \( E_T, H_T \) in terms of the longitudinal ones, \( E_z, H_z \).

Forming the cross-product of the second of equations (9.1.5) with \( \hat{z} \times \) and using the BAC-CAB vector identity, \( \hat{z} \times (\hat{z} \times H_T) = \hat{z} (\hat{z} \cdot H_T) - H_T (\hat{z} \cdot \hat{z}) = -H_T \), and similarly, \( \hat{z} \times (\nabla_T H_z \times \hat{z}) = \nabla_T H_T \), we obtain:

\[
\nabla_T H_T + j \beta H_T = j \omega \epsilon \hat{z} \times E_T
\]

(9.1.6)

Thus, the first two of (9.1.5) may be thought of as a linear system of two equations in the two unknowns \( \hat{z} \times E_T \) and \( H_T \), that is,

\[
\beta \hat{z} \times E_T - \omega \mu H_T = j \hat{z} \times \nabla_T E_T
\]

\[
\omega \epsilon \hat{z} \times E_T - \beta H_T = -j \nabla_T H_T
\]
9.1. Longitudinal-Transverse Decompositions

The solution of this system is:

\[ \hat{z} \times E_T = -j \frac{\beta}{k_0^2} \hat{z} \times \nabla_T E_T - j \frac{\omega \mu}{k_0^2} \nabla_T H_T \]
\[ H_T = -j \frac{\omega \epsilon}{k_0^2} \hat{z} \times \nabla_T E_T - j \frac{\beta}{k_0^2} \nabla_T H_T \] (9.1.17)

where we defined the so-called cutoff wavenumber \( k_c \) by:

\[ k_c^2 = \omega^2 \epsilon \mu - \beta^2 = \frac{\omega^2}{\epsilon^2} - \beta^2 = k_0^2 - \beta^2 \quad \text{(cutoff wavenumber)} \] (9.1.8)

The quantity \( k = \omega/c = \omega \sqrt{\epsilon \mu} \) is the wavenumber a uniform plane wave would have in the propagation medium \( \epsilon, \mu \).

Although \( k_c^2 \) stands for the difference \( \omega^2 \epsilon \mu - \beta^2 \), it turns out that the boundary conditions for each waveguide type force \( k_c^2 \) to take on certain values, which can be positive, negative, or zero, and characterize the propagating modes. For example, in a dielectric waveguide \( k_c^2 \) is positive inside the guide and negative outside it; in a hollow conducting waveguide \( k_c^2 \) takes on certain quantized positive values; in a TEM line, \( k_c^2 \) is zero. Some related definitions are the cutoff frequency and the cutoff wavelength defined as follows:

\[ \omega_c = c k_c, \quad \lambda_c = \frac{2 \pi}{k_c} \quad \text{(cutoff frequency and wavelength)} \] (9.1.9)

We can then express \( \beta \) in terms of \( \omega \) and \( \omega_c \), or \( \omega \) in terms of \( \beta \) and \( \omega_c \). Taking the positive square roots of Eq. (9.1.8), we have:

\[ \beta = \frac{1}{c} \sqrt{\omega^2 - \omega_c^2} = \frac{\omega}{c} \sqrt{1 - \frac{\omega_c^2}{\omega^2}} \quad \text{and} \quad \omega = \sqrt{\omega_c^2 + \beta^2 c^2} \] (9.1.10)

Often, Eq. (9.1.10) is expressed in terms of the wavelengths \( \lambda = 2 \pi/k = 2 \pi c/\omega \), \( \lambda_c = 2 \pi k_c/\omega \), and \( \lambda_g = 2 \pi/\beta \). It follows from \( k_c^2 = k_0^2 + \beta^2 \) that

\[ \frac{1}{\lambda^2} = \frac{1}{\lambda_c^2} + \frac{1}{\lambda_g^2} \quad \Rightarrow \quad \lambda_g = \frac{\lambda}{\sqrt{\frac{1}{\lambda_c^2} + \frac{1}{\lambda_g^2}}} \] (9.1.11)

Note that \( \lambda \) is related to the free-space wavelength \( \lambda_0 = 2 \pi c_0/\omega = c_0/f \) by the refractive index of the dielectric material \( \lambda = \lambda_0/n \).

It is convenient at this point to introduce the transverse impedances for the TE and TM modes by the definitions:

\[ \eta_{TE} = \frac{\omega \mu}{\beta}, \quad \eta_{TM} = \frac{\beta}{\omega \epsilon} = \frac{\beta c}{\omega} \quad \text{(TE and TM impedances)} \] (9.1.12)

where the medium impedance is \( \eta = \sqrt{\mu/\epsilon} \), so that \( \eta/c = \mu \) and \( \eta c = 1/\epsilon \). We note the properties:

\[ \eta_{TE} \eta_{TM} = \eta^2, \quad \eta_{TE} = \frac{\omega^2}{\beta^2 c^2} \] (9.1.13)

Because \( \beta c/\omega = \sqrt{1 - \omega_c^2/\omega^2} \), we can write also:

\[ \eta_{TE} = \frac{\eta}{\sqrt{1 - \frac{\omega_c^2}{\omega^2}}}, \quad \eta_{TM} = \eta \sqrt{1 - \frac{\omega_c^2}{\omega^2}} \] (9.1.14)

With these definitions, we may rewrite Eq. (9.1.7) as follows:

\[ \hat{z} \times E_T = -j \frac{\beta}{k_0^2} \left( \hat{z} \times \nabla_T E_T + \eta_{TE} \nabla_T H_T \right) \] (9.1.15)
\[ H_T = -j \frac{\beta}{k_0^2} \left( \frac{1}{\eta_{TM}} \hat{z} \times \nabla_T E_T + \nabla_T H_T \right) \]

Using the result \( \hat{z} \times (\hat{z} \times E_T) = -E_T \), we solve for \( E_T \) and \( H_T \):

\[ E_T = \frac{j \beta}{k_0^2} \left( \nabla_T E_T - \eta_{TE} \hat{z} \times \nabla_T H_T \right) \]
\[ H_T = \frac{j \beta}{k_0^2} \left( \nabla_T H_T + \frac{1}{\eta_{TM}} \hat{z} \times \nabla_T E_T \right) \] (transverse fields) (9.1.16)

An alternative and useful way of writing these equations is to form the following linear combinations, which are equivalent to Eq. (9.1.6):

\[ \nabla_T \times E_T = \nabla_T \times \hat{z} \Rightarrow E_T = -j \frac{\beta}{k_0^2} \nabla_T H_T \]
\[ E_T - \eta_{TM} \hat{z} \times E_T = \frac{j}{\beta} \nabla_T H_T \] (9.1.17)

So far we only used the first two of Maxwell’s equations (9.1.5) and expressed \( E_T, H_T \) in terms of \( E_z, H_z \). Using (9.1.16), it is easily shown that the left-hand sides of the remaining four of Eqs. (9.1.5) take the forms:

\[ \nabla_T \times E_T + j \omega \epsilon \hat{z} H_T = \frac{j \omega \mu}{k_0^2} \hat{z} \left( \nabla_T^2 H_T + k_0^2 H_T \right) \]
\[ \nabla_T \times H_T + j \omega \mu \hat{z} E_T = \frac{j \omega \epsilon}{k_0^2} \hat{z} \left( \nabla_T^2 E_T + k_0^2 E_T \right) \]
\[ \nabla_T \cdot E_T - j \beta E_z = \frac{j \beta}{k_0^2} \left( \nabla_T^2 E_z + k_0^2 E_z \right) \]
\[ \nabla_T \cdot H_T - j \beta H_z = \frac{j \beta}{k_0^2} \left( \nabla_T^2 H_z + k_0^2 H_z \right) \]
where \( \nabla^2_T \) is the two-dimensional Laplacian operator:

\[

\nabla^2_T = \nabla \cdot \nabla_T = \partial_x^2 + \partial_y^2
\]

and we used the vectorial identities \( \nabla_T \times \nabla_T E_z = 0 \), \( \nabla_T \times (\hat{z} \times \nabla_T H_z) = \hat{z} \nabla^2_T H_z \), and \( \nabla_T \cdot (\hat{z} \times \nabla_T H_z) = 0 \).

It follows that in order to satisfy all of the last four of Maxwell’s equations (9.1.5), it is necessary that the longitudinal fields \( E_z(x,y), H_z(x,y) \) satisfy the two-dimensional Helmholtz equations:

\[

\begin{align*}
\nabla^2_T E_z + k_0^2 E_z &= 0 \\
\nabla^2_T H_z + k_0^2 H_z &= 0
\end{align*}
\]  

(Helmholtz equations) \(9.1.19\)

These equations are to be solved subject to the appropriate boundary conditions for each waveguide type. Once, the fields \( E_z, H_z \) are known, the transverse fields \( E, H \) are computed from Eq. (9.1.16), resulting in a complete solution of Maxwell’s equations for the guiding structure. To get the full dependence of the propagating fields, the above solutions must be multiplied by the factor \( e^{j\beta z} \). The cross-sections of practical waveguiding systems have either cartesian or cylindrical symmetry, such as the rectangular waveguide or the coaxial cable. Below, we summarize the form of the above solutions in the two types of coordinate systems.

**Cartesian Coordinates**

The cartesian component version of Eqs. (9.1.16) and (9.1.19) is straightforward. Using the identity \( \hat{z} \times \nabla_T H_z = \hat{\phi} \partial_\phi H_z - \hat{\rho} \partial_\rho H_z \), we obtain the longitudinal components:

\[

\begin{align*}
\nabla^2 \hat{E}_z + k_0^2 \hat{E}_z &= 0 \\
\nabla^2 \hat{H}_z + k_0^2 \hat{H}_z &= 0
\end{align*}
\]  

(9.1.20)

Eq. (9.1.16) becomes for the transverse components:

\[

\begin{align*}
E_x &= -\frac{j \beta}{k_c} (\partial_x E_z + \eta_{TM} \partial_y H_z) \\
E_y &= -\frac{j \beta}{k_c} (\partial_y E_z - \eta_{TM} \partial_x H_z)
\end{align*}
\]

(9.1.21)

**Cylindrical Coordinates**

The relationship between cartesian and cylindrical coordinates is shown in Fig. 9.1.1. From the triangle in the figure, we have \( x = \rho \cos \phi \) and \( y = \rho \sin \phi \). The transverse gradient and Laplace operator are in cylindrical coordinates:

\[

\nabla_T = \hat{\rho} \frac{\partial}{\partial \rho} + \hat{\phi} \frac{1}{\rho} \frac{\partial}{\partial \phi}, \quad \nabla^2_T = \frac{\partial}{\partial \rho} \left( \frac{\rho}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2}{\partial \phi^2}
\]

(9.1.22)

The Helmholtz equations (9.1.19) now read:

\[

\begin{align*}
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial E_z}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 E_z}{\partial \phi^2} + k_0^2 E_z &= 0 \\
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial H_z}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 H_z}{\partial \phi^2} + k_0^2 H_z &= 0
\end{align*}
\]  

(9.1.23)

Noting that \( \hat{z} \times \hat{\rho} = \hat{\phi} \) and \( \hat{z} \times \hat{\phi} = -\hat{\rho} \), we obtain:

\[

\hat{z} \times \nabla_T H_z = \hat{\phi} (\partial_\rho H_z) - \hat{\rho} \frac{1}{\rho} (\partial_\phi H_z)
\]

The decomposition of a transverse vector is \( E_T = \hat{\rho} E_\rho + \hat{\phi} E_\phi \). The cylindrical coordinates version of (9.1.16) are:

\[

\begin{align*}
E_\rho &= -\frac{j \beta}{k_c} (\partial_\rho E_z - \eta TM \frac{1}{\rho} \partial_\phi H_z) \\
E_\phi &= -\frac{j \beta}{k_c} (\frac{1}{\rho} \partial_\phi E_z + \eta TM \partial_\rho H_z)
\end{align*}
\]

(9.1.24)

For either coordinate system, the equations for \( H_T \) may be obtained from those of \( E_T \) by a so-called duality transformation, that is, making the substitutions:

\[

E \rightarrow H, \quad H \rightarrow -E, \quad \epsilon \rightarrow \mu, \quad \mu \rightarrow \epsilon \quad \text{(duality transformation)}
\]

(9.1.25)

These imply that \( \eta \rightarrow \eta^{-1} \) and \( \eta_{TM} \rightarrow \eta_{TM}^{-1} \). Duality is discussed in greater detail in Sec. 18.2.

**9.2 Power Transfer and Attenuation**

With the field solutions at hand, one can determine the amount of power transmitted along the guide, as well as the transmission losses. The total power carried by the fields along the guide direction is obtained by integrating the \( z \)-component of the Poynting vector over the cross-sectional area of the guide:
9.2. Power Transfer and Attenuation

\[ P_T = \int_s P_z \, dS \quad \text{where} \quad P_z = \frac{1}{2} \text{Re}(E \times H^*) \cdot \hat{z} \quad (9.2.1) \]

It is easily verified that only the transverse components of the fields contribute to the power flow, that is, \( P_z \) can be written in the form:

\[ P_z = \frac{1}{2} \text{Re}(E_T \times H_T^*) \cdot \hat{z} \quad (9.2.2) \]

For waveguides with conducting walls, the transmission losses are due primarily to ohmic losses in (a) the conductors and (b) the dielectric medium filling the space between the conductors and in which the fields propagate. In dielectric waveguides, the losses are due to absorption and scattering by imperfections.

The transmission losses can be quantified by replacing the propagation wavenumber \( \beta \) by its complex-valued version \( \beta_c = \beta - j\alpha \), where \( \alpha \) is the attenuation constant. The \( z \)-dependence of all the field components is replaced by:

\[ e^{-j\beta z} \rightarrow e^{-j\beta_c z} = e^{-(\alpha+j\beta)z} = e^{-\alpha z} e^{-j\beta z} \quad (9.2.3) \]

The quantity \( \alpha \) is the sum of the attenuation constants arising from the various loss mechanisms. For example, if \( \alpha_d \) and \( \alpha_c \) are the attenuations due to the ohmic losses in the dielectric and in the conducting walls, then

\[ \alpha = \alpha_d + \alpha_c \quad (9.2.4) \]

The ohmic losses in the dielectric can be characterized either by its loss tangent, say \( \tan \delta \), or by its conductivity \( \sigma_d \)—the two being related by \( \sigma_d = \omega \tan \delta \). More generally, the effective dielectric constant of the medium may have a negative imaginary part \( \epsilon_I \) that includes both conductive and polarization losses, \( \epsilon(\omega) = \epsilon - j\epsilon_I \), with \( \epsilon_I = \epsilon \tan \delta \). Then, the corresponding complex-valued wavenumber \( \beta_c \) is obtained by the replacement:

\[ \beta = \sqrt{\omega^2 \mu \epsilon - k^2} \rightarrow \beta_c = \sqrt{\omega^2 \mu \epsilon(\omega) - k^2} \]

For weakly lossy dielectrics \( (\epsilon_I \ll \epsilon) \), we may make the approximation:

\[ \beta_c = \sqrt{\omega^2 \mu(\epsilon - j\epsilon_I) - k^2} = \beta \sqrt{1 - j\omega^2 \mu \epsilon_I / \beta^2} = \beta - j\omega^2 \mu \epsilon_I / 2\beta \]

Resulting in the attenuation constant, after setting \( \mu = 1 / c^2 \) and \( \beta c / \omega = \sqrt{1 - \omega^2 / \omega^2} \),

\[ \alpha_d = \frac{\omega^2 \mu \epsilon_I}{2\beta} = \frac{\omega^2 \mu \epsilon_I}{\beta} \tan \delta = \frac{\omega \tan \delta}{2c\sqrt{1 - \omega^2 / \omega^2}} \quad (\text{dielectric losses}) \quad (9.2.5) \]

The conductor losses are more complicated to calculate. In practice, the following approximate procedure is adequate. First, the fields are determined on the assumption that the conductors are perfect.

Second, the magnetic fields on the conductor surfaces are determined and the corresponding induced surface currents are calculated by \( J_s = \hat{n} \times H \), where \( \hat{n} \) is the outward normal to the conductor.

Third, the ohmic losses per unit conductor area are calculated by Eq. (2.8.7). Figure 9.2.1 shows such an infinitesimal conductor area \( dA = dl \, dz \), where \( dl \) is along the cross-sectional periphery of the conductor. Applying Eq. (2.8.7) to this area, we have:

\[ \frac{dP_{\text{loss}}}{dA} = \frac{dP_{\text{loss}}}{dl \, dz} = \frac{1}{2} R_s |J_s|^2 \quad (9.2.6) \]

where \( R_s \) is the surface resistance of the conductor given by Eq. (2.8.4),

\[ R_s = \frac{\omega \mu}{2\sigma} = \eta \frac{\omega \epsilon}{2\sigma} = \frac{1}{\sigma \delta}, \quad \delta = \sqrt{\frac{2}{\omega \mu \sigma}} = \text{skin depth} \quad (9.2.7) \]

Integrating Eq. (9.2.6) around the periphery of the conductor gives the power loss per unit \( z \)-length due to that conductor. Adding similar terms for all the other conductors gives the total power loss per unit \( z \)-length:

\[ P'_z = \int_{C_a}^{C_b} \frac{1}{2} R_s |J_s|^2 \, dl + \int_{C_c}^{C_d} \frac{1}{2} R_s |J_s|^2 \, dl \quad (9.2.8) \]

Fig. 9.2.1 Conductor surface absorbs power from the propagating fields.

where \( C_a \) and \( C_b \) indicate the peripheries of the conductors. Finally, the corresponding attenuation coefficient is calculated from Eq. (2.6.22):

\[ \alpha = \frac{P'_{\text{loss}}}{2P_T} \quad (\text{conductor losses}) \quad (9.2.9) \]

Equations (9.2.1)–(9.2.9) provide a systematic methodology by which to calculate the transmitted power and attenuation losses in waveguides. We will apply it to several examples later on. Eq. (9.2.9) applies also to the dielectric losses so that in general \( P'_{\text{loss}} \) arises from two parts, one due to the dielectric and one due to the conducting walls,

\[ \alpha = \frac{P'_{\text{loss}}}{2P_T} = \frac{P'_{\text{die}} + P'_{\text{cond}}}{2P_T} = \alpha_d + \alpha_c \quad (\text{attenuation constant}) \quad (9.2.10) \]
9.3. TEM, TE, and TM modes

Eq. (9.2.5) for $\alpha_d$ can also be derived directly from Eq. (9.2.10) by applying it separately to the TE and TM modes. We recall from Eq. (1.9.6) that the losses per unit volume in a dielectric medium, arising from both a conduction and polarization current, $J_{tot} = J + j\omega D$, are given by,

$$\frac{dP_{loss}}{dv} = \frac{1}{2} \text{Re} \left[ J_{tot} \cdot E^* \right] = \frac{1}{2} \omega \epsilon_l |E\cdot E^*|$$

Integrating over the cross-sectional area of the guide gives the dielectric loss per unit waveguide length (i.e., $z$-length),

$$P'_{\text{dil}} = \frac{1}{2} \omega \epsilon_l \int_S |E|^2 dS$$

Applying this to the TE case, we find,

$$P'_{\text{dil}} = \frac{1}{2} \omega \epsilon_l \int_S |E|^2 dS = \frac{1}{2} \omega \epsilon_l \int_S |E_{z}|^2 dS$$

$$P_T = \frac{1}{2} \omega \epsilon_l \int_S |E_{z}|^2 dS = \frac{1}{2} \omega \epsilon_l \int_S |E_x|^2 dS$$

$$\alpha_d = \frac{P'_{\text{dil}}}{2P_T} = \frac{\omega^2 \mu \epsilon_l}{2\beta}$$

The TM case is a bit more involved. Using Eq. (9.13.1) from Problem 9.11, we find, after using the result, $\beta^2 + k_z^2 = \omega^2 \mu \epsilon$,

$$P'_{\text{dil}} = \frac{1}{2} \omega \epsilon_l \int_S |E|^2 dS = \frac{1}{2} \omega \epsilon_l \int_S \left[ |E_{z}|^2 + |E_{T}|^2 \right] dS$$

$$= \frac{1}{2} \omega \epsilon l \int_S \left[ |E_{z}|^2 + \frac{\beta^2}{k_z^2} \nabla_T E_{z}^2 \right] dS = \frac{1}{2} \omega \epsilon l \left( 1 + \frac{\beta^2}{k_z^2} \right) \int_S |E_{z}|^2 dS$$

$$P_T = \frac{1}{2\eta_{TM}} \int_S |E_{T}|^2 dS = \frac{\omega \epsilon l}{2\beta} \int_S \beta |\nabla_T E_{z}|^2 dS = \frac{\omega \epsilon l \beta}{2k_z^2} \int_S |E_{z}|^2 dS$$

$$\alpha_d = \frac{P'_{\text{dil}}}{2P_T} = \frac{1}{2} \left( 1 + \frac{\beta^2}{k_z^2} \right) \frac{\omega \epsilon l}{2\beta} = \frac{\omega^2 \mu \epsilon l}{\beta}$$

9.3 TEM, TE, and TM modes

The general solution described by Eqs. (9.1.16) and (9.1.19) is a hybrid solution with non-zero $E_z$ and $H_z$ components. Here, we look at the specialized forms of these equations in the cases of TEM, TE, and TM modes.

One common property of all three types of modes is that the transverse fields $E_T$, $H_T$ are related to each other in the same way as in the case of uniform plane waves propagating in the $z$-direction, that is, they are perpendicular to each other, their cross-product points in the $z$-direction, and they satisfy:

$$H_T = \frac{1}{\eta} \hat{z} \times E_T$$

where $\eta$ is the transverse impedance of the particular mode type, that is, $\eta, \eta_{TE}, \eta_{TM}$ in the TEM, TE, and TM cases.

Because of Eq. (9.3.1), the power flow per unit cross-sectional area described by the Poynting vector $P_z$ of Eq. (9.2.2) takes the simple form in all three cases:

$$P_z = \frac{1}{2} \text{Re} (E_T \times H_T^*) \cdot \hat{z} = \frac{1}{2 \eta} |E_T|^2 = \frac{1}{2} \eta |H_T|^2$$

**TEM modes**

In TEM modes, both $E_z$ and $H_z$ vanish, and the fields are fully transverse. One can set $E_z = H_z = 0$ in Maxwell equations (9.1.5), or equivalently in (9.1.16), or in (9.1.17).

From any point view, one obtains the condition $k_z^2 = 0$, or $\omega = \beta c$. For example, if $z$-dependence is considered, $\eta_{TM}$, which by virtue of Eq. (9.1.13) implies $\omega = \beta c$. It also implies that $\eta_{TM}$ must both be equal to the medium impedance $\eta$. Thus, the electric and magnetic fields satisfy:

$$H_T = \frac{1}{\eta} \hat{z} \times E_T$$

These are the same as in the case of a uniform plane wave, except here the fields are not uniform and may have a non-trivial $x, y$ dependence. The electric field $E_T$ is determined from the rest of Maxwell’s equations (9.1.5), which read:

$$\nabla \times E_T = 0$$

$$\nabla \cdot E_T = 0$$

These are recognized as the field equations of an equivalent two-dimensional electrostatic problem. Once this electrostatic solution is found, $E_T (x, y)$, the magnetic field is constructed from Eq. (9.3.3). The time-varying propagating fields will be given by Eq. (9.1.11), with $\omega = \beta c$. (For backward moving fields, replace $\beta$ by $-\beta$.)

We explore this electrostatic point of view further in Sec. 11.1 and discuss the cases of the coaxial, two-wire, and strip lines. Because of the relationship between $E_T$ and $H_T$, the Poynting vector $P_z$ of Eq. (9.2.2) will be:

$$P_z = \frac{1}{2} \text{Re} (E_T \times H_T^*) \cdot \hat{z} = \frac{1}{2 \eta} |E_T|^2 = \frac{1}{2} \eta |H_T|^2$$
9.3 TEM, TE, and TM modes

**TE modes**

TE modes are characterized by the conditions $E_z = 0$ and $H_z \neq 0$. It follows from the second of Eqs. (9.1.17) that $E_T$ is completely determined from $H_T$, that is, $E_T = \eta_{TE} H_T \times \hat{z}$.

The field $H_T$ is determined from the second of (9.1.16). Thus, all field components for TE modes are obtained from the equations:

\[
\nabla^2 H_z + k_c^2 H_z = 0 \\
H_T = \frac{j\beta}{k_c^2} \nabla_T H_z \\
E_T = \eta_{TE} H_T \times \hat{z}
\]  

(TE modes)  

(9.3.6)

The relationship of $E_T$ and $H_T$ is identical to that of uniform plane waves propagating in the $z$-direction, except the wave impedance is now $\eta_{TE}$. The Poynting vector takes the form:

\[
P_z = \frac{1}{2} \Re(E_T \times H_T^T) \cdot \hat{z} = \frac{1}{2} \eta_{TE} |H_T|^2 = \frac{1}{2} \eta_{TE} \frac{\beta^2}{k_c^4} |\nabla_T H_z|^2
\]  

(9.3.7)

The cartesian coordinate version of Eq. (9.3.6) is:

\[
(\partial_x^2 + \partial_y^2) H_z + k_c^2 H_z = 0 \\
H_x = -\frac{j\beta}{k_c^2} \partial_x H_z, \quad H_y = -\frac{j\beta}{k_c^2} \partial_y H_z \\
E_x = \eta_{TE} H_T, \quad E_y = -\eta_{TE} H_S
\]  

(9.3.8)

And, the cylindrical coordinate version:

\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial H_z}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 H_z}{\partial \phi^2} + k_c^2 H_z = 0 \\
H_\rho = -\frac{j\beta}{k_c^2} \partial_\rho H_z, \quad H_\phi = \frac{j\beta}{k_c^2} \frac{1}{\rho} \partial_\phi H_z \\
E_\rho = \eta_{TE} H_\phi, \quad E_\phi = -\eta_{TE} H_\rho
\]  

(9.3.9)

where we used $H_T \times \hat{z} = (\hat{\rho} H_\rho + \hat{\phi} H_\phi) \times \hat{z} = -\hat{\phi} H_\rho + \hat{\rho} H_\phi$.

**TM modes**

TM modes have $H_x = 0$ and $E_x \neq 0$. It follows from the first of Eqs. (9.1.17) that $H_T$ is completely determined from $E_T$, that is, $H_T = \eta_{TM} \hat{z} \times E_T$. The field $E_T$ is determined from the first of (9.1.16), so that all field components for TM modes are obtained from the following equations, which are dual to the TE equations (9.3.6):

\[
\nabla^2 E_z + k_c^2 E_z = 0 \\
E_T = -\frac{j\beta}{k_c^2} \nabla_T E_z \\
H_T = \frac{1}{\eta_{TM}} \hat{z} \times E_T
\]  

(TM modes)  

(9.3.10)

Again, the relationship of $E_T$ and $H_T$ is identical to that of uniform plane waves propagating in the $z$-direction, but the wave impedance is now $\eta_{TM}$. The Poynting vector takes the form:

\[
P_z = \frac{1}{2} \Re(E_T \times H_T^T) \cdot \hat{z} = \frac{1}{2} \eta_{TM} |E_T|^2 = \frac{1}{2} \eta_{TM} \frac{\beta^2}{k_c^4} |\nabla_T E_z|^2
\]  

(9.3.11)

**9.4 Rectangular Waveguides**

Next, we discuss in detail the case of a rectangular hollow waveguide with conducting walls, as shown in Fig. 9.4.1. Without loss of generality, we may assume that the lengths $a, b$ of the inner sides satisfy $b \leq a$. The guide is typically filled with air, but any other dielectric material $\epsilon, \mu$ may be assumed.

![Fig. 9.4.1 Rectangular waveguide.](image)

The simplest and dominant propagation mode is the so-called TE\text{10} mode and depends only on the $x$-coordinate (of the longest side.) Therefore, we begin by looking for solutions of Eq. (9.3.8) that depend only on $x$. In this case, the Helmholtz equation reduces to:

\[
\partial_x^2 H_z(x) + k_c^2 H_z(x) = 0
\]

(9.4.1)

The most general solution is a linear combination of $\cos k_c x$ and $\sin k_c x$. However, only the former will satisfy the boundary conditions. Therefore, the solution is:

\[
H_z(x) = H_0 \cos k_c x
\]

(9.4.1)

where $H_0$ is a (complex-valued) constant. Because there is no $y$-dependence, it follows from Eq. (9.3.8) that $\partial_y H_z = 0$, and hence $H_y = 0$ and $E_y = 0$. It also follows that:

\[
H_x(x) = -\frac{j\beta}{k_c^2} \partial_x H_z = -\frac{j\beta}{k_c^2} (-k_c) H_0 \sin k_c x = \frac{j\beta}{k_c} H_0 \sin k_c x = H_1 \sin k_c x
\]
Then, the corresponding electric field will be:

\[ E_y(x) = -\eta_{TE} H_x(x) = -\eta_{TE} \frac{j \beta}{k_c} H_0 \sin k_c x = E_0 \sin k_c x \]

where we defined the constants:

\[ H_1 = \frac{j \beta}{k_c} H_0 \]
\[ E_0 = -\eta_{TE} H_1 = -\eta_{TE} \frac{j \beta}{k_c} H_0 = -j \eta \frac{\omega}{\omega_c} H_0 \]

where we used \( \eta_{TE} = \eta \omega / \beta c \).

In summary, the non-zero field components are:

\[
\begin{align*}
H_x(x) &= H_0 \cos k_c x \\
E_y(x) &= H_0 \sin k_c x \\
E_y(x) &= E_0 \sin k_c x
\end{align*}
\]

Fig. 9.4.2 Electric field inside a rectangular waveguide.

**9.5 \ Higher TE and TM modes**

To construct higher modes, we look for solutions of the Helmholtz equation that are factorable in their \( x \) and \( y \) dependence:

\[ H_x(x, y) = F(x) G(y) \]

Then, Eq. (9.3.8) becomes:

\[ F''(x) G(y) + F(x) G''(y) + k_x^2 F(x) G(y) = 0 \quad \Rightarrow \quad \frac{F''(x)}{F(x)} + \frac{G''(y)}{G(y)} + k_x^2 = 0 \quad (9.5.1) \]

Because these must be valid for all \( x, y \) (inside the guide), the \( F \)- and \( G \)-terms must be constants, independent of \( x \) and \( y \). Thus, we write:

\[ F''(x) + k_x^2 F(x) = 0, \quad G''(y) + k_y^2 G(y) = 0 \quad (9.5.2) \]

where the constants \( k_x^2 \) and \( k_y^2 \) are constrained from Eq. (9.5.1) to satisfy:

\[ k_x^2 = \frac{k_y^2}{k_x^2 + k_y^2} \quad (9.5.3) \]

The most general solutions of (9.5.2) that will satisfy the TE boundary conditions are \( \cos k_x x \) and \( \cos k_y y \). Thus, the longitudinal magnetic field will be:

\[ H_z(x, y) = H_0 \cos k_x x \cos k_y y \quad (9.5.4) \]

It then follows from the rest of the equations (9.3.8) that:

\[
\begin{align*}
H_x(x, y) &= H_1 \sin k_x x \cos k_y y \\
E_y(x, y) &= E_0 \sin k_x x \cos k_y y \\
E_x(x, y) &= E_1 \cos k_x x \sin k_y y \\
E_z(x, y) &= E_2 \sin k_x x \cos k_y y
\end{align*}
\]

where we defined the constants:

\[ H_1 = \frac{j \beta k_x}{k_x^2} H_0, \quad H_2 = \frac{j \beta k_y}{k_y^2} H_0 \]
\[ E_1 = \eta_{TE} H_2 = j \eta \frac{\omega k_y}{\omega_c k_c} H_0, \quad E_2 = -\eta_{TE} H_1 = -j \eta \frac{\omega k_x}{\omega_c k_c} H_0 \]
9.5. Higher TE and TM modes

The boundary conditions are that $E_y$ vanish on the right wall, $x = a$, and that $E_x$ vanish on the top wall, $y = b$, that is,

$$E_y(a,y) = E_{0y} \sin k_x a \cos k_y y = 0, \quad E_x(x,b) = E_{0x} \cos k_x x \sin k_y b = 0$$

The conditions require that $k_x a$ and $k_y b$ be integral multiples of $\pi$:

$$k_x a = n\pi, \quad k_y b = m\pi \Rightarrow k_x = \frac{n\pi}{a}, \quad k_y = \frac{m\pi}{b} \quad (9.5.6)$$

These correspond to the TE$_{nm}$ modes. Thus, the cutoff wavenumbers of these modes $k_c = \sqrt{k_x^2 + k_y^2}$ take on the quantized values:

$$k_c = \sqrt{\left(\frac{n\pi}{a}\right)^2 + \left(\frac{m\pi}{b}\right)^2} \quad (\text{TE}_\text{nm} \text{ modes}) \quad (9.5.7)$$

The cutoff frequencies $f_{nm} = \omega_c/2\pi = ck_c/2\pi$ and wavelengths $\lambda_{nm} = c/f_{nm}$ are:

$$f_{nm} = c \sqrt{\left(\frac{n}{2a}\right)^2 + \left(\frac{m}{2b}\right)^2}, \quad \lambda_{nm} = \frac{1}{\sqrt{\left(\frac{n}{2a}\right)^2 + \left(\frac{m}{2b}\right)^2}} \quad (9.5.8)$$

The TE$_{0m}$ modes are similar to the TE$_{n0}$ modes, but with $x$ and $a$ replaced by $y$ and $b$. The family of TM modes can also be constructed in a similar fashion from Eq. (9.3.10). Assuming $E_z(x,y) = F(x)G(y)$, we obtain the same equations (9.5.2). Because $E_z$ is parallel to all walls, we must now choose the solutions $\sin k_x$ and $\sin k_y$. Thus, the longitudinal electric fields is:

$$E_z(x,y) = E_0 \sin k_x x \sin k_y y \quad (\text{TM}_\text{nm} \text{ modes}) \quad (9.5.9)$$

The rest of the field components can be worked out from Eq. (9.3.10) and one finds that they are given by the same expressions as (9.5.5), except now the constants are determined in terms of $E_0$:

$$E_1 = \frac{j\beta k_x}{k_z^2} E_0, \quad E_2 = \frac{-j\beta k_y}{k_z^2} E_0$$

$$H_1 = -\frac{1}{\eta_{TM}} E_2 = \frac{j\omega k_x}{\omega c k_x \eta} E_0, \quad H_2 = \frac{1}{\eta_{TM}} E_1 = \frac{j\omega k_x}{\omega c k_x \eta} H_0$$

where we used $\eta_{TM} = \eta_{BC}/\omega$. The boundary conditions on $E_x, E_y$ are the same as before, and in addition, we must require that $E_z$ vanish on all walls.

These conditions imply that $k_x, k_y$ will be given by Eq. (9.5.6), except both $n$ and $m$ must be non-zero (otherwise $E_z$ would vanish identically.) Thus, the cutoff frequencies and wavelengths are the same as in Eq. (9.5.8).

Waveguide modes can be excited by inserting small probes at the beginning of the waveguide. The probes are chosen to generate an electric field that resembles the field of the desired mode.

9.6 Operating Bandwidth

All waveguiding systems are operated in a frequency range that ensures that only the lowest mode can propagate. If several modes can propagate simultaneously, one has no control over which modes will actually be carrying the transmitted signal. This may cause undue amounts of dispersion, distortion, and erratic operation.

A mode with cutoff frequency $\omega_c$ will propagate only if its frequency is $\omega \geq \omega_c$, or $\lambda \leq \lambda_c$. If $\omega < \omega_c$, the wave will attenuate exponentially along the guide direction. This follows from the $\omega, \beta$ relationship (9.1.10):

$$\omega^2 = \omega_c^2 + \beta^2 c^2 \Rightarrow \beta^2 = \frac{\omega^2 - \omega_c^2}{c^2}$$

If $\omega \geq \omega_c$, the wavenumber $\beta$ is real-valued and the wave will propagate. But if $\omega < \omega_c$, $\beta$ becomes imaginary, say, $\beta = -j\alpha$, and the wave will attenuate in the $z$-direction, with a penetration depth $\delta = 1/\alpha$:

$$e^{-j\beta z} = e^{-\alpha z}$$

If the frequency $\omega$ is greater than the cutoff frequencies of several modes, then all of these modes can propagate. Conversely, if $\omega$ is less than all cutoff frequencies, then none of the modes can propagate.

If we arrange the cutoff frequencies in increasing order, $\omega_{c1} < \omega_{c2} < \omega_{c3} < \cdots$, then, to ensure single-mode operation, the frequency must be restricted to the interval $\omega_{c1} < \omega < \omega_{c2}$, so that only the lowest mode will propagate. This interval defines the operating bandwidth of the guide.

These remarks apply to all waveguiding systems, not just hollow conducting waveguides. For example, in coaxial cables the lowest mode is the TEM mode having no cutoff frequency, $\omega_{c1} = 0$. However, TE and TM modes with non-zero cutoff frequencies do exist and place an upper limit on the usable bandwidth of the TEM mode. Similarly, in optical fibers, the lowest mode has no cutoff, and the single-mode bandwidth is determined by the next cutoff frequency.

In rectangular waveguides, the smallest cutoff frequencies are $f_{10} = c/2a$, $f_{20} = c/a = 2f_{10}$, and $f_{01} = c/2b$. Because we assumed that $b \leq a$, it follows that always $f_{10} \leq f_{01}$. If $b \leq a/2$, then $1/a \leq 1/2b$ and therefore, $f_{20} \leq f_{01}$, so that the two lowest cutoff frequencies are $f_{10}$ and $f_{20}$.

On the other hand, if $a/2 \leq b \leq a$, then $f_{01} \leq f_{20}$ and the two smallest frequencies are $f_{10}$ and $f_{01}$ (except when $b = a$, in which case $f_{01} = f_{10}$ and the smallest frequencies are $f_{10}$ and $f_{20}$.) The two cases $b \geq a/2$ and $b \leq a/2$ are depicted in Fig. 9.6.1.

It is evident from this figure that in order to achieve the widest possible usable bandwidth for the TE$_{10}$ mode, the guide dimensions must satisfy $b \leq a/2$ so that the bandwidth is the interval $[f_{10}, 2f_{10}]$, where $f_{10} = c/2a$. In terms of the wavelength $\lambda = c/f$, the operating bandwidth becomes: $0.5 \leq a/\lambda \leq 1$, or, $a \leq \lambda \leq 2a$.

We will see later that the total amount of transmitted power in this mode is proportional to the cross-sectional area of the guide, $ab$. Thus, if in addition to having the

---

1Murphy’s law for waveguides states that “if a mode can propagate, it will.”
9.7 Power Transfer, Energy Density, and Group Velocity

Table 9.6.1 lists some standard air-filled rectangular waveguides with their naming designations, inner side dimensions $a, b$ in inches, cutoff frequencies in GHz, minimum and maximum recommended operating frequencies in GHz, power ratings, and attenuations in dB/m (the power ratings and attenuations are representative over each operating band.) We have chosen one example from each microwave band.

![Diagram of waveguides](image)

Table 9.6.1 Characteristics of some standard air-filled rectangular waveguides.

<table>
<thead>
<tr>
<th>name</th>
<th>$a$</th>
<th>$b$</th>
<th>$f_c$</th>
<th>$f_{min}$</th>
<th>$f_{max}$</th>
<th>band</th>
<th>$p$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WR-510</td>
<td>5.10</td>
<td>2.55</td>
<td>1.16</td>
<td>1.45</td>
<td>2.20</td>
<td>L</td>
<td>9 MW</td>
<td>0.007</td>
</tr>
<tr>
<td>WR-284</td>
<td>2.84</td>
<td>1.34</td>
<td>2.08</td>
<td>2.60</td>
<td>3.95</td>
<td>S</td>
<td>2.7 MW</td>
<td>0.019</td>
</tr>
<tr>
<td>WR-159</td>
<td>1.59</td>
<td>0.795</td>
<td>3.71</td>
<td>4.64</td>
<td>7.05</td>
<td>C</td>
<td>0.9 MW</td>
<td>0.043</td>
</tr>
<tr>
<td>WR-90</td>
<td>0.90</td>
<td>0.40</td>
<td>6.56</td>
<td>8.20</td>
<td>12.50</td>
<td>X</td>
<td>250 kW</td>
<td>0.110</td>
</tr>
<tr>
<td>WR-62</td>
<td>0.622</td>
<td>0.311</td>
<td>9.49</td>
<td>11.90</td>
<td>18.00</td>
<td>Ku</td>
<td>140 kW</td>
<td>0.176</td>
</tr>
<tr>
<td>WR-42</td>
<td>0.42</td>
<td>0.17</td>
<td>14.05</td>
<td>17.60</td>
<td>26.70</td>
<td>K</td>
<td>50 kW</td>
<td>0.370</td>
</tr>
<tr>
<td>WR-28</td>
<td>0.28</td>
<td>0.14</td>
<td>21.08</td>
<td>26.40</td>
<td>40.00</td>
<td>Ka</td>
<td>27 kW</td>
<td>0.583</td>
</tr>
<tr>
<td>WR-15</td>
<td>0.148</td>
<td>0.074</td>
<td>39.87</td>
<td>49.80</td>
<td>75.80</td>
<td>V</td>
<td>7.5 kW</td>
<td>1.52</td>
</tr>
<tr>
<td>WR-10</td>
<td>0.10</td>
<td>0.05</td>
<td>59.01</td>
<td>73.80</td>
<td>112.00</td>
<td>W</td>
<td>3.5 kW</td>
<td>2.74</td>
</tr>
</tbody>
</table>

9.7 Power Transfer, Energy Density, and Group Velocity

Next, we calculate the time-averaged power transmitted in the TE$_{10}$ mode. We also calculate the energy density of the fields and determine the velocity by which electromagnetic energy flows down the guide and show that it is equal to the group velocity. We recall that the non-zero field components are:

$$
H_x(x) = H_0 \cos k_c x, \quad H_z(x) = H_1 \sin k_c x, \quad E_y(x) = E_0 \sin k_c x
$$

where

$$
H_1 = \frac{j\beta}{k_c} H_0, \quad E_0 = -\eta \frac{\omega}{\omega_c} H_0
$$

The Poynting vector is obtained from the general result of Eq. (9.3.7):

$$
P_z = \frac{1}{2\eta_c} |E_T|^2 = \frac{1}{2\eta_c} |E_T(x)|^2 = \frac{1}{2\eta_c} |E_0|^2 \sin^2 k_c x
$$

The transmitted power is obtained by integrating $P_z$ over the cross-sectional area of the guide:

$$
P_T = \int_0^a \int_0^b \frac{1}{2\eta_c} |E_0|^2 \sin^2 k_c x \, dx \, dy
$$

Noting the definite integral,

$$
\int_0^a \sin^2 k_c x \, dx = \int_0^a \sin^2 \left(\frac{\pi x}{a}\right) \, dx = \frac{a}{2}
$$

and using $\eta_c = \eta / \beta c = \eta / \sqrt{1 - \omega^2 / \omega_c^2}$, we obtain:

$$
P_T = \frac{1}{4\eta^2} |E_0|^2 ab = \frac{1}{4\eta^2} |E_0|^2 ab \sqrt{1 - \frac{\omega^2}{\omega_c^2}}
$$

(9.7.4) (transmitted power)

We may also calculate the distribution of electromagnetic energy along the guide, as measured by the time-averaged energy density. The energy densities of the electric and magnetic fields are:

$$
w_e = \frac{1}{2} \Re \left( \frac{1}{2} \varepsilon E \cdot E^* \right) = \frac{1}{4} \varepsilon |E|^2
$$

$$
w_m = \frac{1}{2} \Re \left( \frac{1}{2} \mu H \cdot H^* \right) = \frac{1}{4} \mu (|H|^2 + |E|^2)
$$

Inserting the expressions for the fields, we find:

$$
w_e = \frac{1}{4} \varepsilon |E_0|^2 \sin^2 k_c x, \quad w_m = \frac{1}{4} \mu (|H_0|^2 \sin^2 k_c x + |H_0|^2 \cos^2 k_c x)
$$

Because these quantities represent the energy per unit volume, if we integrate them over the cross-sectional area of the guide, we will obtain the energy distributions per unit z-length. Using the integral (9.7.3) and an identical one for the cosine case, we find:

$$
W_e' = \int_0^a \int_0^b w_e(x,y) \, dx \, dy = \int_0^a \int_0^b \frac{1}{4} \varepsilon |E_0|^2 \sin^2 k_c x \, dx \, dy = \frac{1}{8} \varepsilon |E_0|^2 ab
$$

$$
W_m' = \int_0^a \int_0^b \frac{1}{4} \mu (|H_1|^2 \sin^2 k_c x + |H_0|^2 \cos^2 k_c x) \, dx \, dy = \frac{1}{8} \mu (|H_1|^2 + |H_0|^2) ab
$$
9.8. Power Attenuation

Although these expressions look different, they are actually equal, \( W'_e = W''_m \). Indeed, using the property \( \beta^2/k_z^2 + 1 = (\beta^2 + k_z^2)/k_z^2 = k^2/k_z^2 = \omega^2/\omega_z^2 \) and the relationships between the constants in (9.7.1), we find:

\[
\mu(\{|H_s|^2 + |H_0|^2\}) = \mu(\{|H_0|^2 + |H_0|^2\}) = \mu |H_0|^2 \frac{\omega^2}{\omega_z^2} = \frac{\mu}{\eta^2} |E_0|^2 = c |E_0|^2
\]

The equality of the electric and magnetic energies is a general property of waveguiding systems. We also encountered it in Sec. 2.3 for uniform plane waves. The total energy density per unit length will be:

\[
W' = W'_e + W''_m = 2W'_e = \frac{1}{4} c |E_0|^2 ab \tag{9.7.5}
\]

According to the general relationship between flux, density, and transport velocity given in Eq. (1.6.2), the energy transport velocity will be the ratio \( v_{en} = P_T/W' \). Using Eqs. (9.7.4) and (9.7.5) and noting that \( 1/\eta c = 1/\sqrt{\mu c} = c \), we find:

\[
v_{en} = \frac{P_T}{W'} = c \sqrt{1 - \frac{\omega_z^2}{\omega^2}} \quad \text{(energy transport velocity)} \tag{9.7.6}
\]

This is equal to the group velocity of the propagating mode. For any dispersion relationship between \( \omega \) and \( \beta \), the group and phase velocities are defined by

\[
v_{gr} = \frac{d\omega}{d\beta}, \quad v_{ph} = \frac{\omega}{\beta} \quad \text{(group and phase velocities)} \tag{9.7.7}
\]

For uniform plane waves and TEM transmission lines, we have \( \omega = \beta c \), so that \( v_{gr} = v_{ph} = c \). For a rectangular waveguide, we have \( \omega^2 = \omega_z^2 + \beta^2 c^2 \). Taking differentials of both sides, we find \( 2\omega d\omega = 2c^2 \beta d\beta \), which gives:

\[
v_{gr} = \frac{d\omega}{d\beta} = \frac{\beta c^2}{\omega} = c \sqrt{1 - \frac{\omega_z^2}{\omega^2}} \tag{9.7.8}
\]

where we used Eq. (9.1.10). Thus, the energy transport velocity is equal to the group velocity, \( v_{en} = v_{gr} \). We note that \( v_{gr} = \beta c^2/\omega = c^2/v_{ph} \), or

\[
v_{gr} v_{ph} = c^2 \tag{9.7.9}
\]

The energy or group velocity satisfies \( v_{gr} \leq c \), whereas \( v_{ph} \leq c \). Information transmission down the guide is by the group velocity and, consistent with the theory of relativity, it is less than \( c \).

9.8 Power Attenuation

In this section, we calculate the attenuation coefficient due to the ohmic losses of the conducting walls following the procedure outlined in Sec. 9.2. The losses due to the filling dielectric can be determined from Eq. (9.2.5).

The field expressions (9.4.3) were derived assuming the boundary conditions for perfectly conducting wall surfaces. The induced surface currents on the inner walls of the waveguide are given by \( J_s = \hat{n} \times H \), where the unit vector \( \hat{n} \) is \( \pm \hat{x} \) and \( \pm \hat{y} \) on the left/right and bottom/top walls, respectively.

The current expressions and tangential magnetic fields are shown in Fig. 9.8.1. In particular, on the bottom and top walls, we have:

\[
J_s = \pm \hat{y} \times H = \pm \hat{y} \times (\hat{x} H_x + \hat{z} H_z) = \pm (\pm \hat{x} H_x + \hat{z} H_z) = \pm (-\hat{x} H_x + \hat{z} H_z) = \pm (\pm \hat{x} \sin k_c x + \pm \hat{z} H_0 \cos k_c x)
\]

Similarly, on the left and right walls:

\[
J_s = \pm \hat{x} \times H = \pm \hat{x} \times (\hat{y} H_y + \hat{z} H_z) = \mp \hat{y} H_z = \pm \hat{x} H_0 \cos k_c x
\]

At \( x = 0 \) and \( x = a \), this gives \( J_s = \mp \hat{y} \) (\( H_0 \)) = \( \mp \hat{y} H_0 \). Thus, the magnitudes of the surface currents are on the four walls:

\[
|J_s|^2 = \begin{cases} |H_0|^2, & (left \ and \ right \ walls) \\
|H_0|^2 \cos^2 k_c x + |H_1|^2 \sin^2 k_c x, & (top \ and \ bottom \ walls) \end{cases}
\]

The power loss per unit \( z \)-length is obtained from Eq. (9.2.8) by integrating \( |J_s|^2 \) around the four walls, that is,

\[
P_{loss}' = 2 \int_0^a |J_s|^2 dx + 2 \int_0^b |J_s|^2 dy
\]

\[
= R_s \int_0^a (|H_0|^2 \cos^2 k_c x + |H_1|^2 \sin^2 k_c x) dx + R_s \int_0^b (|H_0|^2 \cos^2 k_c x + |H_1|^2 \sin^2 k_c x) dx
\]

\[
= R_s \frac{a}{2} (|H_0|^2 + |H_1|^2) + R_s b |H_0|^2 = R_s \frac{a}{2} (|H_0|^2 + |H_1|^2 + \frac{2b}{a} |H_0|^2)
\]

Using \( |H_0|^2 + |H_1|^2 = |E_0|^2/\eta^2 \) from Sec. 9.7, and \( |H_0|^2 = (|E_0|^2/\eta^2) \omega_z^2/\omega^2 \), which follows from Eq. (9.4.2), we obtain:

\[
P_{loss}' = \frac{R_s a |E_0|^2}{2 \eta^2} \left( 1 + \frac{2b \omega_z^2}{a \omega^2} \right)
\]

The attenuation constant is computed from Eqs. (9.2.9) and (9.7.4):
\[ \alpha_c = \frac{P'_{\text{loss}}}{2P_T} = \frac{R_s a|E_0|^2}{2\eta^2} \left( 1 + \frac{2b \omega_c^2}{a \omega^2} \right) \]

which gives:

\[ \alpha_c = \frac{R_s}{\eta b} \left( 1 + \frac{2b \omega_c^2}{a \omega^2} \right) \sqrt{1 - \frac{\omega_c^2}{\omega^2}} \]  

(attenuation of TE_{10} mode)  

(9.8.1)

This is in units of nepers/m. Its value in dB/m is obtained by \( \alpha_{\text{dB}} = 8.686 \alpha_c \). For a given ratio \( a/b \), \( \alpha_c \) increases with decreasing \( b \), thus the smaller the guide dimensions, the larger the attenuation. This trend is noted in Table 9.6.1.

The main tradeoffs in a waveguiding system are that as the operating frequency \( f \) increases, the dimensions of the guide must decrease in order to maintain the operating band \( f_c \leq f \leq 2f_c \), but then the attenuation increases and the transmitted power decreases as it is proportional to the guide’s area.

**Example 9.8.1:** Design a rectangular air-filled waveguide to be operated at 5 GHz, then, redesign it to be operated at 10 GHz. The operating frequency must lie in the middle of the operating band. Calculate the guide dimensions, the attenuation constant in dB/m, and the maximum transmitted power assuming the maximum electric field is one-half of the dielectric strength of air. Assume copper walls with conductivity \( \sigma = 5.8 \times 10^7 \) S/m.

**Solution:** If \( f \) is in the middle of the operating band, \( f_c \leq f \leq 2f_c \), where \( f_c = c/2a \), then \( f = 1.5f_c = 0.75c/a \). Solving for \( a \), we find

\[ a = \frac{0.75c}{f} = \frac{0.75 \times 30 \times 10^9 \text{ cm}}{5} = 4.5 \text{ cm} \]

For maximum power transfer, we require \( b = a/2 = 2.25 \text{ cm} \). Because \( \omega = 1.5 \omega_c \), we have \( \omega_0/\omega = 2/3 \). Then, Eq. (9.8.1) gives \( \alpha_c = 0.037 \text{ dB/m} \). The dielectric strength of air is 3 MV/m. Thus, the maximum allowed electric field in the guide is \( E_0 = 1.5 \text{ MV/m} \). Then, Eq. (9.7.4) gives \( P_T = 1.12 \text{ MW} \).

At 10 GHz, because \( f \) is doubled, the guide dimensions are halved, \( a = 2.25 \) and \( b = 1.125 \) cm. Because \( R_s \) depends on \( f \) like \( f^{1/2} \), it will increase by a factor of \( \sqrt{2} \). Then, the factor \( R_s/b \) will increase by a factor of \( 2/\sqrt{2} \). Thus, the attenuation will increase to the value \( \alpha_c = 0.037 \times 2/\sqrt{2} = 0.104 \text{ dB/m} \). Because the area \( ab \) is reduced by a factor of four, so will the power, \( P_T = 1.12/4 = 0.28 \text{ MW} = 280 \text{ kW} \).

The results of these two cases are consistent with the values quoted in Table 9.6.1 for the C-band and X-band waveguides, WR-159 and WR-90.

**Example 9.8.2:** WR-159 Waveguide. Consider the C-band WR-159 air-filled waveguide whose characteristics were listed in Table 9.6.1. Its inner dimensions are \( a = 1.59 \) and \( b = a/2 = 0.795 \text{ inches} \), or, equivalently, \( a = 4.0386 \) and \( b = 2.0193 \) cm.

The cutoff frequency of the TE_{10} mode is \( f_c = c/2a = 3.71 \text{ GHz} \). The maximum operating bandwidth is the interval \([f_c, 2f_c] = [3.71, 7.42] \text{ GHz} \), and the recommended interval is \([4.64, 7.05] \text{ GHz} \).

Assuming copper walls with conductivity \( \sigma = 5.8 \times 10^7 \) S/m, the calculated attenuation constant \( \alpha_c \) from Eq. (9.8.1) is plotted in dB/m versus frequency in Fig. 9.8.2.

**Fig. 9.8.2** Attenuation constant and transmitted power in a WR-159 waveguide.

The power transmitted \( P_T \) is calculated from Eq. (9.7.4) assuming a maximum breakdown voltage of \( E_0 = 1.5 \text{ MV/m} \), which gives a safety factor of two over the dielectric breakdown of air of 3 MV/m. The power in megawatt scales is plotted in Fig. 9.8.2.

Because of the factor \( \sqrt{1 - \omega_c^2/\omega^2} \) in the denominator of \( \alpha_c \) and the numerator of \( P_T \), the attenuation constant becomes very large near the cutoff frequency, while the transmitted power is almost zero. A physical explanation of this behavior is given in the next section.

### 9.9 Reflection Model of Waveguide Propagation

An intuitive model for the TE_{10} mode can be derived by considering a TE-polarized uniform plane wave propagating in the \( z \)-direction by obliquely bouncing back and forth between the left and right walls of the waveguide, as shown in Fig. 9.9.1.

If \( \theta \) is the angle of incidence, then the incident and reflected (from the right wall) wavevectors will be:

\[ \mathbf{k} = \hat{x} k_x + \hat{z} k_z = \hat{x} k \cos \theta + \hat{z} k \sin \theta \]

\[ \mathbf{k}' = -\hat{x} k_x + \hat{z} k_z = -\hat{x} k \cos \theta + \hat{z} k \sin \theta \]

The electric and magnetic fields will be the sum of an incident and a reflected component of the form:

\[ E = \Psi E_1 e^{-jk \cdot r} + \Phi E'_1 e^{-jk' \cdot r} = \Psi E_1 e^{-jk \cdot r} e^{-jk_0 z} + \Phi E'_1 e^{jk' \cdot x} e^{-jk_0 z} = E_1 + E'_1 \]

\[ H = \frac{1}{\eta} \mathbf{k} \times E_1 + \frac{1}{\eta} \mathbf{k}' \times E'_1 \]
where the electric field was taken to be polarized in the y direction. These field expressions become component-wise:

\[ E_y = (E_1 e^{-jkx} + E_1' e^{jkx}) e^{-jkz} \]

\[ H_x = \frac{1}{\eta} \sin \theta (E_1 e^{-jkx} + E_1' e^{jkx}) e^{-jkz} \]

\[ H_z = \frac{1}{\eta} \cos \theta (E_1 e^{-jkx} - E_1' e^{jkx}) e^{-jkz} \]

The boundary condition on the left wall, \( x = 0 \), requires that \( E_1 + E_1' = 0 \). We may write therefore, \( E_1 = -E_1' = jE_0/2 \). Then, the above expressions simplify into:

\[ E_y = E_0 \sin kx e^{-jkz} \]

\[ H_x = \frac{1}{\eta} \sin \theta E_0 \sin kx e^{-jkz} \]

\[ H_z = \frac{1}{\eta} \cos \theta E_0 \cos kx e^{-jkz} \]

These are identical to Eq. (9.4.3) provided we identify \( \beta \) with \( k_x \) and \( k_c \) with \( k_x \), as shown in Fig. 9.9.1. It follows from the wavevector triangle in the figure that the angle of incidence \( \theta \) will be given by \( \cos \theta = k_x/k = k_c/k \), or,

\[ \cos \theta = \frac{\omega_c}{\omega}, \quad \sin \theta = \sqrt{1 - \left(\frac{\omega_c}{\omega}\right)^2} \]

The ratio of the transverse components, \( -E_y/H_x \), is the transverse impedance, which is recognized to be \( \eta_{TE} \). Indeed, we have:

\[ \eta_{TE} = \frac{E_y}{H_x} = \frac{\eta}{\sin \theta} = \frac{\eta}{\sqrt{1 - \left(\frac{\omega_c}{\omega}\right)^2}} \]

The boundary condition on the right wall requires \( \sin k_xa = 0 \), which gives rise to the same condition as (9.4.4), that is, \( k_xa = n\pi \).

This model clarifies also the meaning of the group velocity. The plane wave is bouncing left and right with the speed of light \( c \). However, the component of this velocity in the \( z \)-direction will be \( v_z = c \sin \theta \). This is equal to the group velocity. Indeed, it follows from Eq. (9.9.3) that:

\[ v_z = c \sin \theta = c \sqrt{1 - \left(\frac{\omega_c}{\omega}\right)^2} = v_{gr} \]

Eq. (9.9.3) implies also that at \( \omega = \omega_c \), we have \( \sin \theta = 0 \), or \( \theta = 0 \), that is, the wave is bouncing left and right at normal incidence, creating a standing wave, and does not propagate towards the \( z \)-direction. Thus, the transmitted power is zero and this also implies, through Eq. (9.2.9), that \( \alpha_c \) will be infinite.

On the other hand, for very large frequencies, \( \omega \gg \omega_c \), the angle \( \theta \) will tend to 90°, causing the wave to zoom through guide almost at the speed of light.

Higher TE and TM modes can also be given similar geometric interpretations in terms of plane waves propagating by bouncing off the waveguide walls [890].

### 9.10 Resonant Cavities

Cavity resonators are metallic enclosures that can trap electromagnetic fields. The boundary conditions on the cavity walls force the fields to exist only at certain quantized resonant frequencies. For highly conducting walls, the resonances are extremely sharp, having a very high Q of the order of 10,000.

Because of their high \( Q \), cavities can be used not only to efficiently store electromagnetic energy at microwave frequencies, but also to act as precise oscillators and to perform precise frequency measurements.

Fig. 9.10.1 shows a rectangular cavity with \( z \)-length equal to \( l \) formed by replacing the sending and receiving ends of a waveguide by metallic walls. A forward-moving wave will bounce back and forth from these walls, resulting in a standing-wave pattern along the \( z \)-direction.

The phase velocity can also be understood geometrically. Indeed, we observe in the rightmost illustration of the above figure that the planes of constant phase are moving obliquely with the speed of light \( c \). From the indicated triangle at points 1, 2, 3, we see that

\[ v_{ph} = c \frac{\sin \theta}{\sin \phi} \]

where the electric field was taken to be polarized in the \( y \) direction. These field expressions become component-wise:

\[ E_y = (E_1 e^{-jkx} + E_1' e^{jkx}) e^{-jkz} \]

\[ H_x = -\frac{1}{\eta} \sin \theta (E_1 e^{-jkx} + E_1' e^{jkx}) e^{-jkz} \]

\[ H_z = \frac{1}{\eta} \cos \phi (E_1 e^{-jkx} - E_1' e^{jkx}) e^{-jkz} \]

The ratio of the transverse components, \( -E_y/H_x \), is the transverse impedance, which is recognized to be \( \eta_{TE} \). Indeed, we have:

\[ \eta_{TE} = \frac{E_y}{H_x} = \frac{\eta}{\sin \theta} = \frac{\eta}{\sqrt{1 - \left(\frac{\omega_c}{\omega}\right)^2}} \]
Because the tangential components of the electric field must vanish at the end-walls, these walls must coincide with zero crossings of the standing wave, or put differently, an integral multiple of half-wavelengths must fit along the $z$ direction, that is, $l = p \lambda / 2 = \pi n / \beta$, or $\beta = \pi n / l$, where $p$ is a non-zero integer. For the same reason, the standing-wave patterns along the transverse directions require $a = n \lambda / 2$ and $b = m \lambda / 2$, or $k_x = n \pi / a$ and $k_y = m \pi / b$. Thus, all three cartesian components of the wave vector are quantized, and therefore, so is the frequency of the wave $\omega = c \sqrt{k_x^2 + k_y^2 + \beta^2}$:

$$\omega_{nmp} = c \sqrt{\left(\frac{n \pi}{a}\right)^2 + \left(\frac{m \pi}{b}\right)^2 + \left(\frac{p \pi}{l}\right)^2}$$

(resonant frequencies) \hspace{1cm} (9.10.1)

Such modes are designated as TE$_{nmp}$ or TM$_{nmp}$. For simplicity, we consider the case TE$_{nlp}$. Eqs. (9.3.6) also describe backward-moving waves if one replaces $\beta$ by $-\beta$, which also changes the sign of $\eta_{TE} = \eta \omega / \beta c$. Starting with a linear combination of forward and backward waves in the TE$_{n0}$ mode, we obtain the field components:

$$H_x(x, z) = H_0 \cos k_x x (A e^{-j \beta z} + B e^{j \beta z}),$$

$$H_x(x, z) = j H_1 \sin k_x x (A e^{-j \beta z} - B e^{j \beta z}), \quad H_1 = \frac{\beta}{k_c} H_0 \hspace{1cm} (9.10.2)$$

$$E_y(x, z) = -j E_0 \sin k_x x (A e^{-j \beta z} + B e^{j \beta z}), \quad E_0 = \frac{\omega}{\omega_c} \eta H_0 \hspace{1cm} (9.10.3)$$

where $\omega_c = c k_c$. By requiring that $E_y(x, z)$ have $z$-dependence of the form $\sin \beta z$, the coefficients $A, B$ must be chosen as $A = -B = j/2$. Then, Eq. (9.10.2) specializes into:

$$H_x(x, z) = H_0 \cos k_x x \sin \beta z,$$

$$H_x(x, z) = -H_1 \sin k_x x \cos \beta z, \quad H_1 = \frac{\beta}{k_c} H_0 \hspace{1cm} (9.10.3)$$

$$E_y(x, z) = -j E_0 \sin k_x x \sin \beta z, \quad E_0 = \frac{\omega}{\omega_c} \eta H_0 \hspace{1cm} (9.10.3)$$

As expected, the vanishing of $E_y(x, z)$ on the front/back walls, $z = 0$ and $z = l$, and on the left/right walls, $x = 0$ and $x = a$, requires the quantization conditions: $\beta = \pi n / l$ and $k_x = n \pi / a$. The $Q$ of the resonator can be calculated from its definition:

$$Q = \omega W / P_{loss} \hspace{1cm} (9.10.4)$$

where $W$ is the total time-averaged energy stored within the cavity volume and $P_{loss}$ is the total power loss due to the wall ohmic losses (plus other losses, such as dielectric losses, if present.) The ratio $\Delta \omega = P_{loss} / W$ is usually identified as the 3-dB width of the resonance centered at frequency $\omega$. Therefore, we may write $Q = \omega / \Delta \omega$.

It is easily verified that the electric and magnetic energies are equal, therefore, $W$ may be calculated by integrating the electric energy density over the cavity volume:

$$W = 2 W_e = 2 \frac{1}{4} \int_{vol} \epsilon |E_y(x, z)|^2 dx dy dz = \frac{1}{2} \epsilon |E_0|^2 \int_{0}^{a} \int_{0}^{b} \int_{0}^{l} \sin^2 k_x x \cos^2 \beta z dx dy dz$$

$$= \frac{1}{8} \epsilon |E_0|^2 (abl) \left[ \frac{\alpha_c^2}{\omega_c^2} (abl) \right] \left[ \frac{k_x^2 + \beta^2}{k_x^2} \right] (abl)$$

where we used the following definite integrals (valid because $k_c = n \pi / a$, $\beta = p \pi / l$):

$$\int_{0}^{a} \sin^2 k_x x dx = \int_{0}^{a} \cos^2 k_x x dx = \frac{a}{2}, \quad \int_{0}^{l} \sin^2 \beta z dz = \int_{0}^{l} \cos^2 \beta z dz = \frac{l}{2} \hspace{1cm} (9.10.5)$$

The ohmic losses are calculated from Eq. (9.2.6), integrated over all six cavity sides. The surface currents induced on the walls are related to the tangential magnetic fields by $J_t = \pi \times H_{tan}$. The directions of these currents are shown in Fig. 9.10.1. Specifically, we find for the currents on the six sides:

$$|J_t|^2 = \begin{cases} H_0^2 \sin^2 \beta z & \text{(left & right)} \\ H_0^2 \cos^2 k_x x \sin^2 \beta z + H_1^2 \sin^2 k_x x \cos^2 \beta z & \text{(top & bottom)} \\ H_0^2 \sin^2 k_x x & \text{(front & back)} \end{cases}$$

The power loss can be computed by integrating the loss per unit conductor area, Eq. (9.2.6), over the six wall sides, or doubling the answer for the left, top, and front sides. Using the integrals (9.10.5), we find:

$$P_{loss} = \frac{1}{2} R_s \int_{walls} |J_t|^2 dA = R_s \left[ H_0^4 b l + (H_0^2 + H_1^2) \frac{a l}{4} + H_1^2 \frac{a b}{2} \right] \hspace{1cm} (9.10.6)$$

where we substituted $H_1^2 = H_0^2 \beta^2 / k_x^2$. It follows that the $Q$-factor will be:

$$Q = \frac{\omega W}{P_{loss}} = \frac{\omega \mu}{2 R_s k_x^2 (2b + a) + \beta^2 a (2b + l)}$$

$$= \frac{1}{\delta} \frac{n^2 + p^2}{a^2 \left( \frac{2}{a} + \frac{1}{b} \right) + \frac{\beta^2}{\left( \frac{2}{a} + \frac{1}{b} \right)}} \hspace{1cm} (9.10.7)$$

The lowest resonant frequency corresponds to $n = p = 1$. For a cubic cavity, $a = b = l$, the $Q$ and the lowest resonant frequency are:

$$Q = \frac{a}{\delta}, \quad \omega_{101} = \frac{\pi \sqrt{2}}{\delta}, \quad f_{101} = \frac{\omega}{2 \pi} = \frac{c}{a \sqrt{2}} \hspace{1cm} (9.10.8)$$

For an air-filled cubic cavity with $a = 3$ cm, we find $f_{101} = 7.07$ GHz, $\delta = 7.86 \times 10^{-5}$ cm, and $Q = 12724$. As in waveguides, cavities can be excited by inserting small probes that generate fields resembling a particular mode.

### 9.11 Dielectric Slab Waveguides

A dielectric slab waveguide is a planar dielectric sheet or thin film of some thickness, say $2a$, as shown in Fig. 9.11.1. Wave propagation in the $z$-direction is by total internal
9.11. Dielectric Slab Waveguides

Fig. 9.11.1  Dielectric slab waveguide.

reflection from the left and right walls of the slab. Such waveguides provide simple models for the confining mechanism of waves propagating in optical fibers.

The propagating fields are confined primarily inside the slab, however, they also exist as evanescent waves outside it, decaying exponentially with distance from the slab. Fig. 9.11.1 shows a typical electric field pattern as a function of x.

For simplicity, we assume that the media to the left and right of the slab are the same. To guarantee total internal reflection, the dielectric constants inside and outside the slab must satisfy $\epsilon_1 > \epsilon_2$, and similarly for the refractive indices, $n_1 > n_2$.

We only consider TE modes and look for solutions that depend only on the x coordinate. The cutoff wavenumber $k_c$ appearing in the Helmholtz equation for $H_x(x)$ depends on the dielectric constant of the propagation medium, $k_c^2 = \omega^2 \epsilon \mu - \beta^2$. Therefore, $k_c^2$ takes different values inside and outside the guide:

\[
k_c^2 = \omega^2 \epsilon_1 \mu_0 - \beta^2 = \omega^2 \epsilon_0 \mu_0 n_1^2 - \beta^2 = k_0^2 n_1^2 - \beta^2 \quad \text{(inside)}
\]
\[
k_c^2 = \omega^2 \epsilon_2 \mu_0 - \beta^2 = \omega^2 \epsilon_0 \mu_0 n_2^2 - \beta^2 = k_0^2 n_2^2 - \beta^2 \quad \text{(outside)}
\]

(9.11.1)

where $k_0 = \omega / c_0$ is the free-space wavenumber. We note that $\omega, \beta$ are the same inside and outside the guide. This follows from matching the tangential fields at all times $t$ and all points $z$ along the slab walls. The corresponding Helmholtz equations in the regions inside and outside the guide are:

\[
\begin{align*}
\partial_x^2 H_x(x) + k_c^2 H_x(x) &= 0 \quad \text{for } |x| \le a \\
\partial_x^2 H_x(x) + \alpha_c^2 H_x(x) &= 0 \quad \text{for } |x| \ge a
\end{align*}
\]

(9.11.2)

Inside the slab, the solutions are $\sin k_{c1} x$ and $\cos k_{c1} x$, and outside, $\sin k_{c2} x$ and $\cos k_{c2} x$, or equivalently, $e^{\pm j k_{c1} x}$. In order for the waves to remain confined in the near vicinity of the slab, the quantity $k_{c2}$ must be imaginary, for if it is real, the fields would propagate at large $x$ distances from the slab (they would correspond to the rays refracted from the inside into the outside.)

If we set $k_{c2} = -j \alpha_c$, the solutions outside will be $e^{\pm \alpha_c x}$. If $\alpha_c$ is positive, then only the solution $e^{-\alpha_c x}$ is physically acceptable to the right of the slab, $x \ge a$, and only $e^{\alpha_c x}$ to the left, $x \le -a$. Thus, the fields attenuate exponentially with the transverse distance $x$, and exist effectively within a skin depth distance $1 / \alpha_c$ from the slab. Setting $k_{c1} = k_c$ and $k_{c2} = -j \alpha_c$, Eqs. (9.11.1) become in this new notation:

\[
\begin{align*}
k_c^2 &= k_0^2 n_1^2 - \beta^2 \\
\alpha_c^2 &= k_0^2 n_2^2 - \beta^2
\end{align*}
\]

\[
\Rightarrow
\begin{align*}
k_c^2 &= k_0^2 n_1^2 - \beta^2 \\
\alpha_c^2 &= \beta^2 - k_0^2 n_2^2
\end{align*}
\]

(9.11.3)

Similarly, Eqs. (9.11.2) read:

\[
\begin{align*}
\partial_x^2 H_x(x) + k_c^2 H_x(x) &= 0 \quad \text{for } |x| \le a \\
\partial_x^2 H_x(x) - \alpha_c^2 H_x(x) &= 0 \quad \text{for } |x| \ge a
\end{align*}
\]

(9.11.4)

The two solutions $\sin k_c x$ and $\cos k_c x$ inside the guide give rise to the so-called even and odd TE modes (referring to the evenness or oddness of the resulting electric field.) For the even modes, the solutions of Eqs. (9.11.4) have the form:

\[
H_x(x) = \begin{cases} H_1 \sin k_c x, & \text{if } -a \le x \le a \\ H_2 e^{-\alpha_c x}, & \text{if } x \ge a \\ H_3 e^{\alpha_c x}, & \text{if } x \le -a \end{cases}
\]

(9.11.5)

The corresponding $x$-components $H_x$ are obtained by applying Eq. (9.3.8) using the appropriate value for $k_c^2$, that is, $k_{c2}^2 = -\alpha_c^2$ outside and $k_{c1}^2 = k_c^2$ inside:

\[
H_x(x) = \begin{cases} -j \beta \alpha_c \sin k_{c2} x, & \text{if } -a \le x \le a \\ H_2 e^{-\alpha_c x}, & \text{if } x \ge a \\ -j \beta \alpha_c \sin k_{c1} x, & \text{if } x \le -a \end{cases}
\]

(9.11.6)

The electric fields are $E_y(x) = -\eta_{TE} H_x(x)$, where $\eta_{TE} = \omega \mu_0 / \beta$ is the same inside and outside the slab. Thus, the electric field has the form:

\[
E_y(x) = \begin{cases} E_1 \cos k_c x, & \text{if } -a \le x \le a \\ E_2 e^{-\alpha_c x}, & \text{if } x \ge a \\ E_3 e^{\alpha_c x}, & \text{if } x \le -a \end{cases}
\]

(9.11.7)

where we defined the constants:

\[
E_1 = \frac{j \beta}{k_c} \eta_{TE} H_1, \quad E_2 = \frac{j \beta}{\alpha_c} \eta_{TE} H_2, \quad E_3 = \frac{j \beta}{\alpha_c} \eta_{TE} H_3
\]

(9.11.8)

The boundary conditions state that the tangential components of the magnetic and electric fields, that is, $H_x, E_y$, are continuous across the dielectric interfaces at $x = -a$ and $x = a$. Similarly, the normal components of the magnetic field $B_x = \mu_0 H_x$ and therefore also $H_x$ must be continuous. Because $E_y = -\eta_{TE} H_x$ and $\eta_{TE}$ is the same in both media, the continuity of $E_y$ follows from the continuity of $H_x$. The continuity of $H_x$ at $x = a$ and $x = -a$ implies that:
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\[ H_1 \sin k_c a = H_2 e^{-\alpha_c a} \quad \text{and} \quad -H_1 \sin k_c a = H_2 e^{-\alpha_c a} \] (9.11.9)

Similarly, the continuity of \( H_x \) implies (after canceling a factor of \(-j\beta\)):

\[ \frac{1}{k_c} H_1 \cos k_c a = \frac{1}{\alpha_c} H_2 e^{-\alpha_c a} \quad \text{and} \quad \frac{1}{k_c} H_1 \cos k_c a = -\frac{1}{\alpha_c} H_2 e^{-\alpha_c a} \] (9.11.10)

Eqs. (9.11.9) and (9.11.10) imply:

\[ H_2 = -H_3 = H_1 e^{\alpha_c a} \sin k_c a = H_1 e^{\alpha_c a} \frac{k_c}{\alpha_c} \sin k_c a \] (9.11.11)

Similarly, we find for the electric field constants:

\[ E_2 = E_3 = E_1 e^{\alpha_c a} \cos k_c a = E_1 e^{\alpha_c a} \frac{k_c}{\alpha_c} \sin k_c a \] (9.11.12)

The consistency of the last equations in (9.11.11) or (9.11.12) requires that:

\[ \cos k_c a = \frac{k_c}{\alpha_c} \sin k_c a \Rightarrow \alpha_c = k_c \tan k_c a \] (9.11.13)

For the odd TE modes, we have for the solutions of Eq. (9.11.4):

\[ H_x(x) = \begin{cases} H_1 \cos k_c x, & \text{if } -a \leq x \leq a \\ H_2 e^{-\alpha_c x}, & \text{if } x \geq a \\ H_3 e^{\alpha_c x}, & \text{if } x \leq -a \end{cases} \] (9.11.14)

The resulting electric field is:

\[ E_y(x) = \begin{cases} E_1 \sin k_c x, & \text{if } -a \leq x \leq a \\ E_2 e^{-\alpha_c x}, & \text{if } x \geq a \\ E_3 e^{\alpha_c x}, & \text{if } x \leq -a \end{cases} \] (9.11.15)

The boundary conditions imply in this case:

\[ H_2 = H_3 = H_1 e^{\alpha_c a} \cos k_c a = -H_1 e^{\alpha_c a} \frac{k_c}{\alpha_c} \sin k_c a \] (9.11.16)

and, for the electric field constants:

\[ E_2 = -E_3 = E_1 e^{\alpha_c a} \sin k_c a = -E_1 e^{\alpha_c a} \frac{k_c}{\alpha_c} \cos k_c a \] (9.11.17)

The consistency of the last equation requires:

\[ \alpha_c = -k_c \cot k_c a \] (9.11.18)

We note that the electric fields \( E_y(x) \) given by Eqs. (9.11.7) and (9.11.15) are even or odd functions of \( x \) for the two families of modes. Expressing \( E_2 \) and \( E_3 \) in terms of \( E_1 \), we summarize the forms of the electric fields in the two cases:

\[ E_y(x) = \begin{cases} E_1 \cos k_c x, & \text{if } -a \leq x \leq a \\ E_1 \cos k_c a e^{-\alpha_c (x-a)}, & \text{if } x \geq a \end{cases} \] (even TE modes) (9.11.19)

\[ E_y(x) = \begin{cases} E_1 \sin k_c x, & \text{if } -a \leq x \leq a \\ E_1 \sin k_c a e^{-\alpha_c (x-a)}, & \text{if } x \geq a \end{cases} \] (odd TE modes) (9.11.20)

Given the operating frequency \( \omega \), Eqs. (9.11.3) and (9.11.13) or (9.11.18) provide three equations in the three unknowns \( k_c, \alpha_c, \beta \). To solve them, we add the two equations (9.11.3) to eliminate \( \beta \):

\[ \alpha_c^2 + k_c^2 = k_0^2 (n_1^2 - n_2^2) = \frac{\omega^2}{c_0^2} (n_1^2 - n_2^2) \] (9.11.21)

Next, we discuss the numerical solutions of these equations. Defining the dimensionless quantities \( u = k_c a \) and \( v = \alpha_c a \), we may rewrite Eqs. (9.11.13), (9.11.18), and (9.11.21) in the equivalent forms:

\[ \sqrt{v^2 + \omega^2 R^2} = R \] (even modes) (9.11.22)

where \( R \) is the normalized frequency variable:

\[ R = k_0 a N_A = \frac{\omega a}{c_0} N_A = \frac{2\pi f a}{c_0} N_A = \frac{2\pi a}{\lambda} N_A \] (9.11.23)

where \( N_A = \sqrt{n_1^2 - n_2^2} \) is the \textit{numerical aperture} of the slab and \( \lambda = c_0 / f \), the free-space wavelength.

Because the functions \( \tan u \) and \( \cot u \) have many branches, there may be several possible solution pairs \( u, v \) for each value of \( R \). These solutions are obtained at the intersections of the curves \( v = u \tan u \) and \( v = -u \cot u \) with the circle of radius \( R \), that is, \( v^2 + u^2 = R^2 \). Fig. 9.11.2 shows the solutions for various values of the radius \( R \) corresponding to various values of \( \omega \).

It is evident from the figure that for small enough \( R \), that is, \( 0 \leq R < \pi/2 \), there is only one solution and it is even.\(^\dagger\) For \( \pi/2 \leq R < \pi \), there are two solutions, one even and one odd. For \( \pi \leq R < 3\pi/2 \), there are three solutions, two even and one odd, and

\( ^\dagger \)for an optical fiber, the single-mode condition reads \( 2\pi a N_A / \lambda < 2.405 \), where \( a \) is the core radius.
\[
\tan(u - m\pi / 2) = \frac{\sin u \cos (m\pi / 2) - \cos u \sin (m\pi / 2)}{\cos u \cos (m\pi / 2) + \sin u \sin (m\pi / 2)}
\]

Therefore, to find the \(m\)th mode, whether even or odd, we must find the unique \(u\) solution of the following system in the \(u\)-range \(R_m \leq u < R_{m+1}\):

\[
\begin{align*}
\nu &= u \tan(u - R_m) \\
\nu^2 + u^2 &= R^2
\end{align*}
\]

(9.11.29)

If one had an approximate solution \(u, \nu\) for the \(m\)th mode, one could refine it by using Newton’s method, which converges very fast provided it is close to the true solution. Just such an approximate solution, accurate to within one percent of the true solution, was given by Lotspeich [930]. Without going into the detailed justification of this method, the approximation is as follows:

\[
u = u \tan(u - R_m)
\]

(9.11.30)

where \(u_1(m), u_2(m)\) are approximate solutions near and far from the cutoff \(R_m\), and \(w_1(m), w_2(m)\) are weighting factors:

\[
\begin{align*}
\nu &= u \tan(u - R_m) \\
\nu^2 + u^2 &= R^2
\end{align*}
\]

(9.11.31)

This solution serves as the starting point to Newton’s iteration for solving the equation \(F(u) = 0\), where \(F(u)\) is defined by

\[
F(u) = u \tan(u - R_m) - \nu = u \tan(u - R_m) - \sqrt{R^2 - u^2}
\]

(9.11.32)

Newton’s iteration is:

\[
\text{for } i = 1, 2, \ldots, N_i \text{ do:}
\]

\[
\begin{align*}
u &= u - F(u) \\
u & = \frac{\nu}{u} + \frac{R^2}{u}
\end{align*}
\]

(9.11.33)

where \(G(u)\) is the derivative \(F'(u)\), correct to order \(O(F)\):

\[
G(u) = \frac{\nu}{u} + \frac{R^2}{u}
\]

(9.11.34)

The solution steps defined in Eqs. (9.11.29)–(9.11.34) have been implemented in the MATLAB function `dsslab.m`, with usage:

\[
[u, \nu, \text{err}] = dsslab(R, N_i);
\]

% TE-mode cutoff wavenumbers in a dielectric slab
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where \( N_{it} \) is the desired number of Newton iterations (9.11.33), err is the value of \( F(u) \) at the end of the iterations, and \( u, v \) are the \((M + 1)\)-dimensional vectors of solutions. The number of iterations is typically very small, \( N_{it} = 2 \sim 3 \).

The related MATLAB function \( \text{dguide.m} \) uses \( \text{dslab} \) to calculate the solution parameters \( \beta, k_c, \alpha_c \), given the frequency \( f \), the half-length \( a \), and the refractive indices \( n_1, n_2 \) of the slab. It has usage:

\[
[\text{be}, \beta_c, \alpha_c, f_c, \text{err}] = \text{dguide}(f, a, n1, n2, N_{it}); \quad \% \text{dielectric slab guide}
\]

where \( f \) is in GHz, \( a \) in cm, and \( \beta, k_c, \alpha_c \) in cm\(^{-1} \). The quantity \( f_c \) is the vector of the \( M + 1 \) cutoff frequencies defined by the branch edges \( R_m = mn/2 \), that is, \( R_m = \omega_m a N_A / c_0 = 2\pi f_m a N_A / c_0 = mn/2 \), or,

\[
f_m = \frac{mc_0}{4a N_A}, \quad m = 0, 1, \ldots, M \quad (9.11.35)
\]

The meaning of \( f_m \) is that there are \( m + 1 \) propagating modes for each \( f \) in the interval \( f_m \leq f < f_{m+1} \).

**Example 9.11.1: Dielectric Slab Waveguide.** Determine the propagating TE modes of a dielectric slab of half-length \( a = 0.5 \) cm at frequency \( f = 30 \) GHz. The refractive indices of the slab and the surrounding dielectric are \( n_1 = 2 \) and \( n_2 = 1 \).

**Solution:** The solution is obtained by the MATLAB call:

\[
f = 30; \quad a = 0.5; \quad n1 = 2; \quad n2 = 1; \quad N_{it} = 3; \quad [\text{be}, \beta_c, \alpha_c, f_c, \text{err}] = \text{dguide}(f, a, n1, n2, N_{it})
\]

The frequency radius is \( R = 5.4414 \), which gives \( 2R/\pi = 3.4641 \), and therefore, \( M = 3 \). The resulting solutions, depicted in Fig. 9.11.3, are as follows:

![TE Modes for R = 5.44](image1)

Electric Fields

![Electric Fields](image2)

**Fig. 9.11.3** TE modes and corresponding E-field patterns.

<table>
<thead>
<tr>
<th>( m )</th>
<th>( u )</th>
<th>( v )</th>
<th>( \beta )</th>
<th>( k_c )</th>
<th>( \alpha_c )</th>
<th>( f_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.3248</td>
<td>5.2777</td>
<td>12.2838</td>
<td>2.6497</td>
<td>10.5553</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>2.6359</td>
<td>4.7603</td>
<td>11.4071</td>
<td>5.2718</td>
<td>9.5207</td>
<td>8.6603</td>
</tr>
<tr>
<td>2</td>
<td>3.9105</td>
<td>3.7837</td>
<td>9.8359</td>
<td>7.8210</td>
<td>7.5675</td>
<td>17.3205</td>
</tr>
<tr>
<td>3</td>
<td>5.0793</td>
<td>1.9519</td>
<td>7.3971</td>
<td>10.1585</td>
<td>3.9037</td>
<td>25.9808</td>
</tr>
</tbody>
</table>

The cutoff frequencies \( f_m \) are in GHz. We note that as the mode number \( m \) increases, the quantity \( \alpha_c \) decreases and the effective skin depth \( 1/\alpha_c \) increases, causing the fields outside the slab to be less confined. The electric field patterns are also shown in the figure as functions of \( x \).

The approximation error, \( \text{err} \), is found to be \( 4.885 \times 10^{-15} \) using only three Newton iterations. Using two, one, and no (the Lotspeich approximation) iterations would result in the errors \( 2.381 \times 10^{-6}, 4.029 \times 10^{-4} \), and 0.058.

The lowest non-zero cutoff frequency is \( f_1 = 8.6603 \) GHz, implying that there will be a single solution if \( f \) is in the interval \( 0 \leq f < f_1 \). For example, if \( f = 5 \) GHz, the solution is \( \beta = 1.5649 \) rad/cm, \( k_c = 1.3920 \) rad/cm, and \( \alpha_c = 1.1629 \) nepers/cm.

The frequency range over which there are only four solutions is \([25.9808, 34.6410] \) GHz, where the upper limit is \( 4f_1 \).

We note that the function \( \text{dguide} \) assumes internally that \( c_0 = 30 \) GHz cm, and therefore, the calculated values for \( k_c, \alpha_c \) would be slightly different if a more precise value of \( c_0 \) is used, such as 29.9792458 of Appendix A. Problem 9.13 studies the sensitivity of the solutions to small changes of the parameters \( f, a, c_0, n_1, n_2 \).

In terms of the ray picture of the propagating wave, the angles of total internal reflection are quantized according to the values of the propagation wavenumber \( \beta \) for the various modes.

If we denote by \( k_1 = k_0 n_1 \) the wavenumber within the slab, then the wavenumbers \( \beta, k_c \) are the \( z \)- and \( x \)-components \( k_{cz}, k_x \) of \( k_1 \) with an angle of incidence \( \theta \). (The vectorial relationships are the same as those in Fig. 9.9.1.) Thus, we have:

\[
\beta = k_1 \sin \theta = k_0 n_1 \sin \theta \quad \beta = k_1 \cos \theta = k_0 n_1 \cos \theta \quad (9.11.36)
\]

The value of \( \beta \) for each mode will generate a corresponding value for \( \theta \). The attenuation wavenumber \( \alpha_c \) outside the slab can also be expressed in terms of the total internal reflection angles:

\[
\alpha_c = \sqrt{\beta^2 - k_0^2 n_2^2} = k_0 \sqrt{n_1^2 \sin^2 \theta - n_2^2} \quad (9.11.37)
\]

Since the critical angle is \( \sin \theta_c = n_2/n_1 \), we may also express \( \alpha_c \) as:

\[
\alpha_c = k_0 n_1 \sqrt{n_1^2 \sin^2 \theta - n_2^2} \quad (9.11.37)
\]

**Example 9.11.2:** For the Example 9.11.1, we calculate \( k_0 = 6.2832 \) and \( k_1 = 12.5664 \) rad/cm.

The critical and total internal reflection angles of the four modes are found to be:

\[
\theta_c = \sin \left( \frac{n_2}{n_1} \right) = 30^\circ \quad \theta = \sin \left( \frac{\beta}{k_1} \right) = \{77.8275^\circ, 65.1960^\circ, 51.5100^\circ, 36.0609^\circ\}
\]

As required, all \( \theta \)s are greater than \( \theta_c \).
9.12 Asymmetric Dielectric Slab

The three-layer asymmetric dielectric slab waveguide shown in Fig. 9.12.1 is a typical component in integrated optics applications [912–933].

A thin dielectric film of thickness 2a is deposited on a dielectric substrate of thickness 2a. Above the film is a dielectric cover or cladding of thickness 2a. The case of the symmetric dielectric slab of the previous section is obtained when nc = ns.

![Fig. 9.12.1 Three-layer asymmetric dielectric slab waveguide.](image)

In this section, we briefly discuss the properties of the TE and TM propagation modes. Let k0 = ω/√ε0μ0 = ω/ε0 = 2πf/ε0 = 2π/λ0 be the free-space wavenumber at the operating frequency ω or f in Hz. The t, z dependence of the fields is assumed to be the usual e^j(ωt−βz).

If we orient the coordinate axes as shown in the above figure, then the decay constants αs and αc within the substrate and cladding must be positive so that the fields attenuate exponentially with x within both the substrate and cladding, hence, the corresponding transverse wavenumbers will be jαs and −jαc. On the other hand, the transverse wavenumber kf within the film will be real-valued. These quantities satisfy the relations (we assume μ = μ0 in all three media):

\[
\begin{align*}
    &k_f^2 = k_0^2n_f^2 - k_f^2 \beta^2, \\
    &\alpha_s^2 = \beta^2 - k_0^2n_s^2, \\
    &\alpha_c^2 = \beta^2 - k_0^2n_c^2
\end{align*}
\]

where we defined the asymmetry parameter δ:

\[
\delta = \frac{n_f^2 - n_c^2}{n_s^2 - n_c^2}
\]

Note that δ ≥ 0 since we assumed nf > ns ≥ nc. Because kf, αs, αc are assumed to be real, it follows that β must satisfy the inequalities, \[β ≤ k_0n_f, β ≥ k_0n_s, \text{ and } β ≥ k_0n_c,\]

which combine to define the allowed range of β for the guided modes:

\[
n_c ≤ n_s ≤ \frac{β}{k_0} ≤ n_f
\]

where the lower limit \[β = k_0n_s\] defines the cutoff frequencies, see Eq. (9.12.13).

**TE modes**

We consider the TE modes first. Assuming only x-dependence for the Hz component, it must satisfy the Helmholtz equations in the three regions:

\[
\begin{align*}
    (\frac{\partial^2}{\partial x^2} + k^2_{f})H_z(x) &= 0, & |x| ≤ a \\
    H_z(x) &= \begin{cases} \\
    H_1 \sin(k_f x + φ), & |x| ≤ a \\
    H_1 \sin(k_f a + φ)e^{-α_s(x−a)}, & x ≥ a \\
    -H_1 \sin(k_f a - φ)e^{α_s(x+a)}, & x ≤ −a \\
    \end{cases}
\end{align*}
\]

The solutions, decaying exponentially in the substrate and cover, can be written in the following form, which automatically satisfies the continuity conditions at the two boundaries x = ±a:

\[
H_z(x) = \begin{cases} \\
H_1 \sin(k_f x + φ), & |x| ≤ a \\
H_1 \sin(k_f a + φ)e^{-α_s(x−a)}, & x ≥ a \\
-H_1 \sin(k_f a - φ)e^{α_s(x+a)}, & x ≤ −a \\
\end{cases}
\]

This gives in the three regions:

\[
\begin{align*}
    H_s(x) &= \begin{cases} \\
    -\frac{β}{k_f} H_1 \cos(k_f x + φ), & |x| ≤ a \\
    -\frac{β}{k_f} H_1 \sin(k_f a + φ)e^{-α_s(x−a)}, & x ≥ a \\
    -\frac{β}{k_f} H_1 \sin(k_f a - φ)e^{α_s(x+a)}, & x ≤ −a \\
    \end{cases}
\]

Since we assumed that μ = μ0 in all three regions, the continuity of Ey across the boundaries x = ±a implies the same for the Hs components, resulting in the two conditions:

\[
\begin{align*}
    \frac{1}{k_f} \cos(k_f a + φ) &= \frac{1}{k_f} \sin(k_f a + φ) \\
    \tan(k_f a + φ) &= \frac{α_s}{k_f} \\
    \frac{1}{k_f} \cos(k_f a - φ) &= \frac{1}{k_f} \sin(k_f a - φ) \\
    \tan(k_f a - φ) &= \frac{α_c}{k_f}
\end{align*}
\]
Since the argument of the tangent is unique up to an integral multiple of \( \pi \), we may invert the two tangents as follows without loss of generality:

\[
k_f a + \phi = \arctan \left( \frac{\alpha_c}{k_f} \right) + m \pi
\]

\[
k_f a - \phi = \arctan \left( \frac{\alpha_s}{k_f} \right)
\]

which result in the characteristic equation of the slab and the solution for \( \phi \):

\[
k_f a = \frac{1}{2} m \pi + \frac{1}{2} \arctan \left( \frac{\alpha_c}{k_f} \right)
\]

\[
\frac{\alpha_c}{k_f} = \frac{\alpha_c - \alpha_s}{k_f} + m \pi
\]

where the integer \( m = 0, 1, 2, \ldots \), corresponds to the \( m \)th mode. Eq. (9.12.7) and (9.12.1) can be solved for the three unknowns \( u, v, w \), or \( k_f, \alpha_c, \alpha_s \), the propagation constant \( \beta \), or equivalently, the effective index \( n_{eff} = \beta / k_0 \) can be obtained from:

\[
\beta = \sqrt{k_0^2 n_f^2 - k_f^2} \quad \Rightarrow \quad n_{eff} = \frac{\beta}{k_0} = \frac{k_f}{k_0} \frac{n_f^2 - n_i^2}{n_f^2 - n_i^2}
\]

To determine the number of propagating modes and the range of the mode index \( m \), we set \( v = 0 \) in the characteristic equation (9.12.11) to find the radius \( R_m \) of the \( m \)th mode. Then, \( u = R_m \) and \( w = R_m \sqrt{\delta} \), and we obtain:

\[
R_m = \frac{1}{2} m \pi + \frac{1}{2} \arctan (\sqrt{\delta}) \quad m = 0, 1, 2, \ldots
\]
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For a given operating frequency \( f \), the value of \( R \) is fixed. All allowed propagating modes must satisfy \( R_m \leq R \), or,

\[
\frac{1}{2} m \pi + \frac{1}{2} \arctan (\sqrt{\delta}) \leq R \quad \Rightarrow \quad m \leq \frac{2R - \arctan (\sqrt{\delta})}{\pi}
\]

This fixes the maximum mode index \( M \) to be:

\[
M = \text{floor} \left( \frac{2R - \arctan (\sqrt{\delta})}{\pi} \right)
\]

Thus, there are \( (M + 1) \) modes labeled by \( m = 0, 1, \ldots, M \). In the symmetric case, \( \delta = 0 \), and (9.12.14) reduces to Eq. (9.11.25) of the previous section. The corresponding cutoff frequencies are obtained by setting:

\[
R_m = \frac{2\pi f_m a}{c_0} \sqrt{n_f^2 - n_i^2} \quad \Rightarrow \quad f_m = \frac{1}{2} \frac{m \pi}{\pi} + \frac{1}{2} \frac{2 \arctan (\sqrt{\delta})}{\pi}
\]

which can be written more simply as:

\[
f_m = f R_m / R, \quad m = 0, 1, \ldots, M, \quad \text{where} \quad f = c_0 / \lambda_0.
\]

For each of the \( M + 1 \) propagating modes one can calculate the corresponding angle of total internal reflection of the equivalent ray model by identifying \( k_f \) with the transverse propagation wavenumber, that is, \( k_f = k_0 n_f \cos \theta \), as shown in Fig. 9.12.2.

![Fig. 9.12.2 Ray propagation model.](image)
recall that the reflection coefficients have the form \( \rho = e^{j\psi} \) for total internal reflection, as given for example by Eq. (7.8.3). Thus, the field at point \( B \) would be

\[
e^{-jk_f(x+a)} e^{2j\psi_s} e^{2j\psi_c} e^{-j2\beta(x+1)}
\]

This must match (9.12.16) and therefore the extra accumulated phase \( 4k_f a - 2\psi_s - 2\psi_c \) must be equal to a multiple of \( 2\pi \), that is,

\[
4k_f a - 2\psi_s - 2\psi_c = 2m\pi \Rightarrow k_f a = \frac{1}{2} m\pi + \frac{1}{2} \psi_s + \frac{1}{2} \psi_c
\]

As seen from Eq. (7.8.3), the phase terms are exactly those appearing in Eq. (9.12.7):

\[
\tan \psi_c = \frac{\alpha_c}{k_f}, \quad \tan \psi_s = \frac{\alpha_s}{k_f} \Rightarrow \psi_c = \arctan \left( \frac{\alpha_c}{k_f} \right), \quad \psi_s = \arctan \left( \frac{\alpha_s}{k_f} \right)
\]

A similar interpretation can be given for the TM modes.

It is common in the literature to represent the characteristic equation (9.12.11) by means of a universal mode curve [927] defined in terms of the following scaled variable:

\[
b = \frac{\gamma^2}{R^2} = \frac{b^2 - k_0^2 n_f^2}{k_0^2 (n_f^2 - n_s^2)}
\]

which ranges over the standardized interval \( 0 \leq b \leq 1 \), so that

\[
u = R \sqrt{1 - b}, \quad v = R \sqrt{b} + \delta
\]

Then, Eq. (9.12.11) takes the universal form in terms of the variables \( b, R, \psi \):

\[
2R \sqrt{1 - b} = m\pi + \arctan \left( \frac{b}{\sqrt{1 - b}} \right) + \arctan \left( \frac{b + \delta}{\sqrt{1 + \delta}} \right)
\]

It is depicted in Fig. 9.12.3 with one branch for each value of \( m = 0, 1, 2, \ldots \), and for the three asymmetry parameter values \( \delta = 0, 1, 10 \).

A vertical line drawn at each value of \( R \) determines the values of \( b \) for the propagating modes. Similar curves can be developed for TM modes. See Example 9.12.1 for a concrete example that includes both TE and TM modes.

**TM modes**

The TM modes are obtained by solving Eqs. (9.3.10) in each region and applying the boundary conditions. Assuming \( x \)-dependence only, we must solve in each region:

\[(\tilde{\varepsilon}_s^2 + k_f^2) E_z = 0, \quad E_x = -\frac{\tilde{\varepsilon}_c}{k_f} \partial_x E_z, \quad H_y = \frac{1}{\eta_{TM}} E_x, \quad \eta_{TM} = \frac{\beta}{\tilde{\alpha} c}
\]

The solution for \( E_z(x) \) is given by a similar expression as Eq. (9.12.4):

\[
E_z(x) = \begin{cases} 
E_1 \sin(k_f x + \phi), & |x| \leq a \\
E_1 \sin(k_f x + \phi) e^{-\sigma_c (x-a)}, & x \geq a \\
-E_1 \sin(k_f x - \phi) e^{\sigma_c (x+a)}, & x \leq -a 
\end{cases}
\]

\[
(9.12.20)
\]

where \( \phi \) is a parameter to be determined. Then, the \( E_z \) component is:

\[
E_z(x) = \begin{cases} 
-j \frac{\beta}{k_f} E_1 \cos(k_f x + \phi), & |x| \leq a \\
-j \frac{\beta}{\tilde{\alpha}_s} E_1 \sin(k_f a + \phi) e^{-\sigma_s (x-a)}, & x \geq a \\
-j \frac{\beta}{\tilde{\alpha}_c} E_1 \sin(k_f a - \phi) e^{\sigma_c (x+a)}, & x \leq -a 
\end{cases}
\]

\[
(9.12.21)
\]

The boundary conditions require the continuity of the normal component of displacement field \( D_x = \varepsilon E_z \) across the interfaces at \( x = \pm a \), which is equivalent to the continuity of the tangential field \( H_y \) because \( H_y = E_z / \eta_{TM} = E_x / \beta = D_x / \omega / \beta \). Thus, the boundary conditions at \( x = \pm a \) require:

\[
\begin{align*}
\varepsilon_f \cos(k_f a + \phi) &= \varepsilon_c \sin(k_f a + \phi) \quad \text{tan}(k_f a + \phi) = p_c \frac{\tilde{\alpha}_c}{k_f} \\
\varepsilon_f \cos(k_f a - \phi) &= \varepsilon_s \sin(k_f a - \phi) \quad \text{tan}(k_f a - \phi) = p_s \frac{\tilde{\alpha}_s}{k_f}
\end{align*}
\]

\[
(9.12.22)
\]

where we defined the ratios:

\[
p_c = \frac{\epsilon_f}{\epsilon_c} = \frac{n_f^2}{n_s^2} \quad p_s = \frac{\epsilon_f}{\epsilon_s} = \frac{n_f^2}{n_c^2}
\]

\[
(9.12.23)
\]
Inverting the tangents we obtain:

\[ k_f a + \phi = \arctan \left( p_c \frac{\alpha_s}{k_f} \right) + m\pi \]
\[ k_f a - \phi = \arctan \left( p_s \frac{\alpha_s}{k_f} \right) \]

These give the characteristic equation of the slab and \( \phi \):

\[ k_f a = \frac{1}{2} m\pi + \frac{1}{2} \arctan \left( p_s \frac{\alpha_s}{k_f} \right) + \frac{1}{2} \arctan \left( p_c \frac{\alpha_c}{k_f} \right) \] \quad (9.12.24)
\[ \phi = \frac{1}{2} m\pi + \frac{1}{2} \arctan \left( p_c \frac{\alpha_c}{k_f} \right) - \frac{1}{2} \arctan \left( p_s \frac{\alpha_s}{k_f} \right) \] \quad (9.12.25)

and, as in Eq. (9.12.9), we can write:

\[ \tan(2k_f a) = \frac{k_f (p_s \alpha_s + p_c \alpha_c)}{k_f^2 - p_s p_c \alpha_s \alpha_c}, \quad \frac{\tan(2\phi)}{\arctan} = \frac{k_f (p_s \alpha_c - p_c \alpha_s)}{k_f^2 + p_s p_c \alpha_s \alpha_c} \] \quad (9.12.26)

In terms of the normalized variables \( u, v, w, R \), we have:

\[ u = \frac{1}{2} m\pi + \frac{1}{2} \arctan \left( p_s \frac{v}{u} \right) + \frac{1}{2} \arctan \left( p_c \frac{w}{u} \right) \]
\[ u^2 + v^2 = R^2 \]
\[ w^2 - v^2 = R^2 \delta \]
\[ \frac{1}{2} m\pi + \frac{1}{2} \arctan(p_c \sqrt{\delta}) \leq R \Rightarrow m \geq \frac{2R - \arctan(p_c \sqrt{\delta})}{\pi} \]

which fixes the maximum mode index \( M \) to be:

\[ M = \text{floor} \left( \frac{2R - \arctan(p_c \sqrt{\delta})}{\pi} \right) \text{ (maximum TM mode index)} \] \quad (9.12.28)

The \((M+1)\) modes are again labeled by \( m = 0, 1, \ldots, M \). The corresponding cutoff frequencies are obtained by setting:

\[ R_m = \frac{2\pi f_m c_0}{\sqrt{n_f^2 - n_i^2}} \Rightarrow f_m = \frac{1}{2} m\pi + \frac{1}{2} \arctan(p_c \sqrt{\delta}) \] \quad (9.12.29)

Next we look at the numerical solutions of Eqs. (9.12.27). The TE case is also included by setting \( p_s = p_c = 1 \). A simple and effective iterative method for solving such characteristic equations was given in Ref. [963]. By replacing \( v, w \) in terms of \( u \), let \( F(u) \) denote the right-hand side of Eq. (9.12.27):

\[ F(u) = \frac{1}{2} m\pi + \frac{1}{2} \arctan \left( p_s \frac{v}{u} \right) + \frac{1}{2} \arctan \left( p_c \frac{w}{u} \right) \]

The problem then becomes that of finding the fixed-point solutions \( u = F(u) \). The method suggested in Ref. [963] is to use the iteration:

\[ u_{n+1} = F(u_n), \quad n = 0, 1, 2, \ldots \]

initialized at \( u_0 = R \). This simple iteration does converge in many cases, but fails in others. We have found that a simple modification that involves the introduction of a “relaxation” parameter \( r \) such that \( 0 \leq r \leq 1 \), enables the convergence of even the most difficult cases. The modified iteration has the form:

\[ u_{n+1} = r F(u_n) + (1-r) u_n \]

Explicitly, the iteration starts with the initial values:

\[ u_0 = R, \quad v_0 = 0, \quad w_0 = R \sqrt{\delta} \] \quad (9.12.31)

and proceeds iteratively, for \( n = 0, 1, 2, \ldots \), until two successive \( u_n \) values become closer to each other than some specified error tolerance, say \( \text{tol} \), such as \( \text{tol} = 10^{-10} \):

\[ u_{n+1} = r \left( \frac{1}{2} m\pi + \frac{1}{2} \arctan \left( p_s \frac{v_n}{u_n} \right) + \frac{1}{2} \arctan \left( p_c \frac{w_n}{u_n} \right) \right) + (1-r) u_n \]

if \( |u_{n+1} - u_n| < \text{tol} \), then exit, else continue

\[ v_{n+1} = \sqrt{R^2 - u_{n+1}^2} \]
\[ w_{n+1} = \sqrt{R^2 \delta - v_{n+1}^2} \]

The MATLAB function \texttt{dguide3.m} implements the method and has usage:

\[ [\text{be, kf, as, ac, fm, Nit}] = \texttt{dguide3(a, ns, nf, nc, mode, r, tol)}; \]
where the inputs and outputs have the following meanings:

- \( a \) = half-width of slab in units of the free-space wavelength \( \lambda_0 \)
- \( n_s, n_f, n_c \) = refractive indices of substrate, film, and cladding (\( n_f > n_s > n_c \))
- mode = 'TE' or 'TM'
- \( r \) = relaxation parameter (default \( r = 0.5 \))
- \( \text{tol} \) = error tolerance (default \( \text{tol} = 10^{-10} \))
- \( \beta \) = propagation wavenumbers in units of \( k_0 = 2\pi/\lambda_0 \)
- \( k_f \) = transverse wavenumbers inside slab in units of \( k_0 \)
- \( \alpha_s, \alpha_c \) = decay wavenumbers in substrate and cladding in units of \( k_0 \)
- \( f_m \) = cutoff frequencies in units of \( f = c_0/\lambda_0 \)
- \( N_{it} \) = number of iterations it takes to converge to within \( \text{tol} \)

Example 9.12.1: For comparison purposes, we consider the same benchmark example discussed in [963] consisting of a silicon film of thickness of 1 \( \mu \)m with \( n_f = 3.5 \), an oxide substrate with \( n_s = 1.45 \), and air cover, with operating wavelength \( \lambda_0 = 1.55 \) \( \mu \)m. The following MATLAB code generates both the TE and TM modes, with the numerical outputs listed in the tables below.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
m & \beta/k_0 & k_f/k_0 & \alpha_s/k_0 & \alpha_c/k_0 & f_m/f & \theta_m^o \\
\hline
0 & 0.6434746 & 0.6727 & 3.1137 & 3.2860 & 0.0247 & 78.92 \\
1 & 3.232789 & 1.3413 & 2.8894 & 3.0742 & 0.2679 & 67.47 \\
2 & 2.872310 & 2.0000 & 2.4794 & 2.6926 & 0.5112 & 55.15 \\
3 & 3.200205 & 2.6364 & 1.7880 & 2.0735 & 0.7345 & 41.13 \\
4 & 1.451972 & 3.1846 & 0.0756 & 1.0527 & 0.9978 & 24.51 \\
\hline
\end{array}
\]

(TE modes)

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
m & \beta/k_0 & k_f/k_0 & \alpha_s/k_0 & \alpha_c/k_0 & f_m/f & \theta_m^o \\
\hline
0 & 0.646507 & 0.7599 & 3.0935 & 3.2669 & 0.1028 & 77.46 \\
1 & 3.154191 & 1.5169 & 2.8011 & 2.9915 & 0.3461 & 64.32 \\
2 & 2.668932 & 2.2642 & 2.2407 & 2.4745 & 0.5894 & 49.69 \\
3 & 1.865244 & 2.9616 & 1.1733 & 1.5745 & 0.8327 & 32.20 \\
4 & - & - & - & - & 1.0760 & - \\
\hline
\end{array}
\]

(TM modes)

The \( \beta/k_0 \) column is the effective phase index of the modes. The default value of the relaxation parameter \( r = 0.5 \) did not work in this case and caused the TE iteration to diverge and the smaller value \( r = 0.3 \) was chosen. The number of iterations were \( N_{it} = 57 \) for TE and \( N_{it} = 66 \) for TM. The TIR angles were computed by the following command:

\[
\text{thm} = \text{acos}(k_f/nf)*180/pi; \quad \text{degrees}
\]

We note that all TIR angles are greater than the critical angles computed by:

\[
\theta_t = \arcsin \left( \frac{n_s}{n_f} \right) = 24.47^o, \quad \theta_c = \arcsin \left( \frac{n_s}{n_f} \right) = 16.60^o
\]

There are five TE modes and four TM ones. The fifth TE mode is very weakly bound to the substrate side because its decay parameter \( \alpha_s \) is very small, its cutoff frequency is very near the operating frequency \( f = c_0/\lambda_0 \), and its TIR angle, very close to the critical angle. With reference to the inequality (9.12.30), it so happened that in this example \( f \) falls in the range \( f_{4,TE} < f < f_{3,TE} \), and therefore, the fifth TM mode \( f_{5,TE} \) is not excited, but \( f_{4,TE} \) is. The convergence can be verified for all modes at once by computing the vector error norm of the characteristic equations, that is,
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\[ M = \text{length}(be)-1; \quad m = (0:M)'; \]
\[ \text{Err} = \text{norm}(kF*2*pi*a - m*pi/2 - \text{atan}(ps*as./kF)/2 - \text{atan}(pc*ac./kF)/2); \]

This error is of the order of the assumed tolerance, indeed, we have \( \text{Err} = 2.94 \cdot 10^{-10} \) for TE, and \( \text{Err} = 2.53 \cdot 10^{-10} \) for TM. We note that the quantity \( kF*2*pi*a \) represents the variable \( u \) in our units, indeed, \( u = kF/ka = (kF/ka)^2\pi(a/\lambda_0) \).

Finally, Fig. 9.12.4 displays the TE and TM solutions on the universal mode curves, see e.g. Eq. (9.12.19).

![Universal mode curves](image)

**Fig. 9.12.4** Universal mode curves. TE (solid lines/filled circles), TM (dashed lines/open circles).

**Example 9.12.2:** A second, more difficult, example from [963] has the parameters \( \lambda_0 = 1.55 \mu \text{m}, \quad a = 0.5 \mu \text{m}, \quad n_f = 3.3, \quad n_e = 3.256, \quad n_r = 1 \).

The same MATLAB code applies here, but we used the default value \( r = 0.5 \), which converges in 8 and 10 iterations respectively for the TE and TM modes. Only one (\( M = 0 \)) TE and one TM mode are supported with parameters given in the table below. The critical TIR angles are in this example:

\[ \theta_s = \arcsin \left( \frac{n_r}{n_f} \right) = 80.63^\circ, \quad \theta_c = \arcsin \left( \frac{n_e}{n_f} \right) = 17.64^\circ \]

<table>
<thead>
<tr>
<th>mode</th>
<th>( \beta/k_0 )</th>
<th>( k_f/k_0 )</th>
<th>( \alpha_s/k_0 )</th>
<th>( \alpha_e/k_0 )</th>
<th>( f_m/f )</th>
<th>( \theta_m^{\circ} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE</td>
<td>3.265996</td>
<td>0.4725</td>
<td>0.2553</td>
<td>3.1091</td>
<td>0.6427</td>
<td>81.77</td>
</tr>
<tr>
<td>TM</td>
<td>3.263384</td>
<td>0.4902</td>
<td>0.2194</td>
<td>3.1064</td>
<td>0.7142</td>
<td>81.46</td>
</tr>
</tbody>
</table>

The computational errors in the characteristic equations were \( \text{Err} = 1.63 \cdot 10^{-11} \) for TE, and \( \text{Err} = 1.52 \cdot 10^{-11} \) for TM.

### 9.13 Problems

9.1 An air-filled 1.5 cm x 3 cm waveguide is operated at a frequency that lies in the middle of its TE\(_{10}\) mode band. Determine this operating frequency in GHz and calculate the maximum power in Watts that can be transmitted without causing dielectric breakdown of air. The dielectric strength of air is 3 MV/m.

9.2 It is desired to design an air-filled rectangular waveguide such that (a) it operates only in the TE\(_{10}\) mode with the widest possible bandwidth, (b) it can transmit the maximum possible power, and (c) the operating frequency is 12 GHz and it lies in the middle of the operating band. What are the dimensions of the guide in cm?

9.3 An air-filled rectangular waveguide is used to transfer power to a radar antenna. The guide must meet the following specifications: The two lowest modes are TE\(_{10}\) and TE\(_{20}\). The operating frequency is 3 GHz and must lie exactly halfway between the cutoff frequencies of these two modes. The maximum electric field within the guide may not exceed, by a safety margin of 3, the breakdown field of air 3 MV/m.

a. Determine the smallest dimensions \( a, b \) for such a waveguide, if the transmitted power is required to be 1 MW.

b. What are the dimensions \( a, b \) if the transmitted power is required to be maximum?

What is that maximum power in MW?

9.4 It is desired to design an air-filled rectangular waveguide operating at 5 GHz, whose group velocity is 0.8c. What are the dimensions \( a, b \) of the guide (in cm) if it is also required to carry maximum power and have the widest possible bandwidth? What is the cutoff frequency of the guide in GHz and the operating bandwidth?

9.5 Show the following relationship between guide wavelength and group velocity in an arbitrary air-filled waveguide:

\[ \frac{1}{\lambda_g} = \frac{1}{\lambda_c} + \frac{1}{\lambda} \]

where

\[ \lambda_c, \lambda_g, \lambda \] are related to the cutoff wavelength by:

\[ \lambda_c = \frac{\pi}{\beta}, \quad \lambda_g = \frac{\pi}{\alpha} \]

Moreover, show that the group velocity is given by:

9.6 Determine the four lowest modes that can propagate in a WR-159 and a WR-90 waveguide.


9.7 An air-filled WR-90 waveguide is operated at 9 GHz. Calculate the maximum power that can be transmitted without causing dielectric breakdown of air. Calculate the attenuation constant in dB/m due to wall ohmic losses. Assume copper walls.

9.8 A rectangular waveguide has sides \( a, b \) such that \( b \leq a/2 \). Determine the cutoff wavelength \( \lambda_c \) of this guide. Show that the operating wavelength band of the lowest mode is \( 0 \leq \lambda \leq \lambda_c \).

9.9 The TE\(_{10}\) mode operating bandwidth of an air-filled waveguide is required to be 4–7 GHz. What are the dimensions of the guide?

9.10 Computer Experiment: WR-159 Waveguide. Reproduce the two graphs of Fig. 9.8.2.

9.11 A TM mode is propagated along a hollow metallic waveguide of arbitrary but uniform cross section. Assume perfectly conducting walls.

a. Show that the \( E_z(x,y) \) component satisfies:

\[ \int \left| \nabla \times \mathbf{E} \right|^2 dS = k_e^2 \int |E_z|^2 dS, \quad (k_e = \text{cutoff wavenumber}) \]
b. Using the above result, show that the energy velocity is equal to the group velocity.

*Hint:* Use the identity: \( \nabla_T \cdot ( A \nabla_T B ) = \nabla_T A \cdot \nabla_T B + A \nabla^2 B \), for scalar \( A, B \).

### 9.12 Computer Experiment: Dielectric Slab Waveguide

Using the MATLAB functions `dslab` and `dguide`, write a program that reproduces all the results and graphs of Examples 9.11.1 and 9.11.2.

### 9.13

Show that if the speed of light \( c_0 \) is slightly changed to \( c = c_0 + \Delta c_0 \) (e.g. representing a more exact value), then the solutions of Eq. (9.11.29) for \( k_c, \alpha_c \) change into:

\[
\begin{align*}
k_c + \Delta k_c &= k_c - \left( \frac{1}{1 + \alpha_c a} \right) \frac{\Delta c_0}{c_0} \\
\alpha_c + \Delta \alpha_c &= \alpha_c - \left( \frac{2}{1 + \alpha_c a} \right) \frac{\Delta c_0}{c_0}
\end{align*}
\]

For Example 9.11.1, calculate the corrected values when \( c_0 = 30 \) and \( c = 29.9792458 \) GHz cm. Compare with the values obtained if \( c_0 \) is replaced by \( c \) inside the function `dslab`.

More generally, consider the sensitivity of the solutions of Eq. (9.11.29) to any of the parameters \( \omega_0, a, c_0, n_1, n_2 \), which affect the solution through the value of \( R = a \omega_0 c_0^{-1} (n_1^2 - n_2^2) \). A small change in one or all of the parameters will induce a small change \( R \to R + \Delta R \). Show that the solutions are changed to:

\[
\begin{align*}
u + \Delta u &= u + \left( \frac{u}{1 + v} \right) \frac{\Delta R}{R} \\
v + \Delta v &= v + \left( \frac{u^2}{1 + v} \right) \frac{\Delta R}{R}
\end{align*}
\]

In particular, for simultaneous changes in all of the parameters, show that:

\[
\frac{\Delta R}{R} = \frac{\Delta a}{a} + \frac{\Delta \omega_0}{\omega_0} - \frac{\Delta c_0}{c_0} + \frac{2 \Delta a \omega_0 \Delta n_1 - 2 \Delta a \omega_0 \Delta n_2}{n_1^2 - n_2^2}
\]

From these results, show that the changes due to a change \( a \to a + \Delta a \) of the slab thickness are given by:

\[
\begin{align*}
k_c + \Delta k_c &= k_c - \frac{k_c \alpha_c}{1 + \alpha_c a} \Delta a \\
\alpha_c + \Delta \alpha_c &= \alpha_c - \frac{k_c^2}{1 + \alpha_c a} \Delta a
\end{align*}
\]

### 9.14

For the dielectric slab waveguide shown in Fig. 9.11.1, demonstrate that the energy transport velocity is equal to the group velocity. Specifically, consider the case of even \( \text{TE} \) modes defined by Eqs. (9.11.3)-(9.11.13), and show that \( V_{\text{en}} = V_{\text{gr}} \), where:

\[
V_{\text{en}} = \frac{P_T}{W'}, \quad V_{\text{gr}} = \frac{d\omega}{dB}
\]

where \( P_T \) is the time-averaged power transmitted in the \( z \)-direction through the cross-sectional area defined by \( 0 \leq y \leq 1 \) and \( -\infty < x < \infty \), and \( W' \) is the energy contained in the volume defined by the above area and unit-\( z \)-length, i.e.,

\[
P_T = \frac{1}{2\eta_{\text{TE}}} \int_{-\infty}^{\infty} |E_y(x)|^2 \, dx, \quad W' = \frac{1}{4} \int_{-\infty}^{\infty} \left[ |E_y(x)|^2 + |H_z(x)|^2 + \mu |H_x(x)|^2 \right] dx
\]

Because of the substantial amount of algebra involved, break the calculation as follows:

a. Show that \( P_T \) is given as the sum of the following two terms, where the first one represents the power flowing within the slab, and the second, the power flowing outside the slab:

\[
P_T = |H_1|^2 \frac{\beta_0 \mu_0}{2k_1^2} \left[ a k_c + \sin(\alpha k_c) \cos(\alpha k_c) \right] + |H_1|^2 \frac{\beta_0 \mu_0 \sin^2(\alpha k_c)}{2\alpha_c^2}
\]

where \( H_1 \) is the amplitude defined in Eq. (9.11.5). Without loss of generality, from now on set, \( H_1 = 1 \).

b. Show that the electric and magnetic energy densities are given as follows, where again, the first terms represent the energy contained within the slab, and the second, the energy outside the slab:

\[
\begin{align*}
W_e' &= \mu_0 (\beta^2 + k_1^2) |a k_c + \sin(\alpha k_c) \cos(\alpha k_c)|^2 + \frac{\mu_0 (\beta^2 - \alpha^2) \sin^2 (\alpha k_c)}{4\alpha_c^2} \\
W_m' &= \mu_0 (\beta^2 + k_1^2) a k_c + \frac{\mu_0 (\beta^2 - \alpha^2) \sin^2 (\alpha k_c)}{4\alpha_c^2}
\end{align*}
\]

c. Using the above expressions and Eq. (9.11.13), show the equality:

\[
W_e' = W_m'
\]

Thus, the total energy density is \( W' = W_e' + W_m' = 2W_e' \).

d. From parts (a,b,c), show that:

\[
P_T = \frac{\omega \beta \mu_0 (1 + a \alpha_c)}{2\alpha_c k_1^2}
\]

\[
W' = \frac{\mu_0 (\beta^2 + k_1^2) a \alpha_c + \beta^2}{2\alpha_c k_1^2}
\]

e. By differentiating Eqs. (9.11.3) and (9.11.13) with respect to \( \omega \), show that:

\[
\frac{d\beta}{d\omega} = \frac{(\beta^2 + k_1^2) a \alpha_c + \beta^2}{1 + \alpha_c}
\]

f. Combining the results of parts (e,f), show finally that:

\[
V_{\text{en}} = V_{\text{gr}} = \frac{\omega \beta (1 + a \alpha_c)}{(\beta^2 + k_1^2) a \alpha_c + \beta^2} = \frac{\omega \beta (1 + a \alpha_c)}{\omega^2 \mu_0 n_1^2 a \alpha_c + \beta^2}
\]

### 9.15 Computer Experiment. Asymmetric Slab Waveguide

Reproduce all the results and Fig. 9.12.4 of Example 9.12.1. Moreover, make a separate graph of Fig. 9.12.4 that zooms into the neighborhood of the fifth \( \text{TE} \) mode to make sure that it is indeed below cutoff.
In this chapter we discuss a variety of surface waveguides, such as plasmonic waveguides, which have the ability to confine light at sub-wavelength scales, and the Sommerfeld wire and Goubau lines, in which there is renewed interest for THz applications. We also use the Sommerfeld wire as the ideal example to explain the skin effect in conductors.

10.1 Plasmonic Waveguides

Surface plasmons have a large number of applications in the field of nanophotonic devices, waveguides, and nanocircuits, and in the area of biological and chemical sensors, and other applications [593–631]. Their distinguishing feature is their ability to confine light at sub-wavelength scales and guide it at long (relative to nanoscale) distances.

In this section, we consider plasmonic waveguides [934–981] from the point of view of the longitudinal-transverse waveguide decompositions that we developed in this chapter. The asymmetric dielectric waveguide problem of Sec. 9.12 is very similar—a very significant difference being that in the plasmonic case at least one the layers is metallic with a dielectric constant having negative real-part in the operating frequency range (typically, infrared to optical).

Fig. 10.1.1 depicts a typical plasmonic waveguide consisting of a thin film $\varepsilon_f$, sandwiched between a cladding cover $\varepsilon_c$ and a substrate $\varepsilon_s$. We discuss three cases: (a) single interface between a dielectric $\varepsilon_c$ and a metal $\varepsilon_f$, (b) metal-dielectric-metal (MDM) configuration in which $\varepsilon_f$ is a lossless dielectric and $\varepsilon_s, \varepsilon_c$ are metals, (c) dielectric-metal-dielectric (DMD) configuration in which $\varepsilon_f$ is a metal and $\varepsilon_s, \varepsilon_c$ are lossless dielectrics.1

Here, the quantities $\varepsilon_i, \varepsilon_f, \varepsilon_s$ denote that relative permittivities of the media, that is, $\varepsilon_i = \epsilon_i / \epsilon_0$, $i = c, f, s$, where $\epsilon_i$ is the permittivities of the $i$th medium and $\epsilon_0$, the permittivity of vacuum.

In the geometry of Fig. 10.1.1, propagation is in the $z$-direction, the transverse confinement is along the $x$-direction, the layers have infinite extent along the $y$-direction, and the film thickness is $2a$. We look for field solutions that have $t, z$ propagation dependence of $e^{j(x-a)\beta z}$, and decay exponentially away from the interfaces so that the

Fig. 10.1.1 Plasmonic waveguide depicting TM modes in either a DMD or MDM configuration.

transverse attenuation coefficients $\alpha_s, \alpha_c$ in the substrate and cladding have positive real parts, thus, the $x$-dependence of the fields is as follows for $x < -a$ and $x > a$: $e^{-\alpha_x|x|}$ for $x < -a$ (substrate) and $e^{-\alpha_x x}$ for $x > a$ (cladding)

As in the asymmetric dielectric guide of the previous section,

$$\alpha^2 = \beta^2 - k_0^2 \varepsilon_x$$

$$\alpha^2 = \beta^2 - k_0^2 \varepsilon_c$$

where $k_0 = 2\pi / \lambda_0$ is the vacuum wavenumber and $\lambda_0$ the vacuum wavelength, with operating frequency $f = c_0 / \lambda_0$ in Hz. Acceptable solutions must have propagation number $\beta$ with negative imaginary part, $\beta = \beta_R - j\beta_I$, $\beta_I \geq 0$, so that the wave attenuates exponentially as it propagates in the positive $z$-direction:

$$e^{-j\beta x} = e^{-j(\beta_R - j\beta_I)z} = e^{-j\beta_R z} e^{-\beta_I x}$$

A measure of the effective propagation distance is $L = \beta_I^{-1}$, or $L = (2\beta_I)^{-1}$ if it is referred to power, and the attenuation is $20 \log_{10}(e) \beta_I = 8.686 \beta_I$ in units of dB/m.

Within the film $\varepsilon_f$, the transverse cutoff wavenumber satisfies $k_f^2 = k_0^2 \varepsilon_f - \beta^2$. If the film is a metal with a dielectric constant $\varepsilon_f$ with negative real part, then $k_f^2$ will be essentially negative or $k_f$ imaginary, and therefore, it makes sense to work with the “attenuation” coefficient defined by $y = jk_f$, so that $y^2 = -k_f^2$.

$$y^2 = \beta^2 - k_0^2 \varepsilon_f$$

Thus, within the film, instead of assuming an $x$-dependence that is a linear combination of oscillatory cos($k_f x$) and sin($k_f x$) terms, we may work with a linear combination of hyperbolic terms sinh($\gamma x$) and cosh($\gamma x$)—referred to as plasmonic solutions.

Another way to justify the change in notation to $y = jk_f$, is to note that because the metals are lossy, the fields cannot penetrate too deeply into the metal and will be essentially surface waves that are concentrated primarily at the metal-dielectric interfaces (i.e., at $x = \pm a$) and attenuating away from them. By contrast, in the dielectric

---

1 Also known as metal-insulator-metal (MIM) and insulator-metal-insulator (IMI) configurations.
waveguide of the previous sections, the fields typically peak in the center of the film. In other words, in plasmonic waveguides most of the field energy is carried at or near the metal-dielectric interfaces instead of at the center of the film.

We will consider only TM plasmonic modes, although in more complicated media, such as magnetic materials and metamaterials, TE modes are also possible. The recent book [934] includes examples of all possible types of media and modes.

The TM modes are obtained by solving Eqs. (9.3.10) in each region and applying the boundary conditions. Thus, we must solve in each region:

\[
(\varepsilon_x^2 - y^2)E_x = 0, \quad E_x = -\frac{jB}{y^2} \partial_y E_x, \quad H_y = \frac{1}{\eta_{TM}} E_x, \quad \eta_{TM} = \frac{\varepsilon_x}{\omega \varepsilon_0}, \quad y^2 = \beta^2 - k_0^2 \varepsilon
\]

or, more specifically,

for \( |x| \leq a \), \((\varepsilon_x^2 - y^2)E_x = 0, \quad y^2 = \beta^2 - k_0^2 \varepsilon, \quad \eta_{TM} = \beta/(\omega \varepsilon_0 \varepsilon_f)\)

for \( x \geq a \), \((\varepsilon_x^2 - \alpha_x^2)E_x = 0, \quad \alpha_x^2 = \beta^2 - k_0^2 \varepsilon, \quad \eta_{TM} = \beta/(\omega \varepsilon_0 \varepsilon_c)\)

for \( x \leq -a \), \((\varepsilon_x^2 - \alpha_x^2)E_x = 0, \quad \alpha_x^2 = \beta^2 - k_0^2 \varepsilon, \quad \eta_{TM} = \beta/(\omega \varepsilon_0 \varepsilon_s)\)

The solutions for \( E_x(x) \) that automatically satisfy the tangential \( E \)-field boundary conditions at \( x = \pm a \) can be expressed as follows, where \( E_0 \) is a constant and \( \psi \), a parameter to be determined:

\[
E_x(x) = \begin{cases} 
E_0 \sinh(ya + \psi), & |x| \leq a \\
E_0 \sinh(ya + \psi)e^{-\alpha_c(x-a)}, & x \geq a \\
-E_0 \sinh(ya - \psi)e^{\alpha_c(x+a)}, & x \leq -a 
\end{cases}
\] (10.1.13)

The complete space-time dependence is \( E_x(x)e^{j\omega t - j\beta z} \). Eq. (10.1.13) results in the following transverse \( E \)-field:

\[
E_x(x) = \begin{cases} 
-\frac{jB}{y^2} \partial_y E_x = E_0 \frac{jB}{y} \cosh(ya + \psi), & |x| \leq a \\
-\frac{jB}{\alpha_x^2} \partial_x E_x = -E_0 \frac{jB}{\alpha_x} \sinh(ya + \psi)e^{-\alpha_c(x-a)}, & x \geq a \\
-\frac{jB}{\alpha_x^2} \partial_x E_x = -E_0 \frac{jB}{\alpha_x} \sinh(ya - \psi)e^{\alpha_c(x+a)}, & x \leq -a 
\end{cases}
\] (10.1.14)

The corresponding transverse magnetic fields are then obtained from \( H_y = E_x/\eta_{TM} \).

\[
H_y(x) = \begin{cases} 
\frac{\xi_f}{\gamma} \cosh(ya + \psi), & |x| \leq a \\
-\frac{\xi_f}{\alpha_c} \sinh(ya + \psi)e^{-\alpha_c(x-a)}, & x \geq a \\
-\frac{\xi_f}{\alpha_s} \sinh(ya - \psi)e^{\alpha_s(x+a)}, & x \leq -a 
\end{cases}
\] (10.1.15)

which, using the continuity conditions (10.1.7), can also be written as,

\[
H_y(x) = \begin{cases} 
H_0 \cosh(ya + \psi), & |x| \leq a \\
H_0 \cosh(ya + \psi)e^{-\alpha_c(x-a)}, & x \geq a \\
H_0 \cosh(ya - \psi)e^{\alpha_s(x+a)}, & x \leq -a 
\end{cases}
\] (10.1.16)

where \( H_0 = j\omega \varepsilon_0 E_0 \xi_f / y \). The continuity of the tangential \( H \)-field of Eq. (10.1.5) at the interfaces is equivalent to the continuity of the normal \( D \)-field, that is, \( E_x \), resulting into the two conditions:

\[
\begin{align*}
\frac{\xi_f}{y} \cosh(ya + \psi) &= -\frac{\xi_c}{\alpha_c} \sinh(ya + \psi) \\
\frac{\xi_f}{y} \cosh(ya - \psi) &= -\frac{\xi_s}{\alpha_s} \sinh(ya - \psi)
\end{align*}
\]

\[
\begin{align*}
tanh(ya + \psi) &= -\frac{p_c \alpha_c}{y} \\
tanh(ya - \psi) &= -\frac{p_s \alpha_s}{y}
\end{align*}
\] (10.1.17)

where we defined as in Eq. (9.12.23):

\[
\begin{align*}
p_c &= \frac{\xi_f}{\xi_c}, & p_s &= \frac{\xi_f}{\xi_s}
\end{align*}
\] (10.1.18)

The two conditions (10.1.17), together with,

\[
\begin{align*}
\alpha_c^2 &= \beta^2 - k_0^2 \varepsilon_c \\
\alpha_s^2 &= \beta^2 - k_0^2 \varepsilon_s
\end{align*}
\] (10.1.19)

allow the determination of the parameters \( \beta, \gamma, \alpha_c, \alpha_s, \) and \( \psi \). Eqs. (10.1.17) can also be written in the forms:

\[
\begin{align*}
e^{2(ya + \psi)} &= \frac{y - p_c \alpha_c}{y + p_s \alpha_s} \\
e^{2(ya - \psi)} &= \frac{y - p_c \alpha_c}{y + p_s \alpha_s}
\end{align*}
\] (10.1.10)

which immediately decouple into,

\[
\begin{align*}
e^{2ya} &= \frac{(y - p_c \alpha_c)(y - p_s \alpha_s)}{(y + p_c \alpha_c)(y + p_s \alpha_s)} \\
e^{2\psi} &= \frac{(y - p_c \alpha_c)(y + p_s \alpha_s)}{(y + p_c \alpha_c)(y - p_s \alpha_s)}
\end{align*}
\] (10.1.11)

and can also be written in the equivalent forms:

\[
\begin{align*}
tanh(2ya) &= -\frac{y^2 - p_c \alpha_c p_s \alpha_s}{y^2 + p_c \alpha_c p_s \alpha_s} \\
tanh(2\psi) &= -\frac{y^2 - p_c \alpha_c p_s \alpha_s}{y^2 + p_c \alpha_c p_s \alpha_s}
\end{align*}
\] (10.1.13)
10.1. Plasmonic Waveguides

The quantities β, γ, αc, αs may be determined from Eqs. (10.1.9) and (10.1.11), or (10.1.13). Then, the parameter ψ can be calculated from Eq. (10.1.14). The quantity ψ is defined up to an integer multiple of \( \pi / 2 \) because of the identity \( \tanh(2\psi + jm\pi) = \tanh(2\psi) \), and the integer \( m \) serves to label particular modes. For example, a possible way of introducing the integer \( m \) in the inverse of Eqs. (10.1.17) is:

\[
y a + \psi = \tanh \left( \frac{p_c \alpha_c}{y} \right)
\]

\[
y a - \psi = \tanh \left( -\frac{p_s \alpha_s}{y} \right) - jm\pi
\]

which result into:

\[
y a = \frac{1}{2} \tanh \left( -\frac{p_c \alpha_c}{y} \right) + \frac{1}{2} \tanh \left( -\frac{p_s \alpha_s}{y} \right) - \frac{1}{2}jm\pi
\]

\[
\psi = \frac{1}{2} \tanh \left( -\frac{p_c \alpha_c}{y} \right) - \frac{1}{2} \tanh \left( -\frac{p_s \alpha_s}{y} \right) + \frac{1}{2}jm\pi
\]

Eq. (10.1.13) has a very rich solution structure because, in general, the quantities β, γ, αc, αs are complex valued when the media are lossy. See, for example, Refs. [941-944,954,955] for a discussion of the variety of possible solutions.

The above choice of the \( m \)-terms was made so that the cases \( m = 0 \) and \( m = 1 \) will correspond to the TM0 and TM1 modes, respectively. Additional \( \pi / 2 \) terms may arise depending on the values of the parameters. For example, if \( \epsilon_c, \epsilon_s \) are real and negative and \( \epsilon_f \) is positive as in an MDM case, and if \( |p_c|\alpha_c/y > 1 \) and \( |p_s|\alpha_s/y > 1 \), then using the identity,

\[
\tanh \left( \frac{1}{x} \right) = \tanh(x) + \text{sign}(x) \frac{jm\pi}{2}, \quad x \text{ real}, \quad |x| < 1
\]

we may rewrite Eq. (10.1.15) in the form:

\[
y a = \frac{1}{2} \tanh \left( -\frac{p_c \alpha_c}{y} \right) + \frac{1}{2} \tanh \left( -\frac{p_s \alpha_s}{y} \right) - \frac{1}{2}j(m - 1)\pi
\]

\[
\psi = \frac{1}{2} \tanh \left( -\frac{p_c \alpha_c}{y} \right) - \frac{1}{2} \tanh \left( -\frac{p_s \alpha_s}{y} \right) + \frac{1}{2}jm\pi
\]

Oscillatory Modes

In addition to the plasmonic waveguide modes, there may also be oscillatory modes. The plasmonic solutions have a value for \( y \) that is predominantly real valued, with the fields peaking at the metal-dielectric interfaces, whereas the oscillatory modes have a \( y \) that is predominantly imaginary. In fact, replacing \( y = jk_f \), in Eq. (10.1.13) and using the identity, \( \tanh(jx) = j \tan(x) \), we obtain the characteristic equation for the oscillatory modes:

\[
\tan(2k_f a) = \frac{k_f (p_c \alpha_c + p_s \alpha_s)}{k_f^2 - p_c \alpha_c p_s \alpha_s} \quad \text{(oscillatory modes)} \quad (10.1.17)
\]

where \( k_f = \sqrt{k_f^2 \epsilon_f - \beta^2} \). In an MDM configuration, \( k_f \) is predominantly real, whereas in an DMD configuration that has \( \text{Re}(\epsilon_f) < 0 \), \( k_f \) will be predominantly imaginary, i.e., of the plasmonic type. Thus, Eq. (10.1.17) applies to the MDM case and admits both TE and TM type of solutions, with the TE ones obtained by replacing, \( p_c = p_s = 1 \), as in Sec. 9.12. Setting \( \psi = jf \), the two matching conditions (10.1.7) read now

\[
\tan(k_f a + \phi) = \frac{p_c \alpha_c}{k_f}
\]

\[
\tan(k_f a - \phi) = \frac{p_s \alpha_s}{k_f}
\]

which can be inverted and solved in terms of the mode number \( m \):

\[
k_f a = \frac{1}{2} \tan \left( \frac{p_c \alpha_c}{k_f} \right) + \frac{1}{2} \tan \left( \frac{p_s \alpha_s}{k_f} \right) + \frac{1}{2}m\pi
\]

\[
\phi = \frac{1}{2} \tan \left( \frac{p_c \alpha_c}{k_f} \right) - \frac{1}{2} \tan \left( \frac{p_s \alpha_s}{k_f} \right) + \frac{1}{2}m\pi
\]

These apply to both the TE and TM cases. For the TM case of the MDM configuration, because \( p_c, p_s \) are dominantly negative real, we may use the identity,

\[
\tanh(x) = \frac{\pi}{2} + \tan \left( \frac{-1}{x} \right), \quad x > 0
\]

applied, for example, with \( x = -k_f / p_c \alpha_c \), to rewrite Eq. (10.1.19) in the form:

\[
k_f a = \frac{1}{2} \tan \left( \frac{k_f}{p_c \alpha_c} \right) + \frac{1}{2} \tan \left( \frac{k_f}{p_s \alpha_s} \right) + \frac{1}{2}m\pi
\]

\[
\phi = \frac{1}{2} \tan \left( \frac{k_f}{p_c \alpha_c} \right) - \frac{1}{2} \tan \left( \frac{k_f}{p_s \alpha_s} \right) + \frac{1}{2}m\pi
\]

We will use this form to determine the cutoff waveguide thicknesses of certain modes. Replacing \( y = jk_f \) and \( \psi = j f \) in Eq. (10.1.6), we also obtain the transverse magnetic field of the oscillatory TM modes:

\[
H_y(x) = \begin{cases} H_0 \cos(k_f x + \phi), & |x| \leq a \\ H_0 \cos(k_f a + \phi) e^{-\alpha_c(x-a)}, & x \geq a \\ H_0 \cos(k_f a - \phi) e^{\alpha_s(x+a)}, & x \leq -a \end{cases}
\]

where \( H_0 = \omega \epsilon_0 E_0 \epsilon_f / k_f \). In the examples below, we look at the special roles played by the TM0 plasmonic mode (\( m = 0 \)), and the TM1 plasmonic and oscillatory modes (\( m = 1 \)).
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Relationship to Surface Plasmon Resonance

We note also that Eq. (10.1.11) is equivalent to the surface plasmon resonance condition discussed in Sec. 8.5. The reflection coefficient \( \Gamma \) of the Kretschmann-Raether configuration of Fig. 8.5.2 is given by Eq. (8.5.7),

\[
\Gamma = \frac{\rho_a + \rho_b e^{-2j k_d}}{1 + \rho_a \rho_b e^{-2j k_d}}, \quad \rho_a = \frac{k_z \varepsilon_a - k_z \varepsilon_a}{k \varepsilon_a + k \varepsilon_a}, \quad \rho_b = \frac{k_z \varepsilon_b - k_z \varepsilon_b}{k \varepsilon_b + k \varepsilon_b}
\]

The surface plasmon resonance condition \( [608] \) corresponds to a pole of \( \Gamma \), that is, the vanishing of the denominator, \( 1 + \rho_a \rho_b e^{-2j k_d} = 0 \), which is indeed the same as Eq. (10.1.11). To see this, we map the notation of Sec. 8.5 to that of the present section:

\[
x \to z, \quad z \to x, \quad k_z \to jy, \quad k_{za} \to -j \alpha_s, \quad k_{zb} \to -j \alpha_c, \quad \varepsilon \to \varepsilon_f, \quad \varepsilon_a \to \varepsilon_s, \quad \varepsilon_b \to \varepsilon_c
\]

which imply,

\[
\rho_a = \frac{y - p \alpha_s}{y + p \alpha_s}, \quad \rho_b = \frac{y - p \alpha_c}{y + p \alpha_c}
\]

\[
1 + \rho_a \rho_b e^{-2j k_d} = 0 \to 1 - \left( \frac{y - p \alpha_s}{y + p \alpha_s} \right) \left( \frac{y - p \alpha_c}{y + p \alpha_c} \right) e^{-2ya} = 0
\]

Symmetric Configuration

When the cladding and substrate media are the same, i.e., \( \varepsilon_c = \varepsilon_s \), then \( \alpha_c = \alpha_s \) and \( p_c = p_s \), and the characteristic equations (10.1.7) simplify further. Indeed, we note from Eq. (10.1.14) that \( e^{i \psi} = 1 \), which implies the two basic cases \( \psi = 0 \) and \( \psi = j \pi /2 \). Noting the identity \( \tanh(x + j \pi /2) = \coth(x) \), the two characteristic equations (10.1.7) become a single one, given as follows for the two cases of \( \psi \):

\[
\begin{align*}
\text{(even)} & \quad \psi = 0, \quad e^{2ya} = \frac{y - p \alpha_c}{y + p \alpha_c}, \quad \tanh(ya) = \frac{-p \alpha_s}{y} \\
\text{(odd)} & \quad \psi = j \pi /2, \quad e^{2ya} = \frac{y - p \alpha_c}{y + p \alpha_c}, \quad \coth(ya) = \frac{-p \alpha_s}{y}
\end{align*}
\]

(10.1.22)

The labeling as even or odd (symmetric or antisymmetric) refers to the symmetry or antisymmetry of the transverse electric and magnetic fields \( E_x(x) \) and \( H_y(x) \) as functions of \( x \) within the film region.\(^1\) Indeed, it is evident from Eq. (10.1.4) that if \( \psi = 0 \), then \( E_x(x) \) is proportional to \( \cosh(yx) \), an even function of \( x \), and if \( \psi = j \pi /2 \), then because of the identity \( \cosh(x + j \pi /2) = j \sinh(x) \), the field \( E_x(x) \) will be proportional to \( \sinh(yx) \), an odd function of \( x \).

The nomenclature carries over loosely to the asymmetric waveguide that has \( \varepsilon_c \neq \varepsilon_s \), with the "symmetric/even" case corresponding to a value of \( \psi \) that is predominantly real, and the "antisymmetric/odd" one corresponding to a value of \( \psi \) whose imaginary part is near \( j \pi /2 \). Examples of these are given below.

---

\(^1\)In the literature, sometimes the labeling is reversed, referring instead to the symmetry or antisymmetry of the longitudinal field \( E_y(x) \) which is the opposite of that of \( E_x(x) \).

10. Surface Waveguides

Power Transfer

The \( z \)-component of the Poynting vector gives the power flow in the \( z \)-direction per unit \( xy \) area. Since \( E_z = \eta_TM H_y \), \( \eta_TM = \beta / (\omega \epsilon) \), we obtain from Eq. (10.1.6),

\[
P_z(x) = \frac{1}{2} \text{Re} [E_z(x) H_y^*(x)] = \frac{1}{2} \text{Re} (\eta_TM) |H_y(x)|^2
\]

and since \( k_0 = \omega / c_0 \), we may write \( \eta_TM \) in the form,

\[
\eta_TM = \frac{\beta}{\omega \epsilon} = \frac{\beta}{k_0 c_0 \epsilon} = \eta_0 = \frac{\mu_0}{\epsilon_0}
\]

The Poynting vector is then in the three regions,

\[
P_z(x) = \frac{1}{2} \eta_0 |H_0|^2 \cdot \text{Re} \left( \frac{\beta}{k_0 c_0 \epsilon} \right) |\cosh(ya + \psi)|^2
\]

\[
P_z(x) = \frac{1}{2} \eta_0 |H_0|^2 \cdot \text{Re} \left( \frac{\beta}{k_0 c_0 \epsilon} \right) |\cosh(ya + \psi)|^2 e^{-2 \alpha_c(x-a)}, \quad x \geq a
\]

\[
P_z(x) = \frac{1}{2} \eta_0 |H_0|^2 \cdot \text{Re} \left( \frac{\beta}{k_0 c_0 \epsilon} \right) |\cosh(ya - \psi)|^2 e^{2 \alpha_c(x+a)}, \quad x \leq -a
\]

where \( \alpha_cR, \alpha_sR \) denote the real parts of \( \alpha_c, \alpha_s \). Integrating (10.3.2) over all \( xy \) area, \( ds = dx \cdot (1 \text{ m along } y) \), we obtain the powers transmitted (per unit \( y \)-length) along the \( z \)-direction within each region. Dropping the overall unimportant factor \( \eta_0 |H_0|^2 /2 \), and denoting the real and imaginary parts of \( y \), \( \psi \) by \( y_R, \psi_R \) and \( y_I, \psi_I \), we have,

\[
P_f = \text{Re} \left( \frac{\beta}{k_0 c_0 \epsilon} \right) \left[ \sinh(y_R a) \cosh(y_R \psi_R) + \sin(y_I a) \cos(y_I \psi_R) \right]
\]

\[
P_c = \text{Re} \left( \frac{\beta}{k_0 c_0 \epsilon} \right) \left[ \cosh(ya + \psi) \right]^2 \frac{2 \alpha_c}{y_R}
\]

\[
P_s = \text{Re} \left( \frac{\beta}{k_0 c_0 \epsilon} \right) \left[ \cosh(ya - \psi) \right]^2 \frac{2 \alpha_c}{y_R}
\]

(10.1.24)

and the net power is,

\[
P = P_f + P_c + P_s
\]

(10.1.25)

These expressions must be multiplied by \( e^{-2j \beta z} \) for \( \beta = \beta_R - j \beta_I \), for the attenuation of power with propagation distance \( z \). These also apply to the lossless case, where we must replace \( \sin(2y_I a)/(2y_I) \bigg|_{y_I=0} = a. \) Note that we may also write,

\[
|\cosh(ya + \psi)|^2 = \frac{1}{2} \left[ \cosh(2y_R a + \psi_R) + \cosh(2y_I a + \psi_I) \right]
\]

The MATLAB function, \( \text{pwgpower} \), implements Eqs. (10.1.24) and (10.1.25):

\[
[P, Pf, Pc, Ps] = \text{pwgpower}(a, ef, ec, es, be, m);
\]

\( \%\) transmitted power in plasmonic waveguide

where \( a \) and \( \beta \) are in units of \( k_0^{-1} \) and \( k_0 \), respectively, and \( m = 0, 1 \), for TM\(_0 \) or TM\(_1 \) modes, where \( \psi \) is calculated from Eq. (10.1.15).
10.2 Single Metal-Dielectric Interface

The case of a single metal-dielectric interface can be thought of as the limit of a DMD configuration when the film thickness tends to infinity, $a \to \infty$. It is depicted in Fig. 10.2.1.

**Fig. 10.2.1** Surface plasmon wave propagating along metal-dielectric interface.

Because $\gamma$ has positive real part, the left-hand side of Eq. (10.1.11) tends to infinity as $a \to \infty$, and this requires the vanishing of the denominator of the right-hand side, that is, one of the conditions:

$$\gamma = -p_c \alpha_c, \quad \text{or} \quad \gamma = -p_s \alpha_s$$  \hspace{1cm} (10.2.1)

Let us consider the first one. Because $\varepsilon_f$ is a metal with a negative real part, the condition $\gamma = -p_c \alpha_c = -\varepsilon_f \alpha_c / \varepsilon_c$ is consistent with the requirement that both $\gamma$ and $\alpha_c$ have positive real parts. Assuming that the interface is positioned at $x = 0$, the longitudinal electric field will be for TM modes:

$$E_x(x) = \begin{cases} E_0 e^{-\alpha_c x}, & x \geq 0 \\ E_0 e^{\gamma x}, & x \leq 0 \end{cases}$$  \hspace{1cm} (10.2.2)

with complete space-time dependence $E_x(x) e^{j(\omega t - k x)}$. The $E_x$ component will be:

$$E_x(x) = \begin{cases} \frac{j \beta}{-\alpha_c^2} \partial_x E_x = -E_0 \frac{j \beta}{\alpha_c} e^{-\alpha_c x}, & x \geq 0 \\ \frac{j \beta}{-\gamma^2} \partial_x E_x = E_0 \frac{j \beta}{\gamma} e^{\gamma x}, & x \leq 0 \end{cases}$$  \hspace{1cm} (10.2.3)

The corresponding magnetic field is obtained from $H_y = E_x / \eta_{TM}$, where $\eta_{TM} = \beta / (\omega c)$,

$$H_y(x) = \begin{cases} -j \omega \varepsilon_0 E_0 \frac{\varepsilon_c}{\alpha_c} e^{-\alpha_c x}, & x \geq 0 \\ j \omega \varepsilon_0 E_0 \frac{\varepsilon_f}{\gamma} e^{\gamma x}, & x \leq 0 \end{cases}$$  \hspace{1cm} (10.2.4)

The continuity of either $D_z = \varepsilon E_x$, or $H_y$ at $x = 0$ gives the first condition in Eq. (10.2.1). These results are equivalent to those of Sec. 7.11. Indeed, the propagation wavenumber $\beta$, as well as $\gamma, \alpha_c$, are obtained from:

$$\gamma = -\frac{\varepsilon_f \alpha_c}{\varepsilon_c} \Rightarrow \beta^2 - k_0^2 \frac{\varepsilon_f}{\varepsilon_c} = 0$$  \hspace{1cm} (10.2.5)

or, solving for $\beta, \gamma, \alpha_c$,

$$\gamma = -\frac{k_0 \varepsilon_f}{\sqrt{\varepsilon_f + \varepsilon_c}}, \quad \alpha_c = \frac{k_0 \varepsilon_c}{\sqrt{\varepsilon_f + \varepsilon_c}}$$  \hspace{1cm} (10.2.6)

where the square root signs have been selected to satisfy the requirements that $\beta$ have negative imaginary part and $\beta, \gamma, \alpha_c$ positive real parts. To see this in more detail, set $\varepsilon_f = -\varepsilon_R - j \varepsilon_I$, with $\varepsilon_R > 0$, and assume $\varepsilon_R > \varepsilon_c$, as in Sec. 7.11. Then, a first-order calculation in $\varepsilon_I$ yields the expressions:

$$\beta = k_0 \sqrt{\frac{\varepsilon_R \varepsilon_c}{\varepsilon_R - \varepsilon_c}} \left[ 1 - j \frac{\varepsilon_f \varepsilon_I}{2 \varepsilon_R} (\varepsilon_R - \varepsilon_c) \right]$$

$$\gamma = \frac{k_0 \varepsilon_f}{\sqrt{\varepsilon_R - \varepsilon_c}} \left[ 1 + j \frac{\varepsilon_f - 2 \varepsilon_c \varepsilon_I}{2 \varepsilon_R (\varepsilon_R - \varepsilon_c)} \right]$$

$$\alpha_c = \frac{k_0 \varepsilon_c}{\sqrt{\varepsilon_R - \varepsilon_c}} \left[ 1 - j \frac{\varepsilon_I}{2(\varepsilon_R - \varepsilon_c)} \right]$$  \hspace{1cm} (10.2.7)

Eq. (10.2.7) shows explicitly how the condition $\varepsilon_R > \varepsilon_c$ guarantees the existence of plasmonic waves with Re($\beta$) > 0 and Im($\beta$) < 0. We note also that Re($\gamma$)/Re($\alpha_c$) = $\varepsilon_R / \varepsilon_c$, which is typically much greater than unity, $\varepsilon_R / \varepsilon_c \gg 1$. Therefore, the attenuation length within the metal is typically much shorter than that in the dielectric, i.e., $1 / \text{Re}(\gamma) \ll 1 / \text{Re}(\alpha_c)$. This is depicted in Figs. 10.2.1 and 10.2.2.

**Example 10.2.1:** Following Example 7.11.1, we use the value $\varepsilon_f = -16 - 0.5j$ for silver at $\lambda_0 = 0.632 \mu m$, and air $\varepsilon_s = 1$. Then, $k_0 = 2 \pi / \lambda_0 = 9.94 \text{ rad/\mu m}$ and Eqs. (10.2.6) give the following values for the parameters $\beta, \gamma, \alpha_c$ and corresponding propagation and penetration distances:

$$\beta = 10.2674 - 0.0107j \text{ rad/\mu m}, \quad L_z = -\frac{1}{\text{Im}(\beta)} = 93.969 \mu m$$

$$\gamma = 41.0755 + 0.5989j \text{ rad/\mu m}, \quad L_f = \frac{1}{\text{Re}(\gamma)} = 0.0243 \mu m$$

$$\alpha_c = 2.5659 - 0.0428j \text{ rad/\mu m}, \quad L_c = \frac{1}{\text{Re}(\alpha_c)} = 0.3897 \mu m$$

Thus, the fields extend much more into the dielectric than the metal, but at either side they are confined to distances that are less than their free-space wavelength. The transverse magnetic field $H_y(x)$, which is continuous at the interface, is shown in Fig. 10.2.2. It was plotted with the MATLAB code:

```matlab
ec = 1; ef = -16-0.5*j; la0 = 0.632; k0 = 2*pi/la0;
b = k0*sqrt(ef*ec/(ef+ec));
```
\[ ga = -k_0^2 e_f / \sqrt{-e_f - e_c}; \quad \text{or, } ga = \sqrt{b^2 - k_0^2 e_f}; \]
\[ ac = k_0 e_c / \sqrt{-e_f - e_c}; \quad \text{or, } ac = \sqrt{b^2 - k_0^2 e_c}; \]
\[ x = 1 \text{inspace}(-0.4, 1, 141); \]
\[ H_y = \text{abs(exp}(ga \cdot x).*(x<0) + \text{exp}(-ac \cdot x).*(x\geq0)); \]
\[ \text{plot}(x,H_y); \]

where the first term represents the power flow within the dielectric, and the second, the power flow within the metal. Since typically, \( \beta_R e_R > \beta_I e_I \), the second term is negative, representing power flow along the negative \( z \) direction within the metal. However, the sum of the two terms is positive, so that the net power flow is along the positive \( z \) direction. In fact, since also, \( |y| \gg |e_c| \), the second term will be much smaller than the first one, which is to be expected since the fields tend to be attenuate more quickly within the metal than in the dielectric. Indeed, for the values given in Example 10.2.1, we find the terms in the brackets to be:

\[ \left( \frac{\beta_R e_c}{\alpha_R |e_c|^2} - \frac{\beta_R e_R - \beta_I e_I}{\gamma_R |y|^2} \right) \begin{align*} & = 0.6076 - 0.0024 = 0.6053 \end{align*} \]

Using the second of Eqs. (10.3.1), one can show that the term in brackets in (10.3.3) becomes

\[ \left( \frac{\beta_R e_c}{\alpha_R |e_c|^2} - \frac{\beta_R e_R - \beta_I e_I}{\gamma_R |y|^2} \right) = \frac{\beta_R e_R e_R (e_c^2 - e_f^2 + e_f^2) + \beta_R \alpha_Re_R (e_f^2 + e_c^2) + \beta_I \alpha_Re_I e_c^2}{\gamma_R |e_f|^2 |y|^2} \]

which is positive since we assumed \( e_R > e_c \), and all other terms are non-negative. The power, of course, attenuates exponentially with distance \( z \), and all other terms are non-negative. The expression (10.3.3) must be multiplied by the factor \( e^{-2\beta_R z} \).

The positivity of \( P_T \) implies also the positivity of the energy velocity, \( v_{en} = P_T/W' \), where \( W' \) is the energy density per unit \( z \)-length (see Sec. 9.7), which is always positive. In the lossless case, we show below that the group velocity, \( v_T = d\omega/d\beta \), is equal to the energy velocity, and hence \( v_{en} \) will also be positive. This can also be seen from Fig. 7.11.2 depicting the \( \omega-\beta \) dispersion relationship, which has a positive slope \( d\omega/d\beta \).

However, when losses are taken into account, it can be shown [973], using for example the Drude model for the metal permittivity, that there are frequency regions in which the group velocity is negative. Similar situations arise in MDM and DMD configurations in which, depending on the media permittivities and layer thicknesses, there can exist modes that have negative group velocities—see, for example, Refs. [943] and [965–981].

Next, we determine the \( x \)-component of the Poynting vector, which describes power flow from the dielectric into the metal, and we show that the power entering the metal and the power flowing in the \( z \)-direction in the metal are completely dissipated into heat as ohmic and dielectric losses. We have,

\[ P_x(x) = -\frac{1}{2} \text{Re}\left[ E_z(x) H_y(x) \right] \begin{cases} -\frac{1}{2} \omega \epsilon_0 |E_0| e^{-2\alpha_R x}, & x \geq 0 \\ -\frac{1}{2} \omega \epsilon_0 |E_0| e^{2\gamma_R x}, & x \leq 0 \end{cases} \]

Integrating (10.3.2) over an \( xy \)-area, \( dS = dx \cdot (1 \text{ m along } y) \), we obtain the net power transmitted (per unit \( y \)-length) along the \( z \)-direction:

\[ P_T = \int_{-\infty}^{\infty} P_x dx = \frac{1}{4} \omega \epsilon_0 |E_0|^2 \left( \frac{\beta_R e_c}{\alpha_R |e_c|^2} - \frac{\beta_R e_R - \beta_I e_I}{\gamma_R |y|^2} \right) \]

The power flow \( P_x \) is continuous across the interface at \( x = 0 \) because of the condition \( \epsilon_f / \alpha_c = -\epsilon_f / \gamma_f \). The negative sign on the dielectric side simply means that power flows towards the negative \( x \) direction into the metal. The \( z \)-dependence of \( P_x \) is obtained by multiplying Eq. (10.3.4) by \( e^{-2\beta_R x} \).

To account for the power dissipation within the metal, we consider a rectangular volume of sides \( L, d, b \) along the \( z, x, y \) directions lying within the metal below the \( yz \) interface plane, as shown below.
10.3. Power Transfer, Energy & Group Velocities

The net power entering and leaving the top and bottom sides is obtained by restoring the factor $e^{-2\beta_I z}$ and integrating (10.3.4) over the $L \times b$ area and subtracting the values at $x = 0$ and $x = -d$,

$$P_{x,\text{net}} = \frac{1}{2} \omega \varepsilon_0 |E_0|^2 \Im \left( \frac{E_z}{\varepsilon_c} \right) \left( \frac{1 - e^{-2\beta_I L}}{2\beta_I} \right) (1 - e^{-2\gamma_d d}) b$$  \hspace{1cm} (10.3.5)

Similarly, the net power entering and leaving the left and right sides is obtained by integrating (10.3.2) over the area $d \times b$ and subtracting the values at $z = 0$ and $z = L$,

$$P_{z,\text{net}} = -\frac{1}{2} \omega \varepsilon_0 |E_0|^2 \Re \left[ \beta \varepsilon_c^* \right] \left( \frac{1 - e^{-2\gamma_d d}}{2\gamma_d} \right) (1 - e^{-2\beta_I L}) b$$  \hspace{1cm} (10.3.6)

The sum of these two powers must equal the power loss within the volume $L \times d \times b$,

$$P_{\text{loss}} = \frac{1}{2} \omega \varepsilon_0 |E_0|^2 \Im \left( \frac{E_z}{\varepsilon_c} \right) \left( \frac{1 - e^{-2\gamma_d d}}{2\gamma_d} \right)$$

Restoring the factor $e^{-\beta z}$ in $E_x, E_z$, we obtain from Eqs. (10.2.2) and (10.2.3):

$$P_{\text{loss}} = \frac{1}{2} \omega \varepsilon_0 |E_0|^2 \varepsilon_I \left( 1 + \frac{1}{|\gamma|^2} \right)$$

Energy conservation requires that, $P_{x,\text{net}} + P_{z,\text{net}} = P_{\text{loss}}$. Cancelling some common factors, this condition is equivalent to,

$$2\gamma_d \Re \left( \frac{E_z}{\varepsilon_c} \right) - 2\beta_I \Im \left( \frac{E_z}{\varepsilon_c} \right) = \varepsilon_I \left( 1 + \frac{1}{|\gamma|^2} \right)$$  \hspace{1cm} (10.3.8)

The proof of this result is left for Problem 10.1, however, we note that this calculation is an example of the more general result stated in Problem 1.5. We note also that (10.3.8) is trivially satisfied in the lossless case that has $\beta_I = \alpha_I = \varepsilon_I = 0$.

We conclude this section by showing the equality $v_m = v_m$ in the lossless case and assuming an arbitrary frequency dependence of the (real-valued) metal permittivity.

We assume that $\varepsilon_f = -\varepsilon_R$ is a real negative function of frequency $\omega$, $\varepsilon_c$ is positive constant such that $\varepsilon_R > \varepsilon_c$, and both media are non-magnetic, $\mu = \mu_0$. Then, the quantities $\beta, \alpha_c, \gamma$ are given by the real parts of Eqs. (10.2.7). Inserting these expressions into $P_T$, we find:

$$P_T = \frac{1}{4} \varepsilon_0 |E_0|^2 \frac{\gamma_c^2 (\varepsilon_R + \varepsilon_c) (\varepsilon_R - \varepsilon_c)^2}{\omega \varepsilon_R^{3/2} \varepsilon_c^{1/2}}$$  \hspace{1cm} (10.3.9)

For lossless non-magnetic media, the time-averaged energy density is given by

$$w_{\text{en}} = \frac{1}{4} (\varepsilon R)^{'} |E|^2 + \frac{1}{4} \mu_0 |H|^2$$

or,

$$w_{\text{en}} = \frac{1}{4} (\varepsilon R)^{'} (|E|^2 + |E|^2) + \frac{1}{4} \mu_0 |H|^2$$

Using Eqs. (10.2.2)-(10.2.4), we obtain,

$$w_{\text{en}} = \frac{1}{4} \varepsilon_0 |E_0|^2 \left[ \varepsilon_c \left( 1 + \frac{\beta^2}{\alpha^2} \right) + \frac{k^2_{\beta} \varepsilon^2}{\alpha^2} \right] e^{-\alpha c x}, \quad x \geq 0$$

Integrating over $x$, we find the energy density per unit $z$-length and unit $y$-length:

$$W' = \int_{-\infty}^{\infty} w_{\text{en}} dx = \frac{1}{4} \varepsilon_0 |E_0|^2 \left[ \frac{1}{2\alpha_c} + \left( (\varepsilon R)^{'} \left( 1 + \frac{\beta^2}{\gamma^2} \right) + \frac{k^2_{\beta} \varepsilon^2}{\gamma^2} \right) \frac{1}{2\gamma} \right]$$

The derivative term $(\varepsilon R)^{'}$ can be replaced by

$$(\varepsilon R)^{'} - (\varepsilon R)^{'} = -\varepsilon_R - \omega \varepsilon_R', \quad \varepsilon_R' = \frac{d \varepsilon_R}{d \omega}$$

By differentiating with respect to $\omega$ both sides of the equation,

$$\beta^2 = \frac{\omega^2}{\varepsilon_0} \varepsilon_R^2 \varepsilon_c$$

we may relate the derivative $\varepsilon_R'$ to the derivative $\beta' = d \beta/d \omega$, as follows:

$$\varepsilon_R' = 2 \left( \frac{\beta}{\omega} - \beta' \right) \varepsilon_R'$$

Substituting this into $W'$, we find after some algebra,

$$W' = \frac{1}{4} \varepsilon_0 |E_0|^2 \left[ \beta' \varepsilon_0^2 \varepsilon_c (\varepsilon_R + \varepsilon_c) (\varepsilon_R - \varepsilon_c)^2 \right]$$

This implies that the energy velocity will be equal to the group velocity:

$$v_m = \frac{P_T}{W'} = \frac{1}{B'} = \frac{d \omega}{d \beta'} = v_g$$
10.4 MDM Configuration – Lossless Case

An MDM waveguide is depicted in Fig. 10.4.1. To gain an understanding of the properties of the propagating modes, we will assume initially that all three media are lossless, with \( \varepsilon_f \) real positive, and \( \varepsilon_c, \varepsilon_s \) real negative, so that we can set \( \varepsilon_c = -|\varepsilon_c| \) and \( \varepsilon_s = -|\varepsilon_s| \). Without loss of generality, we will also assume that \( |\varepsilon_c| \geq |\varepsilon_s| \). Following [943], we distinguish three cases:

1. \( |\varepsilon_s| \leq |\varepsilon_f| \Rightarrow |p_c| \leq 1 \leq |p_s| \) \hspace{1cm} (10.4.1)
2. \( |\varepsilon_s| \leq |\varepsilon_c| \leq |\varepsilon_f| \Rightarrow 1 \leq |p_c| \leq |p_s| \) \hspace{1cm} (10.4.2)
3. \( |\varepsilon_f| \leq |\varepsilon_c| \leq |\varepsilon_s| \Rightarrow |p_c| \leq |p_s| \leq 1 \) \hspace{1cm} (10.4.3)

where \( p_c = \varepsilon_f/\varepsilon_c \) and \( p_s = \varepsilon_f/\varepsilon_s \). These cases define three regions labeled 1,2,3, on the \( p_c, p_s \) parameter plane, as shown in Fig. 10.4.2. Regions 1’, 2’, 3’ are obtained by interchanging the roles of \( \varepsilon_c \) and \( \varepsilon_s \). For typical metals like silver and gold at optical frequencies, the relevant region is 3. For example, the permittivity of silver at \( \lambda = 650 \text{ nm} \) is \( \varepsilon_f = -15.48 - 1.15j \), while typically, \( \varepsilon_f \) is less than 5.

![Fig. 10.4.1 MDM plasmonic waveguide.](image)

![Fig. 10.4.2 Possible regions in MDM lossless case.](image)

The characteristic equations (10.1.7), (10.1.11) and (10.1.13) can be written in the forms,

\[
\tanh(\gamma a + \psi) = \frac{p_c \alpha_c}{\gamma} = \frac{|p_c| \alpha_c}{\gamma} \quad \text{and} \quad \tanh(\gamma a - \psi) = \frac{-p_s \alpha_s}{\gamma} = \frac{|p_s| \alpha_s}{\gamma} \hspace{1cm} (10.4.2)
\]

\[
e^{\gamma a} = \left( \frac{p_c \alpha_c}{\gamma} + \frac{|p_s| \alpha_s}{\gamma} \right) \left( \frac{p_c \alpha_c}{\gamma} - \frac{|p_s| \alpha_s}{\gamma} \right) = \frac{|p_c| \alpha_c + |p_s| \alpha_s}{|p_c| \alpha_c - |p_s| \alpha_s} \hspace{1cm} (10.4.3)
\]

We note also that Eqs. (10.1.9) can be written as,

\[
\gamma = \frac{\sqrt{\beta^2 - k_0^2 \varepsilon_f}}{\alpha_c} = \frac{\sqrt{\beta^2 - k_0^2 \varepsilon_f}}{\alpha_s} \quad \text{and} \quad \varepsilon_f = \frac{\sqrt{\beta^2 - k_0^2 \varepsilon_c}}{\varepsilon_f}
\]

(10.4.5)

Because we are looking for plasmonic solutions that have real and positive \( \beta, \gamma, \alpha_c, \alpha_s \), it follows that \( \beta \) and \( \gamma \) must be restricted to the ranges \( \beta \geq k_0 \sqrt{\eta} \) and \( \gamma \geq 0 \). Taking the limit of (10.4.4) as \( \gamma \to 0 \), and using the Taylor series approximation \( \tanh(\chi) = \chi \), valid for small \( \chi \), we obtain the cutoff thickness of the dielectric layer,

\[
\tanh(2\gamma a) = \frac{\gamma (|p_c| \alpha_c + |p_s| \alpha_s)}{\gamma^2 + |p_c| \alpha_c |p_s| \alpha_s} = \frac{2a}{1 + |p_c| \alpha_c |p_s| \alpha_s} \quad \text{or}, \quad \text{or,}
\]

\[
2k_0a_{\text{cutoff}} = \frac{|\varepsilon_c|}{\varepsilon_f \sqrt{|\varepsilon_f + |\varepsilon_s|}} \quad \text{and} \quad |\varepsilon_s| \geq |\varepsilon_f| \geq |\varepsilon_c| \quad (10.4.6)
\]

But the upper limit of \( \beta, \gamma, \alpha_c, \alpha_s \) and whether \( a_{\text{cutoff}} \) is an upper or a lower cutoff, will depend on which region in Fig. 10.4.2 we are. A plot of \( \beta \) versus the film thickness \( a \) can be made by solving Eq. (10.4.4) and varying \( \beta \) over its allowed range,

\[
\frac{d\beta}{da} = \frac{\beta}{\gamma Y} = \frac{\beta |p_c| (\varepsilon_f + |\varepsilon_c|)}{2Y^2 \alpha_c (p_c^2 \alpha_c^2 - Y^2)} - \frac{\beta |p_s| (\varepsilon_f + |\varepsilon_s|)}{2Y^2 \alpha_s (p_s^2 \alpha_s^2 - Y^2)} = \frac{\beta a}{y^2} \quad (10.4.8)
\]

Region 1

Region-1 is defined by the conditions, \( |\varepsilon_s| \leq |\varepsilon_f| \leq |\varepsilon_c| \), or, \( |p_c| \leq 1 \leq |p_s| \). Because \( |p_s| \geq 1 \) and \( \alpha_s > \gamma \), it follows that \( |p_s| \alpha_s / \gamma \geq 1 \). But this means that the equation,

\[
\tanh(\gamma a - \psi) = \frac{|p_s| \alpha_s}{Y} \quad \text{is also forced to be greater than one because,}
\]

\[
\tanh(\gamma a + \psi) = \frac{|p_s| \alpha_s}{Y} \quad \text{or,}
\]

\[
\text{If } \psi = \chi + j \pi / 2, \text{ with real } \chi, \text{ so that}
\]

\[
\tanh(\gamma a - \psi) = \tanh(\gamma a - \chi - j \pi / 2) = \cosh(\gamma a - \chi) = \frac{|p_s| \alpha_s}{Y} \geq 1
\]

But then \( |p_s| \alpha_s / \gamma \) is also forced to be greater than one because,

\[
\tanh(\gamma a + \psi) = \tanh(\gamma a + \chi + j \pi / 2) = \cosh(\gamma a + \chi) = \frac{|p_s| \alpha_s}{Y}
\]
Thus, with \( y, \chi \) real, we have \(|\coth(ya + \chi)| \geq 1\) so that \(|p_c|\alpha/c| \geq 1\). The same conclusion is reached by inspecting Eq. (10.4.3), which requires both denominator factors to have the same sign since \( e^{j\alpha} \) is real and positive. The condition \(|p_c|\alpha/c| \geq 1\) imposes an upper limit on \( \beta \), indeed, we have \( \gamma^2 \leq p_c^2\alpha_c^2 \), or,

\[
\beta^2 - k_0^2\varepsilon_f \leq p^2_c (\beta^2 - k_0^2|\varepsilon_c|) \implies \beta^2 \leq k_0^2 \frac{p^2_c|\varepsilon_c| + \varepsilon_f}{1 - \varepsilon_f} = k_0^2 \frac{|\varepsilon_c|\varepsilon_f}{|\varepsilon_c| - \varepsilon_f}, \quad \text{or,}
\]

\[
\beta \leq \beta_{c,\infty} = k_0 \sqrt{\frac{|\varepsilon_c|\varepsilon_f}{|\varepsilon_c| - \varepsilon_f}} = k_0 \sqrt{\frac{\varepsilon_f}{\varepsilon_c}} = \frac{\varepsilon_f}{\varepsilon_c} \beta_c \quad \text{(10.4.9)}
\]

The limit \( \beta_{c,\infty} \) is recognized as the wavenumber of a surface plasmon at the \( \varepsilon_f-\varepsilon_c \) dielectric-metal interface obtained in the limit of infinite thickness for \( \varepsilon_f \), in fact, the interface condition \( y = |p_c|\alpha_c = -p_c\alpha_c \) is realized exactly at \( \beta = \beta_{c,\infty} \). Thus, the allowed range of \( \beta \) is,

\[
|k_0/\sqrt{\varepsilon_f} \leq \beta \leq \beta_{c,\infty} \quad \text{(region 1)} \quad \text{(10.4.10)}
\]

Moreover, for this range of \( \beta \), the film thickness \( a \) is an increasing function of \( \beta \), so that its range will be \( a_{\text{cutoff}} \leq a \leq \infty \), therefore, \( a_{\text{cutoff}} \) will be a lower cutoff. Next, we show that the corresponding field solution will be an antisymmetric-like TM\(_1\) mode. The characteristic equations,

\[
\coth(ya + \chi) = \frac{|p_c|\alpha_c}{y}, \quad \coth(ya - \chi) = \frac{|p_c|\alpha_s}{y}
\]

can be inverted,

\[
\tanh(ya + \chi) = \frac{y}{|p_c|\alpha_c} \leq 1 \implies ya + \chi = \tanh \left( \frac{y}{|p_c|\alpha_c} \right)
\]

\[
\tanh(ya - \chi) = \frac{y}{|p_s|\alpha_s} \leq 1 \implies ya - \chi = \tanh \left( \frac{y}{|p_s|\alpha_s} \right)
\]

and separated,

\[
y = \frac{1}{2} \tanh \left( \frac{y}{|p_c|\alpha_c} \right) + \frac{1}{2} \tanh \left( \frac{y}{|p_s|\alpha_s} \right)
\]

\[
\psi = \chi + \frac{j\pi}{2} = \frac{1}{2} \tanh \left( \frac{y}{|p_c|\alpha_c} \right) - \frac{1}{2} \tanh \left( \frac{y}{|p_s|\alpha_s} \right) + \frac{j\pi}{2}
\]

These have exactly the form of Eqs. (10.1.16) with \( m = 1 \), so that we have a TM\(_1\) mode. The magnetic field is given by Eq. (10.1.6),

\[
H_y(x) = \begin{cases} 
H_0 \cosh(yx + \psi), & |x| \leq a \\
H_0 \cosh(ya + \psi) e^{\alpha_c(x-a)}, & x \geq a \\
H_0 \cosh(ya - \psi) e^{\alpha_c(x+a)}, & x \leq -a
\end{cases}
\]

where \( H_0 = j\omega_{\varepsilon_0} E_0 \varepsilon_f / y \). Using the identity \( \cosh(x + j\pi/2) = j\sinh(x) \), we see that within the dielectric film, \( H_y \) resembles an antisymmetric solution (provided \( \chi \) is small),

\[
H_y(x) = H_0 \cosh(yx + \psi) = H_0 \cosh(yx + \chi + j\pi/2) = jH_0 \sinh(yx + \chi)
\]

Given a film thickness \( a \), the characteristic equation (10.4.4) can be solved by writing it in the following form,

\[
y = \frac{y^2 + p_c\alpha_c p_s\alpha_s}{p_c\alpha_c + p_s\alpha_s} \tanh(2ya)\quad \text{and replacing it by the iteration},
\]

\[
y_{n+1} = -\frac{y_n^2 + p_c\alpha_c n_{ps} \alpha_{sn}}{p_c\alpha_c + p_s\alpha_s} \tanh(2y_na) , \quad n = 0, 1, 2, \ldots \quad \text{(10.4.13)}
\]

and initialized at a value of \( \beta \) that lies somewhere in the interval \( k_0/\sqrt{\varepsilon_f} < \beta < \beta_{c,\infty} \) (the value \( \beta = k_0/\sqrt{\varepsilon_f} \) should not be used to initialize because it corresponds to \( y = 0 \) and the iteration will remain stuck at \( y = 0 \)).

The iteration can be stopped when a desired level of accuracy is reached, that is, when \( |y_{n+1} - y_n| \leq \text{tol} \), for some desired error tolerance, such as \( \text{tol} = 10^{-12} \). Alternative iterative methods for this type of problem can be found in [963].

**Example 10.4.1:** We choose a region-1 example from Ref. [943] to verify our approach. Consider the permittivity values:

\[
\varepsilon_c = -2.2^2 = -4, \quad \varepsilon_f = 1.5^2 = 2.25, \quad \varepsilon_s = -1.3^2 = -1.69
\]

and the two normalized film thickness \( k_0a = 0.6 \) and \( k_0a = 0.8 \). The following MATLAB code illustrates the iteration (10.4.13), randomly initialized within the interval \( k_0/\sqrt{\varepsilon_f} < \beta < \beta_{c,\infty} \), and demonstrates the calculation and plotting of the magnetic field profile.
The quantities $\beta, \gamma, \alpha_c, \alpha_s$ are in units of $k_0$. The magnetic field is shown in Fig. 10.4.3 for the cases $k_0a = 0.6$ and $k_0a = 0.8$. Because $H_0 = j\omega\varepsilon_0\varepsilon_f y / \gamma$, we have chosen the (completely arbitrary) constant $H_0 = j$ for the magnetic field. Note that as the thickness increases, the magnetic field tends to be more concentrated on the $\varepsilon_f-\varepsilon_c$ dielectric-metal interface, because as we saw, the solution tends to the single-interface solution as $a \to \infty$. The $\varepsilon_f-\varepsilon_c$ interface cannot support a surface plasmon because it does not meet the necessary condition $|\varepsilon_c| > \varepsilon_f$, but the $\varepsilon_f-\varepsilon_s$ interface does because $|\varepsilon_s| > \varepsilon_f$.

Fig. 10.4.4 shows a plot of the effective index $\beta/k_0$ versus the normalized thickness $k_0a$. The computed values of $\beta$ for the two cases $k_0 = 0.6$ and $k_0 = 0.8$ are shown on the graph, as is the lower cutoff thickness $k_0a_{cutoff} = 0.5448$ computed from Eq. (10.4.6). It is evident from this graph that the thickness $a$ is an increasing function of $\beta$.

The following MATLAB code was used to produce the graph.

```matlab
be = sqrt(ga^2 + ef); as = sqrt(be^2 - es); ac = sqrt(be^2 - ec); n = n+1; end

% upon exit from loop, print the number of iterations and the effective index beta
n
% n = 203 when $k_0a = 0.6$, and $n = 113$ when $k_0a = 0.8$

be

% be = 1.9394 when $k_0a = 0.6$, and be = 2.2127 when $k_0a = 0.8$

% be = pwga(2*pi,ef,ec,es,a,binit,1,tol); % alternative calculation using PWGA

x = linspace(-3,3,601)*a; % x in units of a

Hy = j*cosh(ga*k0*a - psi).*exp(k0*as*(x+a)).*(x<-a) + ... 
  j*cosh(ga*k0*a + psi).*exp(-k0*ac*(x-a)).*(x>a) + ... 
  j*cosh(k0*ga*x + psi).*(abs(x)<=a); % up to an overall constant

fill([-3, -1, -1, -3], [-4 -4, 1, 1], [0.9 0.9 0.9]); hold on

Fig. 10.4.3 Magnetic field profiles, $H_y(x)$ versus $x$ for antisymmetric-like TM$_1$ mode.

Fig. 10.4.4 Effective index, $\beta/k_0$, versus normalized thickness, $k_0a$. Region 1.
Consider the following permittivity values from Ref. [943], Example 10.4.2:

\[
\begin{align*}
\varepsilon_c &= 1.4^2 = -1.96, \\
\varepsilon_f &= 1.5^2 = 2.25, \\
\varepsilon_s &= -1.3^2 = -1.69
\end{align*}
\]

and the two normalized film thicknesses \(k_0 a = 0.3\) and \(k_0 a = 0.1\). The cutoff thickness is \(k_0 a_{\text{cutoff}} = 0.4015\), calculated from Eq. (10.4.6). Fig. 10.4.5 shows the magnetic field profiles. Fig. 10.4.6 plots the effective index \(\beta/k_0\) versus film thickness \(a\) over the range \(0 < a < a_{\text{cutoff}}\), and demonstrates that \(\beta\) is a decreasing function of \(a\). Superimposed on that graph is the approximation of Eq. (10.4.15).

**Example 10.4.2:** Consider the following permittivity values from Ref. [943],

\[
\begin{align*}
\varepsilon_c &= -1.96, \\
\varepsilon_f &= 2.25, \\
\varepsilon_s &= -1.69
\end{align*}
\]

and the two normalized film thicknesses \(k_0 a = 0.3\) and \(k_0 a = 0.1\). The cutoff thickness is \(k_0 a_{\text{cutoff}} = 0.4015\), calculated from Eq. (10.4.6). Fig. 10.4.5 shows the magnetic field profiles. Fig. 10.4.6 plots the effective index \(\beta/k_0\) versus film thickness \(a\) over the range \(0 < a < a_{\text{cutoff}}\), and demonstrates that \(\beta\) is a decreasing function of \(a\). Superimposed on that graph is the approximation of Eq. (10.4.15).

**Region 2**

Region 2 is defined by the conditions, \(|\varepsilon_s| < |\varepsilon_c| < |\varepsilon_f|\), or, \(1 < |\varepsilon_c| < |\varepsilon_f|\). Therefore, both \(|\varepsilon_c|/|\varepsilon_c| < y < 1\) and \(|\varepsilon_s|/|\varepsilon_s| < y < 1\) are automatically satisfied, and hence, there is no restriction on \(\beta\) other than \(\beta \geq k_0 \sqrt{\gamma_f}\). Thus its range is,

\[
k_0 \sqrt{\gamma_f} \leq \beta < \infty \quad \text{(region 2)}
\]

Moreover, for this range of \(\beta\), the thickness \(a\) is a decreasing function of \(\beta\), so that it varies over, \(0 \leq a \leq a_{\text{cutoff}}\), and therefore, \(a_{\text{cutoff}}\) is an upper cutoff. The characteristic equations and magnetic field, Eqs. (10.4.11) and (10.4.12), remain the same as in the region-1 case, so that again, we have an antisymmetric-like TM mode.

As \(a \to 0\), we may derive a simplified approximation of the characteristic equation. Since \(\beta\) is large in that limit, it follows that \(y, \alpha_c, \alpha_s\) are all approximately equal to \(\beta\), and we obtain, after canceling some common factors of \(\beta\) in the right-hand side,

\[
e^{2 Ya} = \left| \frac{p_c}{p_c} |\alpha_c + y| \right| \left| \frac{p_s}{p_s} |\alpha_s - y| \right| \Rightarrow e^{2 Ya} = \left| \frac{p_c + 1}{p_c - 1} \frac{p_s + 1}{p_s - 1} \right|, \quad \text{or,}
\]

\[
\beta \approx \frac{1}{4} \ln \left| \frac{p_c + 1}{p_c - 1} \frac{p_s + 1}{p_s - 1} \right|, \quad a \to 0
\]

For region 2, the characteristic equation (10.4.4) can be solved for any given value of \(a < a_{\text{cutoff}}\) by rearranging it in the form,

\[
y = \sqrt{y^2 (p_c \alpha_c + p_s \alpha_s) \coth(2 Ya) - p_c \alpha_c p_s \alpha_s}
\]

and replacing it by the iteration, for \(n = 0, 1, 2, \ldots\), initialized just above \(\beta = k_0 \sqrt{\gamma_f}\),

\[
y_{n+1} = \sqrt{-y_n (p_c \alpha_c n + p_s \alpha_s n) \coth(2 y_n a) - p_c \alpha_c n p_s \alpha_s n}
\]
psi = atan(-ga.*(pc*ac+ps*as)./(ga.^2 + pc*ac*ps*as))/2 + j*pi/2;

% computational error of characteristic equation
E = abs(tanh(2*k0*a*ga) + ga*(pc*ac+ps*as)/(ga.^2 + pc*ac*ps*as));

% be = pwga(2*pi,ef,ec,es,a,b0,1,tol); % alternative calculation using PWGA

where the quantity, E, measures the computational error of the characteristic equation, and the final n is the number of iterations to converge. The calculated values for the two thicknesses are as follows,

<table>
<thead>
<tr>
<th>k0a</th>
<th>β/k0</th>
<th>y/k0</th>
<th>αc/k0</th>
<th>αs/k0</th>
<th>ψ</th>
<th>n</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>2.8886</td>
<td>2.4686</td>
<td>3.2100</td>
<td>3.1677</td>
<td>0.0700 + jπ</td>
<td>/2</td>
<td>99</td>
</tr>
<tr>
<td>0.1</td>
<td>11.2518</td>
<td>11.1513</td>
<td>11.3385</td>
<td>11.3266</td>
<td>0.1658 + jπ</td>
<td>/2</td>
<td>205</td>
</tr>
</tbody>
</table>

The following MATLAB code generates Fig. 10.4.6.

be0 = sqrt(ef);
as = sqrt(ef-es);ac = sqrt(ef-ec);
k0a_c = -1/2*(1/pc/ac + 1/ps/as); % upper cutoff
be = linspace(be0, 30, 1001);
ga = sqrt(be.^2 - ef);
ac = sqrt(be.^2 - ec);
as = sqrt(be.^2 - es);
k0a = atan(-ga.*(pc*ac+ps*as)./(ga.^2 + pc*ac*ps*as))/2./ga;
bapp = log((1-pc)/(1+pc)*(1-ps)/(1+ps))/4./k0a; % approximate solution
figure; plot(k0a,be,'-', k0a,bapp,'--') % graph annotations are omitted

Even though both surface plasmon conditions |εs| > εf and |εc| > εf are violated in region 2, and therefore, separate surface plasmons cannot exist at those interfaces, yet, the solution for finite thickness still exhibits peaks at the two interfaces.

**Region 3**

In region-3, we have the conditions, εf ≤ |εs| ≤ |εc|, or, |pc| ≤ |ps| ≤ 1. We will see that in this region, there are two types of plasmonic modes, a symmetric-like TM0 mode that has no cutoffs, and an antisymmetric-like TM1 mode with a lower cutoff. In addition, there are TE and TM oscillatory modes with certain lower cutoffs. In particular, the TM1 mode is special in the sense that its oscillatory version also has an upper cutoff beyond which the mode becomes plasmonic.

In the limit of infinite thickness, both the εf-εc and εf-εs interfaces can support surface plasmons with corresponding wavenumbers,

\[ \beta_{c,\infty} = k_0 \sqrt{\frac{\epsilon_c \epsilon_f}{\epsilon_c + \epsilon_f}}, \quad \beta_{s,\infty} = k_0 \sqrt{\frac{\epsilon_s \epsilon_f}{\epsilon_s + \epsilon_f}} \]

(10.4.17)

Because of the assumption, \( \epsilon_f \leq |\epsilon_s| \leq |\epsilon_c| \), it follows that \( k_{0,\sqrt{\epsilon_f}} < \beta_{c,\infty} \leq \beta_{s,\infty} \).

We note also the relationships,

\[ p_c^2 \alpha_c^2 - y^2 = (1 - p_c^2) (\beta_{c,\infty}^2 - p_c^2) \]
\[ p_s^2 \alpha_s^2 - y^2 = (1 - p_s^2) (\beta_{s,\infty}^2 - p_s^2) \]

(10.4.18)

Because \( |p_c| \leq |p_s| \leq 1 \), it is possible for the ratios \( |p_c|/\alpha_c/y \) and \( |p_s|/\alpha_s/y \) to be either both greater than one, or both less than one, with the former case leading to the TM1 plasmonic mode, and the latter, to the TM0 mode. That both ratios must be simultaneously greater or less than one follows from Eq. (10.4.3), which requires that the denominator be a positive quantity. The corresponding ranges of \( \beta \) are easily determined from Eq. (10.4.18). If \( |p_c| \alpha_c \geq y, \) then, \( \beta \leq \beta_{c,\infty} \leq \beta_{s,\infty} \), and if, \( |p_s| \alpha_s \leq y, \) then, \( \beta \geq \beta_{s,\infty} \geq \beta_{c,\infty} \). Thus, the possible \( \beta \) ranges for the two plasmonic modes are,

\[ |p_c|/\alpha_c, \alpha_c \leq y \Rightarrow k_{0,\sqrt{\epsilon_f}} < \beta < \infty \quad (\text{TM0 plasmonic mode}) \]
\[ |p_c|/\alpha_c, \alpha_c \geq y \Rightarrow k_{0,\sqrt{\epsilon_f}} < \beta < \beta_{s,\infty} \quad (\text{TM1 plasmonic mode}) \]

(10.4.19)

For the TM0 mode, the film width \( a \) is a decreasing function of \( \beta \), and varies over \( 0 \leq a \leq \infty \), where \( a = \infty \) at \( \beta = \beta_{s,\infty} \). For the TM1 mode, the width \( a \) is an increasing function of \( \beta \) varying over the range, \( a_{\text{cutoff}} \leq a \leq \infty \), with \( a_{\text{cutoff}} \) realized at \( \beta = k_{0,\sqrt{\epsilon_f}} \) and given by Eq. (10.4.6), with \( a = \infty \) realized at \( \beta = \beta_{s,\infty} \).

For the TM1 case, the characteristic equations are the same as in Eq. (10.4.11), while those for the TM0 mode can be obtained by inverting,

\[ \tanh(ya + \psi) = \frac{|p_c|/\alpha_c}{y} \leq 1, \quad \tanh(ya - \psi) = \frac{|p_s|/\alpha_s}{y} \leq 1 \]
These imply that \( \psi \) must be real, thus, inverting and separating, we have,

\[
y a = \frac{1}{2} \tanh \left( -\frac{p_c \alpha_c}{y} \right) + \frac{1}{2} \tanh \left( -\frac{p_s \alpha_s}{y} \right)
\]

\[
\psi = \frac{1}{2} \tanh \left( -\frac{p_c \alpha_c}{y} \right) - \frac{1}{2} \tanh \left( -\frac{p_s \alpha_s}{y} \right)
\]

which are recognized to have the form of Eqs. (10.1.15) with \( m = 0 \), that is, a TM0 mode. The characteristic equation can be solved using the iteration (10.4.13) for the TM1 mode, and (10.4.16), for the TM0 mode.

**Example 10.4.3:** Fig. 10.4.7 shows the dependence of \( \beta \) on the width \( a \) for the two modes, for the following permittivity and width parameters from [943],

\[
\varepsilon_f = 1.5^2, \quad \varepsilon_s = -1.82, \quad \varepsilon_c = -22, \quad k_0 = 1.82; \quad \varepsilon_s = -3.24, \quad \varepsilon_c = -2^2, \quad k_0 a = 0.8
\]

The lower cutoff, \( k_0 a_{\text{cut}} = 0.6628 \), was computed from Eq. (10.4.6). Fig. 10.4.8 shows the magnetic field profiles of the two modes, with the TM0 one being symmetric-like, and the TM1, antisymmetric-like. The computed values of \( \beta, \gamma, \alpha_c, \alpha_s, \psi \) are in the two cases,

<table>
<thead>
<tr>
<th>Mode</th>
<th>( \beta/k_0 )</th>
<th>( \gamma/k_0 )</th>
<th>( \alpha_c/k_0 )</th>
<th>( \alpha_s/k_0 )</th>
<th>( \psi )</th>
<th>( n )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM0</td>
<td>2.7612</td>
<td>2.3182</td>
<td>3.4094</td>
<td>3.2961</td>
<td>-0.6751</td>
<td>427</td>
<td>4.68\times10^{-13}</td>
</tr>
<tr>
<td>TM1</td>
<td>2.0301</td>
<td>1.3680</td>
<td>2.8498</td>
<td>2.7132</td>
<td>0.1741</td>
<td>339</td>
<td>6.78\times10^{-13}</td>
</tr>
</tbody>
</table>

Also shown are, \( n, E \), the number of iterations to converge with a tolerance of \( tol = 10^{-12} \), and the computational error of the characteristic equation defined as

\[
E = \left| \tanh(2y a) + \frac{\gamma(p_c \alpha_c + p_s \alpha_s)}{y^2 + p_c \alpha_c p_s \alpha_s} \right|
\]

The MATLAB code for this example is given below, where one should comment/uncomment the appropriate lines to generate the TM0 and TM1 solutions.

```matlab
ef = 1.5^2; ec = -2^2; es = -1.8^2;
k0 = 1; a = 0.80;
pc = ef/ec; ps = ef/es;
ac = sqrt(ef-es); as = sqrt(ef-ec);acutoff = -(1/ac/pc + 1/as/ps)/2; % units of k0=1
binit = 1.1*sqrt(ef);
g = sqrt(binit^2-ef); as = sqrt(be^2-es);ac = sqrt(be^2-ec);
tol = 1e-12; n = 1;
while 1
    g_new = sqrt(-pc*ac*as*ps - g*(pc*ac+ps*as)*coth(2*ga*a*k0)); % TM0% g_new = -(g^2 + pc*ac*as*ps)/(pc*ac+ps*as) * ... % TM1
    if abs(g_new-g)<tol, break; end
    g = g_new;
    be = sqrt(g^2 + ef);as = sqrt(be^2 - es);ac = sqrt(be^2 - ec);
    n=n+1;
end
E = abs(tanh(2*pi*a*ga) + ga*(pc*ac*as*ps)/(ga^2+pc*as*ps*ac))/ga;

And, for the magnetic field profiles, using the calculated values of \( y, \alpha_c, \alpha_s, \psi \) from above,

\[
x = linspace(-3,3.601)*a;
Hy = j*cosh(ga*k0*a - psi).*exp(k0*as*(x+a)).*(x<-a) + ... j*cosh(ga*k0*a + psi).*exp(-k0*ac*(x-a)).*(x>a) + ... j*cosh(k0*ga*x + psi).*exp(0+a).
plot(x/a, imag(Hy)); % TM0 % plot(x/a, real(Hy)); % TM1

The \( H \)-field constant was arbitrarily set to \( H_0 = j \). But then, in the TM0 case because \( \psi \) is real, \( H_y \) is effectively imaginary, whereas in the TM1 case, because \( \psi \) has a \( j\pi/2 \) imaginary part, \( H_y \) becomes real. This explains the above plotting choices for \( H_y \).

The calculation and plotting of the \( \beta-a \) dispersion curves was done by the MATLAB code,

be0 = sqrt(ef);
bcinf = sqrt(ef+ec);
bsinf = sqrt(ef+es);
be = linspace(1.001*bsinf, 400, 2001); % TM0 mode
ga = sqrt(be/ef - 1); % TM0
ac = sqrt(be/ef - 1); % TM1

plot(x/a, imag(Hy)); % TM0 % plot(x/a, real(Hy)); % TM1

The code for this example is given below, where one should comment/uncomment the appropriate lines to generate the TM0 and TM1 solutions.
10.5 Oscillatory Modes

In addition to the plasmonic modes, there are also oscillatory TE and TM modes characterized by an imaginary \( y = j k_f \), with \( k_f = \sqrt{k_0^2 \varepsilon_f^2 - k_0^2 \mu_f^2} \). Because \( k_f \) is real, the wavenumber \( \beta \) is restricted to the values \( \beta \leq k_0 \sqrt{\varepsilon_f} \).

In the lossless asymmetric waveguide case of Sec. 9.12, the positivity of the decay parameters \( \alpha_c, \alpha_s \), imposed also a lower limit on \( \beta \), see Eq. (9.12.3). However here, \( \alpha_c, \alpha_s = \sqrt{k_0^2 \varepsilon_c^2 - k_0^2 \mu_c^2} \) and \( \alpha_c, \alpha_s \) remain positive even at \( \beta = 0 \). Thus, the range of \( \beta_s \) for all oscillatory modes is

\[
0 \leq \beta \leq k_0 \sqrt{\varepsilon_f} \quad \text{(oscillatory modes)}
\]  

The TE\(_m\) modes are obtained by setting \( p_c = p_s = 1 \) in the characteristic equations (10.1.19), for \( m = 0, 1, 2, \ldots \),

\[
k_f a = \frac{1}{2} \tan \left( \frac{\alpha_c}{k_f} \right) + \frac{1}{2} \tan \left( \frac{\alpha_s}{k_f} \right) + \frac{1}{2} m \pi \quad \text{(TE\(_m\))}
\]

\[
\phi = \frac{1}{2} \tan \left( \frac{\alpha_c}{k_f} \right) - \frac{1}{2} \tan \left( \frac{\alpha_s}{k_f} \right) + \frac{1}{2} m \pi
\]  

The TM\(_m\) modes are indexed by \( m = 1, 2, 3, \ldots \), and Eqs. (10.1.20) are more appropriate because \( p_c, p_s \) are negative,

\[
k_f a = \frac{1}{2} \tan \left( \frac{-k_f}{p_c \alpha_c} \right) + \frac{1}{2} \tan \left( \frac{-k_f}{p_s \alpha_s} \right) + \frac{1}{2} (m - 1) \pi \quad \text{(TM\(_m\))}
\]

\[
\phi = \frac{1}{2} \tan \left( \frac{-k_f}{p_c \alpha_c} \right) - \frac{1}{2} \tan \left( \frac{-k_f}{p_s \alpha_s} \right) + \frac{1}{2} m \pi
\]  

All modes have a lower cutoff found by setting \( \beta = 0 \), \( k_f = k_0 \sqrt{\varepsilon_f} \), \( \alpha_c, \alpha_s = k_0 \sqrt{\varepsilon_c, \varepsilon_s} \), in the characteristic equations (10.5.2) and (10.5.3), resulting basically in the same expression,

\[
2k_0 a_{\text{min}} = \frac{1}{\sqrt{\varepsilon_f}} \left[ \tan \left( \frac{-\varepsilon_c}{\varepsilon_f} \right) + \tan \left( \frac{-\varepsilon_s}{\varepsilon_f} \right) + m \pi \right] \quad \text{(TE\(_m\))}
\]

\[
2k_0 a_{\text{min}} = \frac{1}{\sqrt{\varepsilon_f}} \left[ \tan \left( \frac{-\varepsilon_c}{\varepsilon_f} \right) + \tan \left( \frac{-\varepsilon_s}{\varepsilon_f} \right) + (m - 1) \pi \right] \quad \text{(TM\(_m\))}
\]  

For all, but the TM\(_1\) oscillatory mode, there is no upper cutoff thickness, that is, the upper limit \( k_f \rightarrow \infty \). Indeed, using the property \( k_f \rightarrow \pm \infty \), \( \beta \rightarrow \infty \), and \( \beta \rightarrow \pm \frac{\pi}{2} \), then \( k_f \rightarrow 0 \) and \( \alpha_c, \alpha_s \rightarrow k_0 \sqrt{\varepsilon_c, \varepsilon_s} \), and

\[
k_f a \rightarrow -\frac{\pi}{4} \pm \frac{\pi}{4} \frac{k_f}{2} \left[ \frac{1}{k_0 p_c \sqrt{\varepsilon_f - \varepsilon_c}} + \frac{1}{k_0 p_s \sqrt{\varepsilon_f - \varepsilon_s}} \right] + \frac{m \pi}{2}, \quad \text{or,}
\]

\[
k_f \approx k_0 \left( m \pm \frac{1}{2} \frac{\pi}{a - a_c} \right) \quad a_c = \frac{1}{2 k_0 \left[ \frac{1}{p_c \sqrt{\varepsilon_f - \varepsilon_c}} + \frac{1}{p_s \sqrt{\varepsilon_f - \varepsilon_s}} \right]}
\]  

where ‘+’ corresponds to TE\(_m\) and ‘-’ to TM\(_m\). This leads to the approximation for \( \beta \),

\[
\beta = \sqrt{k_0^2 \varepsilon_f^2 - k_f^2} \approx k_0 \sqrt{\varepsilon_f} - \frac{k_f^2}{2k_0 \sqrt{\varepsilon_f}} = k_0 \sqrt{\varepsilon_f} - \frac{(m \pm 1)^2 \pi^2}{8 (a - a_c) k_0 \sqrt{\varepsilon_f}}, \quad a \rightarrow \infty
\]  

The quantity \( a_c \) is recognized as \( a_{\text{cutoff}} \) of Eq. (10.4.6) in the TM case, but in the TE case, \( a_c \) is negative and has no special meaning. For large \( a \), one could simply replace \( (a - a_c)^2 \) by \( a^2 \) in (10.5.6).

The TM\(_1\) oscillatory case is special because it also has an upper cutoff, which is the same as the lower cutoff of the TM\(_1\) plasmonic mode, that is, \( a_{\text{cutoff}} \) of Eq. (10.4.6). Indeed, when \( m = 1 \), a common factor of \( k_f \) can be canceled from both sides of Eq. (10.5.3) in the limit \( k_f \rightarrow 0 \), leading to the expression (10.4.6). Thus, the TM\(_1\) oscillatory mode exists only for thicknesses \( a_{\text{min}} \leq a \leq a_{\text{cutoff}} \) and for \( 0 \leq \beta \leq k_0 \sqrt{\varepsilon_f} \), and then it becomes plasmonic for \( a_{\text{cutoff}} \leq a < \infty \) and \( k_0 \sqrt{\varepsilon_f} < \beta < k_0 \sqrt{\varepsilon_c} \).

**Example 10.5.1:** Fig. 10.5.1 shows the dependence of \( \beta \) on the width \( a \) for the oscillatory modes TM\(_1\), TM\(_2\), TM\(_3\), TE\(_0\), TE\(_1\), TE\(_2\) for the same permittivity values as in Example 10.5.1.

The graphs were generated by calculating the values of \( a \) from Eqs. (10.5.2) and (10.5.3) over the range of values \( 0 \leq \beta \leq k_0 \sqrt{\varepsilon_f} \). For example, the MATLAB code for calculating the TM\(_1\), TE\(_0\), TM\(_2\), and TE\(_1\) curves was,
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\( ef = 1.5^2; \) \( ec = -2^2; \) \( es = -1.8^2; \)

\( pc = ef/ec; ps = ef/es; \)

\( be = \text{linspace}(0, 0.995*\sqrt{ef}, 201); \)

\( kf = \sqrt{ef - be.^2}; \)

\( ac = \sqrt{be.^2 - ec}; \)

\( as = \sqrt{be.^2 - es}; \)

\( a_{tm1} = (\text{atan}(-kf./ac/pc) + \text{atan}(-kf./as/ps))./kf/2; \)

\( a_{tm2} = (\text{atan}(-kf./ac/pc) + \text{atan}(-kf./as/ps) + \pi)/kf/2; \)

\( a_{te0} = (\text{atan}(ac./kf) + \text{atan}(as./kf))./kf/2; \)

\( a_{te1} = (\text{atan}(ac./kf) + \text{atan}(as./kf) + \pi)/kf/2; \)

\( \text{plot}(a_{tm1}, be, '-', a_{te0}, be, '--', a_{tm2}, be, '-', a_{te1}, be, '--'); \)

\( \text{xlim}([0,5]); \)

\[
\begin{align*}
\varepsilon_f &= 1.5^2; & \varepsilon_c &= -2^2; & \varepsilon_s &= -1.8^2; \\
p_c &= \frac{\varepsilon_f}{\varepsilon_c}; & p_s &= \frac{\varepsilon_f}{\varepsilon_s}; \\
be &= \text{linspace}(0, 0.995*\sqrt{\varepsilon_f}, 201); \\
k_f &= \sqrt{\varepsilon_f - be.^2}; \\
ac &= \sqrt{be.^2 - \varepsilon_c}; \\
as &= \sqrt{be.^2 - \varepsilon_s}; \\
a_{tm1} &= \frac{\text{atan}(-k_f./ac/p_c) + \text{atan}(-k_f./as/p_s)}{2/k_f}; \\
a_{tm2} &= \frac{\text{atan}(-k_f./ac/p_c) + \text{atan}(-k_f./as/p_s) + \pi}{2/k_f}; \\
a_{te0} &= \frac{\text{atan}(ac./k_f) + \text{atan}(as./k_f)}{2/k_f}; \\
a_{te1} &= \frac{\text{atan}(ac./k_f) + \text{atan}(as./k_f) + \pi}{2/k_f}; \\
\text{plot}(a_{tm1}, be, '-', a_{te0}, be, '--', a_{tm2}, be, '-', a_{te1}, be, '--'); \quad \text{xlim}([0,5]); \\
\end{align*}
\]

Fig. 10.5.1 Oscillatory TE and TM modes, and the approximation of Eq. (10.5.6).

The lower cutoffs and the upper cutoff of the TM1 mode were,

\[
k_{0}\alpha_{\text{cutoff}} = 0.6628, \quad \text{upper cutoff, TM1 mode} \\
k_{0}\alpha_{\text{min}} = 0.6011, \quad \text{lower cutoff, TM1, TE0 modes} \\
k_{0}\alpha_{\text{min}} = 1.6483, \quad \text{lower cutoff, TM2, TE1 modes} \\
k_{0}\alpha_{\text{min}} = 2.6955, \quad \text{lower cutoff, TM2, TE2 modes}
\]

The graph on the right compares the large-\( \alpha \) approximation of Eq. (10.5.6) with the exact solutions. The approximation is applicable to all but the TM1 mode. \( \square \)

Example 10.5.2: In this example we look at the TM0 plasmonic, and TM1 oscillatory and plasmonic modes. The permittivity parameters are as in Example 10.4.3. In that example, we determined the field profiles for \( k_0\alpha = 0.8 \), which lies in the plasmonic regime for TM1, since \( k_0\alpha > k_0\alpha_{\text{cutoff}} \). The allowed thickness range of the TM1 oscillatory mode was found in the previous example to be rather narrow, \( k_0\alpha_{\text{min}} = 0.6628 \). Here, we determine \( \beta \) and the field profiles for an intermediate value of \( \alpha \), such as \( k_0\alpha = 0.63 \), which lies in the oscillatory regime for TM1, while TM0 remains plasmonic. Fig. 10.5.2 displays the \( \beta-\alpha \) relationships.

We observe how the oscillatory TM1 mode switches to its plasmonic version at \( \alpha = \alpha_{\text{cutoff}} \). The TM0 effective index and \( \psi \) parameter were \( \beta/k_0 = 2.8685 \) and \( \psi = -0.4292 \), and were computed by the same code as that in Example 10.4.3 with \( k_0\alpha = 0.63 \). The oscillatory TM1 index and phase factor were \( \beta/k_0 = 1.1434 \) and \( \phi = 1.602 \), and were computed by the following MATLAB code, including its magnetic field profile,

\[
\begin{align*}
\varepsilon_f &= 1.5^2; & \varepsilon_c &= -2^2; & \varepsilon_s &= -1.8^2; & \alpha &= 0.63 \\
k_0 &= 1; & \alpha &= 0.63; \\
p_c &= \frac{\varepsilon_f}{\varepsilon_c}; & p_s &= \frac{\varepsilon_f}{\varepsilon_s}; \\
binit &= 0.5*\sqrt{\varepsilon_f}; \\
k_f &= \sqrt{\varepsilon_f - binit^2}; \\
ac &= \sqrt{binit^2 - \varepsilon_c}; \\
as &= \sqrt{binit^2 - \varepsilon_s}; \\
\text{tol} &= 1e-12; \\
n &= 1; \\
\text{while} \ 1 \\
k_{f_{\text{new}}} &= (\text{atan}(-k_f./ac/p_c) - \text{atan}(-k_f./as/p_s))/2/k_f; \\
\text{if} \ \text{abs}(k_{f_{\text{new}}} - k_f) < \text{tol}, \text{break} \end{align*}
\]

\[
\begin{align*}
k_f &= k_{f_{\text{new}}}; \\
be &= \text{sqrt}(\varepsilon_f - k_f^2); \\
as &= \text{sqrt}(be^2 - \varepsilon_s); \\
ac &= \text{sqrt}(be^2 - \varepsilon_c); \\
n &= n+1; \\
\text{end} \\
E &= \text{abs}(\text{tan}(2*\pi*\alpha*k_f) - \varepsilon_s*(pc*ac+ps*as)/(k_f^2 - pc*ac*ps*as))/k_f; \\
\phi &= (\text{atan}(pc*ac/k_f) - \text{atan}(ps*as/k_f) + \phi)/2; \\
% \text{be} &= \text{pwga}([\pi/2,k_f,k_f,k_f,k_f,\pi/2]); \quad \% \text{alternative calculation using PWGA} \\
% \text{be} &= \text{pwga}([\pi/2,k_f,k_f,k_f,k_f,\pi/2]); \\
x &= \text{linspace}(-3,3,601)*\alpha; \\
Hy &= \cos(kf*k0*a - \phi).*\exp(k0*as*(x+a)).*(x<-a) + \ldots \\
&\quad \cos(kf*k0*a + \phi).*\exp(-k0*ac*(x-a)).*(x>a) + \ldots \\
&\quad \cos(kf*k0*x + \phi).*\exp(\text{abs}(x)\text{<a}); \\
\text{plot}(x/a, \text{real}(Hy));
\end{align*}
\]
The iterative method was the same as that discussed in Sec. 9.12 for the asymmetric dielectric waveguides. The number of iterations to converge and the computational error of the characteristic equation (10.1.17) were \( n = 267 \) and \( E = 1.01 \times 10^{-11} \).

The MATLAB code for calculating the \( \beta - \alpha \) dispersion curves for the TM\(_0\) oscillatory and plasmonic portions is the same as in Examples 10.4.3 and 10.5.1.

Figures 10.5.4, 10.5.5, and 10.5.6 show the dispersion curves and magnetic field profiles for the cases \( k_0 \alpha = 0.8 \) and \( k_0 \alpha = 0.63 \) for a symmetric MDM configuration with permittivities \( \varepsilon_F = 1.5^2 \) and \( \varepsilon_s = \varepsilon_c = -2.2^2 \). The magnetic field profiles are now either completely symmetric or antisymmetric. The dispersion curves have the same asymptotic limit for large \( \alpha \), that is, \( \beta_c = k_0 \gamma_c = 2.2678 k_0 \). The calculated (normalized by \( k_0 \)) propagation wavenumbers were \( \beta = 2.4586 \) and \( \beta = 1.8197 \) for the TM\(_0\) and TM\(_1\) modes at \( k_0 \alpha = 0.80 \), and \( \beta = 2.5951 \) and \( \beta = 0.4448 \) for the case \( k_0 \alpha = 0.63 \).

**Fig. 10.5.4** Effective index of oscillatory and plasmonic modes. Symmetric guide.

**Complex Modes**

It should be noted that complex-valued solutions for \( \beta \) (with negative imaginary part) also exist (and there is an infinity of them), even though we have assumed lossless media [952]. For example, for the symmetric configuration of Example 10.5.2 at \( k_0 \alpha = 0.8 \), the following are all solutions of the TM\(_0\) characteristic equation, \( y \tanh (ya) + p_c \alpha_c = 0 \),

\[
\begin{array}{c|c|c|c}
 q & \beta/k_0 & y/k_0 & \alpha_c/k_0 \\
\hline
 0 & 2.4586 & 1.9480 & 3.1694 & 0.022 \times 10^{-14} \\
 1 & 0.6391 - 3.5638j & 0.5902 - 3.8589j & 0.7645 - 2.9794j & 0.076 \times 10^{-14} \\
 2 & 0.7585 - 7.7008j & 0.7446 - 7.8442j & 0.7851 - 7.4393j & 0.562 \times 10^{-14} \\
 3 & 0.7790 - 11.6825j & 0.7727 - 11.7780j & 0.7906 - 11.5108j & 0.289 \times 10^{-14} \\
 4 & 0.7862 - 15.6351j & 0.7827 - 15.7067j & 0.7927 - 15.5069j & 6.671 \times 10^{-14} \\
 5 & 0.7896 - 19.5770j & 0.7873 - 19.6343j & 0.7938 - 19.4747j & 1.212 \times 10^{-14} \\
\end{array}
\]
where $E = |y \tanh(ya) + P_I \alpha_c|$ is the computational error. They were computed with the help of the MATLAB function, `pwg`, discussed in the next section. The MATLAB code was as follows,

\[
\begin{aligned}
\lambda_0 &= 2\pi; k_0 = 1; \varepsilon_f = 2.25; \varepsilon_c = -4; \varepsilon_s = \varepsilon_c; a = 0.8; \text{ units of } k_0=1 \\
p_c &= \varepsilon_f/\varepsilon_c; p_s = \varepsilon_f/\varepsilon_s; \\
bc = \sqrt{\varepsilon_c \varepsilon_f / (\varepsilon_c + \varepsilon_f)};
\end{aligned}
\]

$M = 5; q = (0:M)’;$

\[
\begin{aligned}
\gamma_0 &= 1/k_0^2 a \tan(-\varepsilon_f p_c a/k_0); \\
\beta_0 &= \sqrt{\gamma_0 a^2 + \varepsilon_f}; \\
be &= \text{pwg}(\lambda_0, \varepsilon_f, \varepsilon_c, a, \beta_0); \\
\frac{\beta}{k} &= \text{sqrt}(\beta_0^2 - \varepsilon_c); \\
e &= \text{abs}(\gamma_0 a + p_c a);
\end{aligned}
\]

$\text{be} = \text{pwgpower}(\lambda_0, \varepsilon_f, \varepsilon_c, a, \beta_0); \text{ uses built-in FSOLVE to find the solutions}$

The first one is the real-valued solution of Example 10.5.2. All of the complex ones do have positive real parts for $y, \alpha_c$. However, the imaginary parts of $\beta$, albeit negative, are very large and therefore, these modes are highly damped and cannot be considered as propagating. In fact, for the lossless case, such modes carry no net power in the propagation direction [952]—see Problem 10.4. For such modes, the power flowing in the dielectric film cancels the power flowing backward in the metal sides. Indeed, using the MATLAB function, `pwgpower`, or the results of Problem 10.4, the net power and the powers in each medium are as follows for the above example,

<table>
<thead>
<tr>
<th>$q$</th>
<th>$P$</th>
<th>$P_f$</th>
<th>$P_c$</th>
<th>$P_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.8401</td>
<td>4.0337</td>
<td>-0.59682</td>
<td>-0.59682</td>
</tr>
<tr>
<td>0</td>
<td>0.2586</td>
<td>0.12928</td>
<td>0.12928</td>
<td>0.12928</td>
</tr>
<tr>
<td>0</td>
<td>0.3378</td>
<td>-0.16891</td>
<td>-0.16891</td>
<td>-0.16891</td>
</tr>
<tr>
<td>0</td>
<td>0.3531</td>
<td>-0.17654</td>
<td>-0.17654</td>
<td>-0.17654</td>
</tr>
<tr>
<td>0</td>
<td>0.3585</td>
<td>-0.17927</td>
<td>-0.17927</td>
<td>-0.17927</td>
</tr>
<tr>
<td>0</td>
<td>0.3611</td>
<td>-0.18055</td>
<td>-0.18055</td>
<td>-0.18055</td>
</tr>
</tbody>
</table>

where $P = P_f + P_c + P_s$. The units of $P$ are arbitrary. The MATLAB code was,

\[
[P, Pf, Pc, Ps] = \text{pwgpower}(k_0^2 a, \varepsilon_f, \varepsilon_c, \varepsilon_s, \text{be}, 0);
\]

where the input `be` is the vector of $\beta/k_0$ calculated above. We discuss such anomalous modes further in Sec. 10.9.

## 10.6 MDM Configuration - Lossy Case

In the previous section, we ignored losses in the metal cladding and substrate of an MDM guide in order to simplify the problem and gain some insight into the possible types of propagating plasmonic modes—their essential feature being the subwavelength confinement of the fields in the transverse direction.

Here, we assume that the metals are lossy with permittivities that have both negative real and imaginary parts, $\varepsilon_c = \varepsilon_c R - j \varepsilon_c I$, where $\varepsilon_c R < 0$ and $\varepsilon_c I \geq 0$, and similarly, $\varepsilon_s = \varepsilon_s R - j \varepsilon_s I$, where $\varepsilon_s R < 0$ and $\varepsilon_s I \geq 0$. The dielectric film will still be assumed to be lossless, $\varepsilon_f > 0$. Moreover, as is typically the case in practice, we will assume that the real parts satisfy the region-3 conditions, $\varepsilon_f \leq |\varepsilon_s R| \leq |\varepsilon_c R|$, which imply the existence of single-interface surface plasmons at both interfaces in the case of infinite thickness.

The propagation parameters, $\beta, y, \alpha_c, \alpha_s$, become complex-valued, and in particular, we require that $\alpha_c, \alpha_s$ have positive real parts, and $\beta$, negative imaginary part, $\beta = \beta R - j \beta I$, with $\beta I \geq 0$, so that the wave attenuates as it propagates along the positive z-direction, that is, $e^{-\beta z} = e^{-\beta R z} e^{-\beta I z}$, while it remains confined in the transverse direction, e.g., $e^{-\alpha c x} = e^{-\alpha c R x} e^{-\alpha c I x}$, for $x \geq a$. The field expressions and characteristic equations (10.1.3)–(10.1.16) remain valid.

Let us consider the symmetric case, $\varepsilon_c = \varepsilon_s$, whose characteristic equations for the symmetric TM$_0$ mode and antisymmetric TM$_1$ mode are,

\[
\begin{aligned}
tanh(ya + \psi) &= -\frac{p_c \alpha_c}{y}, & \psi &= \frac{jm\pi}{2}, & m = 0, 1 \\
e^{2y a + 2\psi} &= \frac{y - p_c \alpha_c}{y + p_c \alpha_c}, & \psi &= \frac{jm\pi}{2}, & m = 0, 1
\end{aligned}
\]

In the limit of large separation, $a \rightarrow \infty$, both the TM$_0$ and TM$_1$ modes, tend to the single-interface surface plasmon solution. Indeed, because $y$ has a positive real part, we have $\tanh(ya + \psi) \rightarrow 1$, and thus, $-p_c \alpha_c = y$, which corresponds to,

\[
\beta_{c,\infty} = k_0 \sqrt{\frac{\varepsilon_f \varepsilon_c}{\varepsilon_f + \varepsilon_c}}
\]

A variety of approaches can be taken to solving the characteristic equation (10.6.1). We discuss three.

First, if the losses are small, $\varepsilon_L \ll |\varepsilon_R|$, the solutions for the TM$_0$ and TM$_1$ modes evolve smoothly from the lossless case, as we verify in the example below. The results of Problem 10.5 can be used to construct the lossy solutions from the lossless ones by a first-order approximation in the parameter $\varepsilon_L$.

Second, Eq. (10.6.1) can be solved iteratively by turning it into the following iteration [963], initialized at $\beta = \beta_{c,\infty}$,

\[
y_{n+1} = -p_c \alpha_c \coth(y_n a + \psi), \quad n = 0, 1, 2, \ldots
\]

and stopping when two successive iterates get closer to each other than some specified error tolerance, $|y_{n+1} - y_n| \leq tol$, such as $tol = 10^{-12}$.

Third, we have written a MATLAB function, `pwg`, which uses the built-in function, `fsolve`, to solve the system of two equations consisting of the real and imaginary parts of the characteristic equation,

\[
E = y \tanh(ya + \psi) + p_c \alpha_c = 0
\]

in the two unknowns, the real and imaginary parts of $\beta$. It has usage:
10.6. MDM Configuration - Lossy Case

\[ [b, E] = \text{pwg}(\text{la0}, \text{ef}, \text{ec}, \text{a}, \text{be0}, \text{mode}, \text{tol}) \]

% plasmonic modes for symmetric guides

\( \text{la0} = \) operating wavelength, \( k_0 = \frac{2\pi}{\text{la0}} = \) free-space wavenumber

\( \text{ef}, \text{ec} = \) permittivities of film and cladding/substrate

\( \text{a} = \) half-width of film in same units as \( \text{la0} \)

\( \text{be0} = \) starting search point in units of \( k_0 \) - can be a vector of choices

\( \text{mode} = 0, 1 \) for TM0 or TM1 mode, default mode=0

\( \text{tol} = \) computational error tolerance, default \( \text{tol}=1\times10^{-12} \)

\( b = \) propagation wavenumber in units of \( k_0 \) - same size as \( \text{be0} \)

\( E = \) value of the characteristic equation (10.6.5) - same size as \( \text{be0} \)

There is also a version, \( \text{pwga} \), for asymmetric guides, with similar usage:

\[ [b, E] = \text{pwga}(\text{la0}, \text{ef}, \text{ec}, \text{es}, \text{a}, \text{be0}, \text{mode}, \text{tol}) \]

% plasmonic modes for asymmetric guides

The iterative method generally works well for the primary TM0 and TM1 modes. However, it is not capable of finding the anomalous complex-mode solutions that are highly damped. Those can be found using \( \text{pwg} \) with properly choosing the initial search points, as we discuss later.

**Example 10.6.1:** This example, with parameters taken from [953], illustrates the three numerical approaches. Consider a symmetric silver-air-silver waveguide at an operating free-space wavelength of \( \lambda_0 = 650 \text{ nm} \) and permittivity of silver \( \varepsilon_c = -19.6224 - 0.443j \), and \( \varepsilon_f = 1 \) for an air gap of width \( 2a = 100 \text{ nm} \).

The following MATLAB code computes the propagation parameters \( \beta, \gamma, \alpha_c \) for the symmetric TM0 mode (\( \psi = 0 \)) using the \( \text{pwg} \) function and the 1st-order approximation using Eq. (10.21.3) of Problem 10.5.

```matlab
la0 = 650; k0 = 2*pi/la0; a = 100/2; % la0,a in nm
ef = 1; ec = -19.6224-0.443*j; es = ec;
bcinf = sqrt(ec*ef/(ec+ef)); % bcinf = 1.0265 - 0.0006
itol = 1e-12;mode=0;be = pwg(la0,ef,ec,a,bcinf,mode,tol); % be = 1.2261 - 0.0026i
ac = sqrt(be^2 - ec); as = ac; % ac = as = 4.5965 + 0.0475i
g = sqrt(be^2 - ef); % g = 0.7095 - 0.0045i
E = abs(pc*ac + g*tanh(g*k0*a)); % E = 5.5518e-17
[P,Pf,Pc,Ps] = pwgpower(k0*a,ef,ec,es,be,0); % power flow in the three media
Powers = [P,Pf,Pc,Ps]; % Powers = [1.2175, 1.2328, -0.0076, -0.0076]

% 1st order calculation
ecr = real(ec); % lossless case, ecr = -19.6224
bcinf = sqrt(ecr*ef/(ec+ef)); % bcinf = 1.0265

be1 = ber + Db; % approximate lossy solution
```

The iteration was initialized at \( \beta = \beta_{c,\infty} \), but the algorithm is very insensitive to the initial choice, for example, it converges equally fast with \( \beta = 0 \) or \( \beta = 10\beta_{c,\infty} \).

The corresponding magnetic field profile \( H_y(x) \) is plotted in Fig. 10.6.1. The following MATLAB code generates the graph (annotations are omitted.)

```matlab
x = linspace(-200,200,401); % units of nm
Hy = cosh(ga*k0*a)*exp(-k0*ac*tanh(ga*a*k0)); % gammad (10.6.6)
figure
plot(x,real(Hy), 'linewidth',2);
```

Next, we calculate and plot the \( \beta-a \) dispersion relationship by solving for \( \beta \) over the range of thicknesses, \( 5 \leq 2a \leq 3500 \text{ nm} \). Fig. 10.6.2 plots the effective phase index \( \Re(\beta)/k_0 \) and propagation length \( L = -[2 \text{ Im}(\beta)]^{-1} \) versus \( a \), where \( L \) is plotted in units of \( \mu \text{m} \). The previously computed solution for \( 2a = 100 \text{ nm} \) is also added to the graph. It is interesting
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Fig. 10.6.1 Magnetic field profile of silver-air-silver guide \((\lambda_0 = 650 \text{ nm}, \quad 2a = 100 \text{ nm})\).
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10.6.2

Effective index and propagation distance \((\lambda_0 = 650 \text{ nm})\).

\[ n_{\text{eff}} = \frac{\text{Re}(\beta)}{k_0} \]

\[ L = -\frac{1}{2} \frac{\text{Im}(\beta)}{k_0} \]

10.6.3

\[ E = |\frac{\gamma}{\tan(\gamma a)} + p_c | \]

\[ \gamma a = \frac{p_c \alpha_c}{\gamma} \quad \Rightarrow \quad y^2 a = -p_c \sqrt{y^2 + (\epsilon_f - \epsilon_c) k_0^2} \]

10.7 Gap Surface Plasmons

The \( \text{TM}_0 \) symmetric mode illustrated by the above example is the only mode that exists for the symmetric MDM guide for all values of the gap thickness \( 2a \), and is known as a gap surface plasmon polariton (G-SPP) mode [981]. For small values of \( a \), the propagation wavenumber \( \beta \) becomes very large. Indeed, assuming that \( |\gamma a| < 1 \) and using the approximation \( \tanh(x) \approx x \), the characteristic equation (10.6.1) (with \( \psi = 0 \)) becomes,

\[
y a = \frac{-p_c \alpha_c}{\gamma} \quad \Rightarrow \quad y^2 a = -p_c \sqrt{y^2 + (\epsilon_f - \epsilon_c) k_0^2}
\]
10.7. Gap Surface Plasmons

This is a second-order algebraic equation in the variable $y^2$ with solution for $y^2$ and $\beta$,

$$y^2 = \frac{p^2}{2a^2} - \sqrt{\frac{p^2}{4a^2} + \frac{p^2 k_0^2}{a^2} (\epsilon_f - \epsilon_c)}$$

$$\beta = \sqrt{k_0^2 \epsilon_f + y^2} = \left[ k_0^2 \epsilon_f + \frac{p^2}{2a^2} \right]^{1/4} \left[ k_0^2 + \frac{p^2 k_0^2}{a^2} (\epsilon_f - \epsilon_c) \right]^{1/4}$$

For very small $a$, the quartic term $\frac{p^2}{2a^4}$ wins inside the above square roots, so that $y^2 \approx \frac{p^2}{2a^2}$. Its square root is taken with negative sign, $y = -p_c/a$, in order to guarantee a positive real part for $y$. This results in the simpler expression for $\beta = y$,

$$\beta = -\frac{p_c}{a} \quad \text{for } k_0a \ll 1$$

The same can also be derived from the characteristic equation (10.7.1) when $y$ is large,

$$y^2 a = -p_c \sqrt{y^2 + (\epsilon_f - \epsilon_c) k_0^2} = -p_c y \Rightarrow y = -\frac{p_c}{a}$$

On the other hand, if $a$ is small but not too small so that the quartic term $\frac{p^2}{2a^4}$ can be ignored inside the square roots of Eq. (10.7.2), then we obtain another simple expression which works well [981] over a substantial range of $a$,

$$y^2 = \frac{p^2 k_0^2}{a^2} (\epsilon_f - \epsilon_c) = -\frac{p_c k_0}{a} \sqrt{\epsilon_f - \epsilon_c}$$

$$\beta = k_0 \sqrt{\epsilon_f - \frac{p_c}{k_0 a} \sqrt{\epsilon_f - \epsilon_c}}$$

### TM$_1$ modes

We saw in Sec. 10.4 that, in the lossless case, region-3 supported antisymmetric TM$_1$ plasmonic modes for $k_0 \sqrt{\epsilon_f} \leq \beta \leq \beta_{c,\infty}$, corresponding to the film's half-width range $a_{\text{cutoff}} \leq a < \infty$, where for symmetric guides ($\epsilon_s = \epsilon_c$), the cutoff thickness is given by Eq. (10.4.6) and is obtained by setting, $\beta = k_0 \sqrt{\epsilon_f}$, or $y = 0$, in the TM$_1$ characteristic equation,

$$\tanh(ya) = -\frac{y}{p_c \epsilon_c} \quad \Rightarrow \quad k_0 a_{\text{cutoff}} = -\frac{1}{p_c \sqrt{\epsilon_f - \epsilon_c}} = \frac{\epsilon_c}{\epsilon_f \sqrt{\epsilon_f - \epsilon_c}}$$

In the lossy case, because $\epsilon_c$ and $\beta$ are complex-valued, an approximate value for the cutoff with may be obtained by taking the real part of the above expression,

$$k_0 a_{\text{cutoff}} = -\Re \left[ \frac{1}{p_c \sqrt{\epsilon_f - \epsilon_c}} \right]$$

### Example 10.7.1

Here, we look at the TM$_1$ modes of Example 10.6.1 that had operating free-space wavelength of $\lambda_0 = 650$ nm and permittivity of silver $\epsilon_s = -19.6224 - 0.443j$, and $\epsilon_f = 1$ for air. The cutoff width calculated from Eq. (10.7.5) is found to be

$$w_{\text{cutoff}} = 2a_{\text{cutoff}} = 894.0795 \text{ nm}$$

The TM$_1$ modes were calculated over the thickness range, $w_{\text{cutoff}} \leq 2a < 3500$ nm, and the TM$_0$ modes over, $5 < 2a < 3500$ nm. Fig. 10.7.1 shows the effective index $Re(\beta)/k_0$ and propagation distance $L = -\lceil 2 \text{Im}(\beta) \rceil$ in units of nm. The solutions for the specific value, $2a = 1000$ nm, that lies above the cutoff, were also placed on the graphs. The following MATLAB code segment illustrates the computations.

```matlab
la0 = 650; k0 = 2*pi/la0; ef = 1; ec = -19.6224-0.443*j; es=ec; pc = ef/ec; ps = ef/es; bcinf = sqrt(ec*ef/(ec+ef));tol = 1e-12;acut = -real(1/pc/sqrt(ef-ec))/k0;wc = 2*acut;nc = sqrt(ef);

w = 5:10:3500; % thickness range for TM0
w1 = 1.001*wc:10:3500; % thickness range for TM1

for i=1:length(w)
    be0(i) = pwg(la0,ef,ec,w(i)/2,bcinf,0,tol); % TM0
    be02 = pwg(la0,ef,ec,a2,bcinf,0,tol); % TM0
    neff0 = real(be0); L0 = -1/2/imag(be0)/k0/1000; % TM0 index & distance
end

for i=1:length(w1)
    be1(i) = pwg(la0,ef,ec,w1(i)/2,bcinf,1,tol); % TM1
    be12 = pwg(la0,ef,ec,a2,bcinf,1,tol); % TM1
    neff1 = real(be1); L1 = -1/2/imag(be1)/k0/1000; % TM1 index & distance
end
```

The specific solutions

- TM0 $\beta_0e0 = \text{pwg}(la0,ef,ec,a2,bcinf,0,\text{tol})$ % TM0
- TM1 $\beta_1e0 = \text{pwg}(la0,ef,ec,a2,bcinf,1,\text{tol})$ % TM1
- TM0 $\beta_0e1 = \text{pwg}(la0,ef,ec,a2,bcinf,0,\text{tol})$ % TM0
- TM1 $\beta_1e1 = \text{pwg}(la0,ef,ec,a2,bcinf,1,\text{tol})$ % TM1

where $\beta$ is the propagation constant, $\beta_0$ and $\beta_1$ are the real and imaginary parts of $\beta$, respectively, and $a_{\text{cutoff}} = 650 \text{ nm}$.
10.7. Gap Surface Plasmons

The symmetric TM₀ and antisymmetric TM₁ plasmonic modes

\[ \text{TM}_0, \text{TM}_1, 2a = 1000 \]

The transverse magnetic field profiles \( H_y(x) \) for the case \( 2a = 1000 \text{ nm} \) are shown in Fig. 10.7.2. They were computed and plotted by the following MATLAB code segment (annotations are omitted.)

\[ x = \text{linspace}(-1500, 1500, 601); \]

We note that because of the rather large thickness of 1000 nm, the TM₀ field resembles two separate single-interface surface plasmons at the two silver-air interfaces. □

10.8 PEC Limit

Plasmonic waveguides operate near the visible and infrared spectrum and excel at guiding light at decent propagation distances, while being laterally confined at subwavelength distances.

At the microwave regime, MDM waveguides behave very much like ordinary parallel-plate TEM transmission lines, or like parallel-plate waveguides supporting TM and TE modes. The connection to the plasmonic case can be seen in the perfect-electric conductor (PEC) limit [961]. We recall from Chapter 1 that the dielectric effective constant of a conductor is related to its conductivity \( \sigma(\omega) \) by

\[ \varepsilon_c = 1 - j \frac{\sigma(\omega)}{\varepsilon_0 \omega} \quad (10.8.1) \]

The PEC limit assumes that the metals are perfect conductors (\( \sigma \to \infty \)), so that \( \varepsilon_c \to \infty \), and therefore, \( p_z = \varepsilon_t / \varepsilon_c \to 0 \). In this limit, the characteristic equation (10.6.1) of a symmetric MDM guide becomes for the even and odd TM modes,

\[ \tanh(ya + \psi) = -\frac{p_z \varepsilon_c}{y} - \frac{\varepsilon_t k_0 y}{\varepsilon_c} \to 0, \quad \psi = \frac{j m \pi}{2}, \quad m = 0, 1 \]
where we replaced \( \alpha_c = \sqrt{\beta^2 - k_0^2\varepsilon_c} \rightarrow k_0\sqrt{-\varepsilon_c} \). This condition then requires that \( y a + \psi = j\pi q \), with integer \( q \), resulting in the quantized values of \( y \),

\[
y = jk_c, \quad k_c = \frac{\pi (2q + m)}{2a}, \quad q = 0, 1, 2, \ldots, \quad m = 0, 1 \quad (10.8.2)
\]

The quantities \( k_c \) are recognized as the cutoff wavenumbers of the TM modes of a parallel-plate waveguide with perfectly conducting walls. The corresponding dispersion relationship is obtained from \( \beta = \sqrt{\beta^2 + k_0^2\varepsilon_f} = \sqrt{k_0^2\varepsilon_f} = k_c^2 \), and requires that the guide be operated above cutoff, \( k_0\sqrt{\varepsilon_f} \geq k_c \).

The case \( q = m = 0 \), or, \( y = 0 \), is special and corresponds to the parallel-plate TEM transmission line discussed in the next chapter. The TEM property follows from Eq. (10.1.3), which shows that \( E_z = 0 \) in this case. Moreover, \( E_x, H_y \) become constants, independent of \( x \), and \( E_x/H_y = \eta_0 \).

TE modes, which generally do not exist in the plasmonic case, correspond to setting \( p_c = 1 \) in the characteristic equation (10.6.1), which would have the PEC limit,

\[
\tanh(ya + \psi) = -\frac{\alpha_c}{\varepsilon_c} \rightarrow k_0\sqrt{-\varepsilon_c} \rightarrow \infty, \quad \psi = \frac{j\pi n}{2}, \quad m = 0, 1
\]

This condition gives the quantized values for \( y \) and TE cutoff wavenumbers:

\[
y = jk_c, \quad k_c = \frac{\pi (2q + m + 1)}{2a}, \quad q = 0, 1, 2, \ldots, \quad m = 0, 1 \quad (10.8.3)
\]

We note that \( y = 0 \) is not possible for TE modes.

**Example 10.8.1:** The following graphs show the magnetic field profiles for a fictitious symmetric MDM guide with \( \lambda_0 = 650 \) nm, \( \varepsilon_f = 1 \), with film width of 100 nm, and the successive values of \( \varepsilon_c \) having increasingly larger imaginary parts:

\[
\varepsilon_c = -20 - 10j \quad \varepsilon_c = -20 - 100j \quad \varepsilon_c = -20 - 1000j
\]

The MATLAB code is the same as in Example 10.6.1. We observe how the magnetic field tends to the TEM limit, becoming progressively constant, and more quickly decaying in the metal. The computed values for \( \beta, y, \alpha_c \), were:

<table>
<thead>
<tr>
<th>( \beta/k_0 )</th>
<th>( y/k_0 )</th>
<th>( \alpha_c/k_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.20520 - 0.04899j</td>
<td>0.67656 - 0.08727j</td>
<td>4.74695 + 1.04878j</td>
</tr>
<tr>
<td>1.07807 - 0.06220j</td>
<td>0.42772 - 0.13677j</td>
<td>7.84987 + 6.36099j</td>
</tr>
<tr>
<td>1.02333 - 0.02553j</td>
<td>0.23702 - 0.09736j</td>
<td>22.59670 + 22.12610j</td>
</tr>
</tbody>
</table>

**10.9 Anomalous Complex Modes**

As we mentioned at the end of Sec. 10.5, there exist complex modes even in the lossless case, that are anomalous in the sense that they are stable and laterally confined, having propagation wavenumber, \( \beta = \beta_R - j\beta_I \), with \( \beta_I > 0 \), but with \( \beta_I \) so large that they cannot be considered as propagating, nor are they necessarily evanescent, which would have \( \beta_R = 0 \) and \( \beta_I > 0 \), although such evanescent modes do exist.

The mode spectrum of MDM guides for the lossless and lossy cases has been studied in various references such as [952–955, 963].

Consider a symmetric configuration (\( \varepsilon_c = \varepsilon_s \)), whose even and odd TM modes must satisfy the characteristic equation (10.6.1),

\[
\tanh(ya + \psi) = -p_c\alpha_c/\varepsilon_c, \quad \psi = \frac{j\pi n}{2}, \quad m = 0, 1 \quad (10.9.1)
\]

Because we are looking for anomalous modes that have large values of \( \beta \), or, \( y = \sqrt{\beta^2 + k_0^2\varepsilon_f} \), we have, \( \alpha_f = \sqrt{\gamma^2 + k_0^2(\varepsilon_f - \varepsilon_s)} \approx \gamma \). It follows that the right-hand-side of Eq. (10.9.1) tends to a constant,

\[
\tanh(ya + \psi) \approx -p_c, \quad \text{for } |\beta| \gg k_0
\]

But this equation does not uniquely define \( y \), since,

\[
\tanh(ya + \psi) = \tanh(ya + \psi + j\pi q) = -p_c
\]

for any integer \( q \). Replacing \( \psi = j\pi n/2 \), for \( m = 0, 1 \), and inverting, we obtain an *infinite family* of possible solutions, which will have large \( |y| \) for large values of \( q \),

\[
y = \frac{a}{2} \tanh(-p_c) \pm \frac{j\pi (2q + m)}{2a}, \quad m = 0, 1, \quad q = 0, 1, 2, \ldots \quad (10.9.2)
\]

This is similar to Eq. (10.8.2). By using these approximate values as the initial search points of the function, \( \text{pwg} \), we may derive the exact values of the anomalous modes.

To clarify the role of the \( \pm \) sign choices, we note that in the lossless case (real \( \varepsilon_c, \varepsilon_f \)), because the characteristic equation has real parameters then if \( \beta \) is a solution, so will be the complex conjugate, \( \beta^* \). Moreover, since the dependence on \( \beta \) comes through \( \beta^2 \), it follows that given a solution \( \beta \), all four choices, \( \pm \beta, \pm \beta^* \), would also be solutions. However, if \( \beta = \beta_R - j\beta_I \), with \( \beta_I > 0 \), then the only physically acceptable solution would be, \( \beta^* = -\beta_R + j\beta_I \), that also has negative imaginary part. Thus, in the lossless case the anomalous complex modes come in pairs, \( \{\beta, -\beta^*\} \), or, \( \pm \beta_R - j\beta_I \) [952]. The \( \pm \) signs in Eq. (10.9.2) typically correspond to such pair \( \beta, -\beta^* \). In the lossy case, however, this conjugate symmetry is broken, making the two values in the pair \( \beta, -\beta^* \) slightly different.

**Example 10.9.1:** Consider again the silver-air-silver guide of Example 10.6.1 with free-space wavelength of \( \lambda_0 = 650 \) nm, silver permittivity, \( \varepsilon_c = \varepsilon_s = -19.6224 - 0.443j \), and \( \varepsilon_f = 1 \) for an air gap of width \( 2a = 100 \) nm.

The following table shows the solutions for the even modes (\( m = 0 \), for \( q = 0, 1, 2, 3 \) and the two \( \pm \) sign choices. The computational error vector, \( E = y \tanh(ya + \psi) + p_c\alpha_c \), has
10.9. Anomalous Complex Modes

The q = 0 even solution is the fundamental G-SPP mode that we considered in Example 10.6.1. For the rest of the even cases and all the odd ones, we observe that all solutions are acceptable, in the sense that they have \( \beta_1 = -\text{Im}(\beta) > 0 \), and Re(\( \alpha_c \)) > 0, however, they cannot be considered as propagating because of their large value of \( \beta_1 \). We note also that they have a y that is predominantly imaginary, so that those modes may be viewed as oscillatory as opposed to plasmonic.

\[
q \quad \beta/k_0 \quad y/k_0 \quad \alpha_c/k_0
\]

\[
0 \quad 1.226123 - 0.002610j \quad 0.709501 - 0.0094510j \quad 4.396523 + 0.047492j
\]

\[
1 - 0.070360 - 6.424289j \quad 0.075451 - 6.501643j \quad 0.057829 - 4.652592j
\]

\[
2 - 0.099118 - 12.963768j \quad 0.098824 - 13.002278j \quad 0.087286 - 12.183377j
\]

\[
3 - 0.0102709 - 19.476698j \quad 0.102573 - 19.502452j \quad 0.093794 - 18.966225j
\]

\[
4 - 0.0102707 - 19.476326j \quad 0.102572 - 19.497589j \quad 0.111754 + 18.961452j
\]

The tables were produced by the following MATLAB code:

```matlab
la0 = 650; k0 = 2*pi/la0; a = 100/2; % la0,a in nm ef = 1; ec = -19.6224 - 0.443*j; % set ec = -16.6224 for lossless case pc = ef/ec; tol = 1e-12; q = (0:3)'; m=0; % set m=0,1 for even or odd modes g1 = 1/k0/a*atanh(-pc) - j*pi/2/a/k0*(m+2*q); g2 = 1/k0/a*atanh(-pc) + j*pi/2/a/k0*(m+2*q); be_even = pwg(la0,ef,ec,a,bin,m,tol); % even mode solutions be_odd = pwg(la0,ef,ec,a,bin,m,tol); % odd mode solutions be = [be_even, be_odd].'; be = be(:); % list modes ... % table M = repmat([0;1], length(q),1);E = norm(pc*ac + ga.*tanh(ga*a*k0 + j*M*pi/2)) % error norm of all modes
```

\[\text{E} = \text{norm}(pc*ac + ga.*\tanh(ga*k0*a + j*M*pi/2)) \quad \text{error norm of all modes}\]

The calculated error norms for the lossless and lossy cases were \(\|E\| = 5.3579 \times 10^{-14}\) and \(2.6947 \times 10^{-14}\), respectively. The following two tables list the solutions for the two cases.

<table>
<thead>
<tr>
<th>(\beta/k_0) (lossless case)</th>
<th>(y/k_0)</th>
<th>(\alpha_c/k_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.105313</td>
<td>0.33027</td>
</tr>
<tr>
<td>1</td>
<td>-1.66934</td>
<td>-1.94594</td>
</tr>
<tr>
<td>2</td>
<td>-3.84683</td>
<td>-3.97468</td>
</tr>
<tr>
<td>3</td>
<td>-5.90040</td>
<td>5.89454</td>
</tr>
<tr>
<td>4</td>
<td>-7.92720</td>
<td>7.99003</td>
</tr>
<tr>
<td>5</td>
<td>-9.94391</td>
<td>9.99047</td>
</tr>
<tr>
<td>6</td>
<td>-11.95773</td>
<td>11.99497</td>
</tr>
<tr>
<td>7</td>
<td>0.00456 - 13.96424j</td>
<td>0.00455 - 14.00000j</td>
</tr>
<tr>
<td>8</td>
<td>0.00587 - 15.96872j</td>
<td>0.00586 - 16.00000j</td>
</tr>
<tr>
<td>9</td>
<td>0.00661 - 17.97220j</td>
<td>0.00660 - 18.00000j</td>
</tr>
</tbody>
</table>

We note also that the \(\pm\) pairs for the same value of \(q\) are very close to each other. If we execute the same code for the lossless case (\(\varepsilon_c = -19.6224\)), we will find that the pairs are numerically equal, that is, \(\pm \beta_U - j\beta_I\).

\[\text{Example 10.9.2:} \text{ This example is from [955], and we have also added the odd modes. A symmetric silver-air-silver MDM waveguide at free-space wavelength } \lambda_0 = 1550 \text{ nm, has film width } 2a = \lambda_0/4, \text{ film permittivity } \varepsilon_f = 1, \text{ and silver permittivity } \varepsilon_c = -143.497 - 9.517j, \text{ or, } \varepsilon_c = -143.417 \text{ in the lossless limit.}^{1}\]

\[\text{be_even = pwg(la0,ef,ec,a,bin,m,tol);} \quad \text{be_odd = pwg(la0,ef,ec,a,bin,m,tol);} \quad \text{be = [be_even, be_odd].'; be = be(:);} \quad \text{ga = sqrt(be.A2 - ef);} \quad \text{ga = sqrt(be.A2 - ec);} \quad \text{M = repmat([0;1], length(q),1);} \quad \text{E = norm(pc*ac + ga.*tanh(ga*k0*a + j*M*pi/2))} \quad \text{error norm of all modes}\]

\[\text{\text{Note that our DRUDE function gives here } \varepsilon_c = -103.332 - 8.130j.}\]
The listed mode numbers were the quantities, $2q + m$, for $q = 0, 1, 2, 3, 4$, $m = 0, 1$. The $q = 0$ mode is the fundamental G-SPP mode. For the lossless case, modes 1-6 are evanescent in the sense that they have $\beta_R = 0$ and $\beta_I = -\text{Im}(\beta) > 0$, but they are laterally confined because $\alpha_c$ is positive-real. These modes carry no power in any of the three media, because the media were assumed to be lossless, so that the factors that appear in the expressions Eq. (10.1.24) for the transmitted powers are, $\text{Re}(\beta/\varepsilon) = \text{Re}(\beta)/\varepsilon = 0$. The numerical values for the even modes given in [955] differ slightly from ours, but that is probably due to using different calculation procedures.

In this section, we have discussed only the modes of the discrete spectrum. Modes belonging to the continuous spectrum are not laterally confined. If $\beta = \beta_R - j\beta_I$, then, the lateral decay parameter is,

$$\alpha_c = \sqrt{\beta^2 - k_0^2\varepsilon_c} = \sqrt{\beta^2_R - \beta^2_I - 2j\beta_R\beta_I - k_0^2\varepsilon_c}$$

Continuous modes would have an imaginary $\alpha_c$, or, $\alpha_c^2 < 0$. For the lossless case ($\varepsilon_c = -|\varepsilon_c|$), this would require that

$$\alpha_c^2 = \beta^2_R - \beta^2_I + k_0^2|\varepsilon_c| - 2j\beta_R\beta_I < 0 \Rightarrow \beta_R\beta_I = 0$$

The two conditions can only be satisfied with $\beta_R = 0$ and $\beta_I > k_0|\varepsilon_c|$, or, $\beta_I > k_0\sqrt{\varepsilon_c}$. Such modes have been discussed in [952,955], and are unbounded laterally, but decay along the propagation direction as $e^{-\beta_I z}$.

### 10.10 DMD Configuration – Lossless Case

A DMD plasmonic waveguide consists of a metal film $\varepsilon_f$, surrounded by two possibly different dielectrics $\varepsilon_c, \varepsilon_s$, as shown in Fig. 10.10.1. It is operated at optical or infrared frequencies where the metal has permittivity with negative real part, $\varepsilon_f = -\varepsilon_R - j\varepsilon_I$, $\varepsilon_R > 0$ and $\varepsilon_I \geq 0$. The dielectrics may be assumed to be lossless. Moreover, without loss of generality, we will assume that $\varepsilon_c \geq \varepsilon_s > 0$.

The field and characteristic equations were given by Eqs. (10.1.4)-(10.1.16). The various solution modes have been discussed extensively in the literature, see for example, [939-945] and the reviews [962,981].

As in the MDM case, we begin our discussion by first considering the lossless case, $\varepsilon_I = 0$, so that we may write, $\varepsilon_f = -|\varepsilon_f|$. Since $\varepsilon_c \geq \varepsilon_s$, the quantities, $p_c = \varepsilon_f/\varepsilon_c$, $p_s = \varepsilon_f/\varepsilon_s$, satisfy the inequality $|p_c| \leq |p_s|$. We note the following relationships,

$$\begin{align*}
\gamma & = \sqrt{\beta^2 - k_0^2|\varepsilon_f|} = \sqrt{\beta^2_R + k_0^2}\varepsilon_f \quad \Rightarrow \quad y = \sqrt{\alpha_c^2 + \kappa^2(\varepsilon_c + |\varepsilon_f|)} \\
\alpha_c & = \sqrt{\beta^2 - k_0^2|\varepsilon_c|} \quad \Rightarrow \quad y = \sqrt{\alpha_c^2 + k_0^2(1 + |\varepsilon_f|)} \quad (10.10.1) \\
\alpha_s & = \sqrt{\beta^2 - k_0^2|\varepsilon_s|} \quad \Rightarrow \quad y = \sqrt{\alpha_s^2 + k_0^2|\varepsilon_f|} \quad (10.10.2)
\end{align*}$$

which imply that, $\alpha_c \leq \alpha_s < y$.\(^1\) Note also,

$$\begin{align*}
p_c^2\alpha_c^2 - y^2 & = (p_c^2 - 1)(\beta^2 - \beta_c^2) \\
p_s^2\alpha_s^2 - y^2 & = (p_s^2 - 1)(\beta^2 - \beta_s^2) \\
\beta_c^2 - k_0^2|\varepsilon_c| & = k_0^2|\varepsilon_f| \quad (10.10.3)
\end{align*}$$

where $\beta_c, \beta_s$ are the would-be plasmonic wavenumbers of the single $f-c$ and $f-s$ metal-dielectric interfaces,

$$\begin{align*}
\beta_c & = \frac{k_0^2|\varepsilon_c|}{\varepsilon_c + |\varepsilon_f|} = \frac{k_0^2|\varepsilon_f|}{|\varepsilon_c| - 1} \quad , \quad \beta_s = \frac{k_0^2|\varepsilon_c|}{\varepsilon_s + |\varepsilon_f|} = \frac{k_0^2}{|\varepsilon_s|} \quad (10.10.4)
\end{align*}$$

Clearly, for the single interfaces to support surface plasmons, we must have $|p_c| > 1$ and $|p_s| > 1$. The characteristic equations (10.1.10) can be written in the forms:

$$\begin{align*}
e^{2\gamma a + 2\pi \varepsilon_f} & = \frac{\gamma + |\varepsilon_c||\alpha_c|}{\gamma - |\varepsilon_c||\alpha_c|} \quad , \quad e^{2\gamma a - 2\pi \varepsilon_f} = \frac{\gamma + |\varepsilon_s||\alpha_s|}{\gamma - |\varepsilon_s||\alpha_s|} \quad (10.10.5) \\
e^{2\gamma a} & = \frac{\gamma + |\varepsilon_c||\alpha_c|}{\gamma - |\varepsilon_c||\alpha_c|} \quad , \quad e^{2\gamma a - 2\pi \varepsilon_f} = \frac{\gamma + |\varepsilon_s||\alpha_s|}{\gamma - |\varepsilon_s||\alpha_s|} \quad \Rightarrow \quad \text{tanh}(2\gamma a) = \frac{\gamma |\varepsilon_c||\alpha_c| + |\varepsilon_s||\alpha_s|}{\gamma^2 + |\varepsilon_c||\alpha_c|^2 + |\varepsilon_s||\alpha_s|^2} \quad (10.10.6)
\end{align*}$$

We are looking for plasmonic solutions that have real and positive $\beta, \alpha_c, \alpha_s, \gamma$ parameters. There exist, of course, complex-mode solutions as in the MDM case, which can be derived by taking the large $\gamma$ limit of Eq. (10.10.6), that is, up to any integer $q$,

$$e^{2\gamma a} = e^{2\gamma a - 2\pi \varepsilon_f} = \frac{1 + |p_s|}{1 - |p_s|} \quad , \quad e^{2\gamma a - 2\pi \varepsilon_f} = \frac{1 + |p_c|}{1 - |p_c|} \quad \Rightarrow \quad \gamma = \frac{1}{4\alpha} \ln \left[ \frac{1 + |p_s|}{1 - |p_s|} \cdot \frac{1 + |p_c|}{1 - |p_c|} \right] + \frac{j\pi q}{2a}$$

\(^1\)In the MDM lossless case, we had the complementary inequality, $\alpha_c < \alpha_s < y$.\(^2\)
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For all plasmonic solutions with positive real $\beta$, it is evident from (10.10.1) that the lateral confinement conditions $\alpha_c \geq 0$ and $\alpha_s \geq 0$ require that $\beta \geq k_0 \sqrt{\varepsilon_c}$ and $\beta \geq k_0 \sqrt{\varepsilon_s}$, which, because $\varepsilon_c \geq \varepsilon_s$, reduce into one,

$$\beta \geq k_0 \sqrt{\varepsilon_c} \quad (10.10.7)$$

For such solutions, because $\gamma$ is real, it follows from (10.10.6) that in order for the quantity $e^{\beta a}$ to be positive, the quantities, $(\gamma - |p_c| |\alpha_c|)$ and $(\gamma - |p_s| |\alpha_s|)$, must either be both positive or both negative. If they are both positive, then, it follows from Eq. (10.10.5) that $\psi$ must be real, so the solution is a TM$_0$ even-like mode, and when they are both negative, then, $\psi$ must have a $j\pi/2$ imaginary part, so that the solution is a TM$_1$ odd-like mode. We summarize,

$$y - |p_c| |\alpha_c| > 0, \quad \text{Im}[\psi] = 0, \quad \text{(TM0 mode)}$$
$$y - |p_s| |\alpha_s| < 0, \quad \text{Im}[\psi] = \frac{j\pi}{2}, \quad \text{(TM1 mode)} \quad (10.10.8)$$

Thus, $\psi$ is calculated from Eq. (10.1.7), with $m = 0, 1$, for TM$_0$ or TM$_1$,

$$\psi = \frac{1}{2} \text{atanh} \left( \frac{-p_c \alpha_c}{y} \right) - \frac{1}{2} \text{atanh} \left( \frac{-p_s \alpha_s}{y} \right) + \frac{1}{2} j\pi m \quad (10.10.9)$$

Finally, we recall that the magnetic field is given by,

$$\begin{align*}
H_y(x) = & H_0 \cosh(yx + \psi), & |x| \leq a \\
& H_0 \cosh(ya + \psi) e^{-\alpha_c (x-a)}, & x \geq a \\
& H_0 \cosh(ya - \psi) e^{\alpha_s (x+a)}, & x \leq -a
\end{align*} \quad (10.10.10)$$

The possible plasmonic solutions can be understood with the aid of the following diagram that divides the $p_c - p_s$ plane into five regions [943], as defined below,

The regions below the diagonal are obtained by switching the roles of $\varepsilon_c, \varepsilon_s$. The one of most practical interest is region-3, because most metals (like gold and silver) have

---

1Because we are working with the variables $p_c, p_s$, our geometry of the regions differs from that of [943], but the results are equivalent.

---

$|\varepsilon_f| > \varepsilon_c \geq \varepsilon_s$, at optical frequencies and using typical dielectrics with a small difference, $\varepsilon_c - \varepsilon_s$. Next, we define the nature of solutions in each region, but summarize the results here,

0. no solution exists
1. TM$_0$ mode with lower cutoff, $k_0 \sqrt{\varepsilon_c} \leq \beta < \beta_s$, $a_{\text{cutoff}} \leq a < \infty$
2. TM$_0$ mode with no cutoff, $\beta > \beta_s$, $0 < a < \infty$
3. TM$_0$ mode with lower cutoff, $k_0 \sqrt{\varepsilon_c} \leq \beta < \beta_s$, $a_{\text{cutoff}} \leq a < \infty$
4. TM$_0$ mode with upper cutoff, $\beta_{\text{max}} \leq \beta < \infty$, $a_{\text{max}} \geq a > 0$

**Region - 0**

Because $|p_c| \leq 1$ and $\alpha_c < \gamma$, we have $(|p_c| |\alpha_c| - \gamma) < 0$, so necessarily we must also have, $(|p_s| |\alpha_s| - \gamma) < 0$. It follows that the first of Eqs. (10.10.2) is automatically satisfied because $\beta_{\text{cutoff}}^2 < 0$ and $p_c^2 < 1$. But, because $\beta_{\text{cutoff}}^2 > 0$, the second constraint in (10.10.2) requires that $\beta < \beta_s$. On the other hand, in region-0, Eq. (10.10.3) implies that $\beta_s = k_0 \sqrt{\varepsilon_s}$, and combining the two inequalities, $\beta < \beta_s < k_0 \sqrt{\varepsilon_s}$. Thus, it is not possible to fulfill condition (10.10.7) and, therefore, no solutions exist in this region.

**Region - 1**

The only difference with region-0 is that now Eq. (10.10.3) implies that $\beta_s > k_0 \sqrt{\varepsilon_s}$, and therefore, there can exist a solution with $\beta$ spanning the range,

$$k_0 \sqrt{\varepsilon_c} \leq \beta \leq \beta_s \quad (10.10.11)$$

The upper limit, $\beta = \beta_s$, is reached in the limit of infinite thickness $a \to \infty$. The lower limit implies a lower cutoff thickness obtained from Eq. (10.10.6) by setting $\beta = k_0 \sqrt{\varepsilon_s}$, and hence, $\alpha_c = 0, \gamma = k_0 \sqrt{\varepsilon_c} + |\varepsilon_f|$, and $\alpha_s = k_0 \sqrt{\varepsilon_s - \varepsilon}$, resulting in,

$$\tan \left( 2 k_0 a_{\text{cutoff}} \sqrt{\varepsilon_c + |\varepsilon_f|} \right) \frac{|p_s| \sqrt{\varepsilon_c + \varepsilon_f} - |p_s| \sqrt{\varepsilon_c + |\varepsilon_f|}}{\varepsilon_s \sqrt{\varepsilon_c + |\varepsilon_f|}} = \frac{|\varepsilon_f| \sqrt{\varepsilon_c - \varepsilon_s}}{\varepsilon_s \sqrt{\varepsilon_s + |\varepsilon_f|}}$$

$$2 k_0 a_{\text{cutoff}} = \frac{1}{\sqrt{\varepsilon_c + |\varepsilon_f|}} \text{atanh} \left[ \frac{|\varepsilon_f| \sqrt{\varepsilon_c - \varepsilon_s}}{\varepsilon_s \sqrt{\varepsilon_c + |\varepsilon_f|}} \right], \beta_{\text{cutoff}} = k_0 \sqrt{\varepsilon_s} \quad (10.10.12)$$

The argument of the arcsinh function must be less than unity, but this follows from the condition $\beta_s > k_0 \sqrt{\varepsilon_s}$, which implies the allowed range for $\varepsilon_c$, or for $\varepsilon_s$, [941,942],

$$\varepsilon_s \leq \varepsilon_c \leq \frac{|\varepsilon_f| \varepsilon_s}{|\varepsilon_f| + \varepsilon_s} \quad (10.10.13)$$

To decide whether this solution is even-like or odd-like, we look at Eqs. (10.10.5). Because both denominators are positive, then $e^{2 j\pi a_{\text{cutoff}}} = |p_s| |\alpha_s| = |p_s| |\alpha_s| - \gamma$ will be positive and greater than
unity, so that $\psi$ must be real. Therefore, this mode is TM$_0$ even-like. As the film thickness increases, it resembles more and more a single surface plasmon at the $f-c$ interface, while the $f-c$ interface does not support a surface plasmon because $\beta^2_{c,s} < 0$.

**Example 10.10.1:** We consider an example from [943] in order to compare our results. It has parameters, $\epsilon_f = 2.2^2$, $\epsilon_c = 1.7^2$, $\epsilon_s = 2.2^2$, and half-width, $k_0 a = 0.3$. It belongs to region-1 because $|p_f| = 0.8264$, $|p_s| = 0.3841$, and $|p_f| - |p_s| = 0.5576 < 1$. The left graph in Fig. 10.10.2 shows the transverse magnetic field $H_y(x)$. The calculated mode parameters were:

$$
\begin{align*}
\beta/k_0 & = 0.3, \\
y'/k_0 & = 2.9165, \\
\alpha_c/k_0 & = 3.5364, \\
\alpha_s/k_0 & = 1.9147, \\
\psi & = -0.5794, \\
E & = 1.1102 \times 10^{-16}
\end{align*}
$$

where $E$ is the computational error for the characteristic equation (10.10.6).†

The solution was obtained with the help of the MATLAB function, pwga:

```matlab
k0 = 1; la0 = 2*pi/k0; a = 0.3;
ec = 2.2^2; es = 1.7^2; ef = -4;
ps = ef/es; pc = ef/ec;
tol = 1e-12;
bsinf = sqrt(ef*es/(ef+es));[be,E] = pwga(la0,ef,ec,es, a, bsinf, 0, tol); % TM0 mode
```

The magnetic field was computed and plotted by the code,

```matlab
psi = atanh(-pc*ac/ga)/2 - atanh(-ps*as/ga)/2
x = linspace(-3,3,601)*a;Hy = cosh(ga*a - psi).*exp(as*(x+a)).*(x<-a) + ...cosh(ga*a + psi).*exp(-ac*(x-a)).*(x>a) + ...cosh(ga*x + psi).*(abs(x)<=a);
```

The right graph in Fig. 10.10.1 shows the $\beta-a$ dispersion relationship, with the half-width $\gamma > 0$, which requires from (10.10.2) $\beta \rightarrow \infty$ and at the other end, $\beta \rightarrow \infty$ as the thickness tends to zero, $a \rightarrow 0$. Interestingly, although the $s-f$ interface can support a surface plasmon, it is not the limit of one of the modes.

Here, it follows from Eqs. (10.10.3) and (10.10.4) that $0 < \beta_{s,\infty} < k_0 \sqrt{\epsilon_f} < \beta_{c,\infty}$. This excludes a solution that would have, $|p_s| \alpha_s - \gamma < 0$, because it would require from Eqs. (10.10.2) that $\beta < \beta_{s,\infty}$ and therefore, it could not satisfy (10.10.7). On the other hand, a solution exists that satisfies, $|p_{s,\infty}| \alpha_{c,s} - \gamma > 0$, which requires from (10.10.2) that $\beta \geq \beta_{c,\infty}$, and $\beta \geq \beta_{s,\infty}$, the latter being satisfied a fortiori from the former.

Thus, such solution will have range $\beta \geq \beta_{c,\infty}$ with $\beta = \beta_{c,\infty}$ achieved at infinite thickness $a \rightarrow \infty$, and at the other end, $\beta \rightarrow \infty$ as the thickness tends to zero, $a \rightarrow 0$.

![Fig. 10.10.2 DMD region-1, TM0 mode.](image)

It can also be computed recursively by transforming the characteristic equation into the iteration:

$$
y = -y^2 + p_c \alpha_c P_c \alpha_s \tanh(2ya) \Rightarrow y_{n+1} = -y_n^2 + p_c \alpha_c P_c \alpha_s \tanh(2ya)\frac{y_n}{p_c \alpha_c + p_s \alpha_s}
$$

†The achieved $E$ is actually half of MATLAB’s machine epsilon, $\eps = 2.2204e-16$. 

The achieved $E$ is actually half of MATLAB’s machine epsilon, $\eps = 2.2204e-16$. 

The right graph in Fig. 10.10.1 shows the $\beta-a$ dispersion relationship, with the half-width varying over $a_{\text{cut}} \leq a < \infty$, as $\beta$ varies over $k_0 \sqrt{\epsilon_f} < \beta < \beta_{s,\infty}$. The calculated values were,

$$
k_0 a_{\text{cut}} = 0.1304, \quad \sqrt{\epsilon_f} = 2.2, \quad \beta_{s,\infty} = 3.2271
$$

and the graph was generated by the following code, where for plotting convenience, we evaluated the solution only up to $k_0 a_{\text{max}} = 0.5$ where $\beta$ has effectively converged to $\beta_{s,\infty}$.

```matlab
acut = 1/2/sqrt(ec-ef) * atanh(-ef*sqrt(ec-es)/es/sqrt(ec-ef));
bsinf = sqrt(ef*es/(ef+es));[be,E] = pwga(la0,ef,ec,es, a, bsinf, 0, tol); % TM0 mode
ga = sqrt(be*2-ef); as = sqrt(be^2-es); ac = sqrt(be^2-ec);
```

The solution was obtained with the help of the MATLAB function, pwga, 

```matlab
[k0 a] = linspace(-3,3,601)*a;Hy = cosh(ga*a - psi).*exp(as*(x+a)).*(x<-a) + ...cosh(ga*a + psi).*exp(-ac*(x-a)).*(x>a) + ...cosh(ga*x + psi).*(abs(x)<=a);
```

Region – 2

Here, it follows from Eqs. (10.10.3) and (10.10.4) that $0 < \beta_{s,\infty} < k_0 \sqrt{\epsilon_f} < \beta_{c,\infty}$. This excludes a solution that would have, $|p_s| \alpha_s - \gamma < 0$, because it would require from Eqs. (10.10.2) that $\beta < \beta_{s,\infty}$ and therefore, it could not satisfy (10.10.7). On the other hand, a solution exists that satisfies, $|p_{s,\infty}| \alpha_{c,s} - \gamma > 0$, which requires from (10.10.2) that $\beta \geq \beta_{c,\infty}$, and $\beta \geq \beta_{s,\infty}$, the latter being satisfied a fortiori from the former.

Thus, such solution will have range $\beta \geq \beta_{c,\infty}$ with $\beta = \beta_{c,\infty}$ achieved at infinite thickness $a \rightarrow \infty$, and at the other end, $\beta \rightarrow \infty$ as the thickness tends to zero, $a \rightarrow 0$. Interestingly, although the $s-f$ interface can support a surface plasmon, it is not the limit of one of the modes.

Because $|p_{s,\infty}| \alpha_{c,s} - \gamma > 0$, it follows from Eqs. (10.10.5) that the left-hand sides $e^{2ya} \pm 2\psi$ will be negative, and that can only happen if $\psi$ has a $j\pi/2$ imaginary part.
Therefore, this solution is a TM\(_1\) odd-like mode, with \(\psi\) given by (10.1.16),

\[
\psi = \frac{1}{2} \tanh \left( -\frac{p_c \alpha_c}{\gamma} \right) - \frac{1}{2} \tanh \left( -\frac{p_s \alpha_s}{\gamma} \right) + \frac{1}{2} j\pi 
\]

(10.10.14)

**Example 10.10.2:** This example is from [943]. It has parameters, \(\varepsilon_c = 1.9^2, \varepsilon_s = 1.3^2, \varepsilon_f = -2^2\), and half-width, \(k_0 a = 0.15\). It belongs to region-2 because \(|p_f| = 1.1080, |p_s| = 2.3669, |p_f| - |p_s| = 1.2588 > 1\). The left graph in Fig. 10.10.3 shows the transverse magnetic field \(H_y(x)\). The calculated mode parameters were,

\[
\begin{array}{c|c|c|c|c|c}
  k_0 a & \beta/k_0 & \gamma/k_0 & \alpha_c/k_0 & \alpha_s/k_0 & \psi \\
  \hline
  0.15 & 7.8273 & 8.0788 & 7.5932 & 7.7186 & 0.7368 + j\pi/2 \\
  & & & & & 1.1102 \times 10^{-10}
\end{array}
\]

where \(E\) is the computational error for the characteristic equation (10.10.6),

\[
E = \left| \tanh(2ya) - \frac{\sqrt{-p_c \alpha_c p_s \alpha_s}}{\sqrt{p_s \alpha_s + p_c \alpha_c}} \right| 
\]

The solution was obtained with the help of the MATLAB function, `pwga`,

\[
[k, \beta, E] = pwga(\text{lao}, \text{ef}, \epsilon_c, \epsilon_s, a, bcinf, \text{mode}, \text{tol});
\]

It can also be computed recursively by transforming the characteristic equation into the iteration:

\[
y_n + 1 = \sqrt{-p_c \alpha_c p_s \alpha_s - \gamma(p_c \alpha_c + p_s \alpha_s) \coth(2ya)}
\]

\[
y_n = \sqrt{-p_c \alpha_c p_s \alpha_s - \gamma p_s \alpha_s + p_c \alpha_c \coth(2ya)}
\]

The magnetic field was computed and plotted by the code,

\[
a = \text{atanh}(-p_c \alpha_c a / \gamma) / 2 - \text{atanh}(-p_s \alpha_s a / \gamma) / 2 + j\pi a / 2
\]

\[
x = \text{linspace}(-3,3,601); \alpha_c = \text{sqrt}(\varepsilon_c); \alpha_s = \text{sqrt}(\varepsilon_s); \gamma = \text{sqrt}(\varepsilon_f / \varepsilon_c)
\]

\[
\text{Hy}(x) = \text{cosh}(ga*a - psi) \times \text{exp}(as*(x+a)) \times (x-a) + \ldots
\]

\[
\text{fill}([-1, 1, 1, -1, [2 - 2, 4, 4], [0.9, 0.9, 0.9])
\]

\[
\text{hold on}
\]

\[
\text{plot}(x/a, \text{imag(Hy)}, \text{linewidth}, 2); \text{because cosh}(ga*a + psi) = \text{imaginary}
\]

The right graph in Fig. 10.10.2 shows the \(\beta - a\) dispersion relationship, with the half-width varying over \(0 < a < \infty\), as \(\beta\) varies over \(\infty > \beta > \beta_c,\) with \(\beta_c, k_0 = 6.0849\). The graph was generated by the following code, where for plotting convenience, the solution was evaluated only over the interval \(a_{\text{min}} \leq a \leq a_{\text{max}}\), with \(k_0 a_{\text{min}} = 0.1\) and \(k_0 a_{\text{max}} = 0.5\).

### Region - 3

In this case, it follows from Eqs. (10.10.3) and (10.10.4) that, \(k_0 \sqrt{\varepsilon_c} < \beta_c, \infty < \beta < \beta_c,\). Therefore, the solution that had been excluded in region-2, that would have, \(|p_c| \alpha_c - \gamma < 0\), is now allowed and will have a range, \(0 < \beta < \beta_c,\). Moreover, because \(|p_s| \alpha_s - \gamma > 0\), then Eq. (10.10.5) implies that \(\psi\) must be real-valued, and hence, this is a TM\(_0\) even-like mode. Setting \(\beta = k_0 \sqrt{\varepsilon_c}\), defines a lower cutoff thickness, given exactly by Eq. (10.12).

Similarly, the solution that satisfies, \(|p_c| \alpha_c - \gamma > 0\), also exists, and as in region-2, it will have range, \(\beta_c, \infty > \beta < \infty\), and will be a TM\(_1\) odd-like mode. To summarize, there are two types of solutions:

**TM\(_1\)** with no cutoff, \(0 < a < \infty\), \(\beta_c, \infty < \beta < \infty\)

**TM\(_0\)** with lower cutoff, \(a_{\text{cutoff}} < a < \infty\), \(k_0 \sqrt{\varepsilon_c} < \beta < \beta_c,\)

**Example 10.10.3:** This example is also from [943] and has parameters, \(\varepsilon_c = 1.9^2, \varepsilon_s = 1.8^2, \varepsilon_f = -2^2\), \(k_0 a = 0.5\). It belongs to region-3 because \(|p_f| = 1.1080, |p_s| = 1.2346, |p_f| - |p_s| = 0.1265 < 1\). The calculated asymptotic values for the TM\(_0\) and TM\(_1\) modes
are, \( \beta_{c/k} = 4.1295, \beta_{s/k} = 6.0849 \), and the lower cutoff, \( k_0a_{\text{cutoff}} = 0.0506 \). The calculated wavenumbers are,

<table>
<thead>
<tr>
<th>mode</th>
<th>( \beta/k_0 )</th>
<th>( y/k_0 )</th>
<th>( \alpha_c/k_0 )</th>
<th>( \alpha_s/k_0 )</th>
<th>( \psi )</th>
<th>( E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM_0</td>
<td>3.1487</td>
<td>3.7302</td>
<td>2.5109</td>
<td>2.5835</td>
<td>-0.1556</td>
<td>1.1102x10^{-16}</td>
</tr>
<tr>
<td>TM_1</td>
<td>6.4132</td>
<td>6.7178</td>
<td>6.1253</td>
<td>6.1554</td>
<td>0.6215+j/( \tau )</td>
<td>1.1102x10^{-16}</td>
</tr>
</tbody>
</table>

The MATLAB code is identical to that of Example 10.10.1 for the TM_0 mode, and to that of Example 10.10.2 for the TM_1 mode. The following recursions can also be used for the calculation,

\[
\begin{align*}
\text{TM}_0 : & \quad y_{n+1} = -\frac{\gamma_n + \alpha_n \alpha_c \alpha_s}{\alpha_c + \alpha_s} \tanh(2y_n a) \\
\text{TM}_1 : & \quad y_{n+1} = \sqrt{\gamma_n \alpha_c \alpha_s \alpha_m - y(p_c \alpha_c \alpha_m + p_s \alpha_s \alpha_m) \coth(2y_n a)}
\end{align*}
\]

Region 3 is the most relevant case in practice, and in fact, as we shall see in Sec. 10.11, the TM_0 mode becomes in the lossy case the so-called long-range surface plasmon polarization (LR-SPP) mode that has received a lot of attention in the literature [962,981].

**Region – 4**

In region-4, because \(|p_c| \leq |p_s| \leq 1\), neither metal-dielectric interface can support a separate surface plasmon because both \( \beta_{c/k}, \beta_{s/k} \) are negative. Nevertheless, for sufficiently narrow widths, there is a solution. Because \( \alpha_s \leq \alpha_c \leq y \), it follows that \( |p_c|^2/\alpha_c \alpha_s = y^2 < 0 \), and therefore from Eq. (10.10.8), the solution will be a TM_0 mode.

Eqs. (10.10.2) and (10.10.3) are automatically satisfied and impose no further restrictions on the range of \( \beta \). Thus, \( \beta \) ranges over, \( k_0 \sqrt{\gamma} \leq \beta \leq \infty \). Over this range, we may think of Eq. (10.10.6) as defining the width \( a \) as a function of \( \beta \), indeed,

\[
a = \frac{1}{4y} \ln \left( \frac{(y + |p_c|/\alpha_c)(y + |p_s|/\alpha_s)}{(y - |p_c|/\alpha_c)(y - |p_s|/\alpha_s)} \right) = F(\beta)
\]

This function has the property that, starting at \( \beta = k_0 \sqrt{\gamma} \) with \( a = a_{\text{cutoff}} \) of Eq. (10.10.12), it first increases up to a maximum value, say, \( a_{\text{max}} \) at some \( \beta = \beta_{\text{max}} \), and then decreases to zero for \( \beta > \beta_{\text{max}} \). Therefore, we may distinguish two solution branches:

- (lower branch), \( k_0 \sqrt{\gamma} \leq \beta \leq \beta_{\text{max}}, \quad a_{\text{cutoff}} \leq a \leq a_{\text{max}} \)
- (upper branch), \( \beta_{\text{max}} \leq \beta \leq \infty, \quad a_{\text{max}} \geq a > 0 \)

The maximum point, \( \beta_{\text{max}}, a_{\text{max}} \), can easily be determined using MATLAB’s built-in function, \texttt{fmminbd}. Once \( \beta_{\text{max}} \) is known, the two solutions can be found using the function, \texttt{pwga}, by initializing it above and below \( \beta_{\text{max}} \).

**Example 10.10.4:** This example, from [943], is defined by the parameters, \( \varepsilon_c = 2.2^2, \varepsilon_s = 2.1^2, \varepsilon_f = -2^2 \), \( k_0 = 0.15 \), and has \( |p_c| = 0.8264, |p_s| = 0.9070 \), and \( k_0 a_{\text{cutoff}} = 0.0341 \), and imaginary \( \beta_{c/k, s/k, f/k} = 6.5393j, 4.8008j \).

The maximum point is, \( \beta_{\text{max}}/k_0 = 4.2090 \) and \( k_0 a_{\text{max}} = 0.1759 \), and was calculated by the following MATLAB code, which defines the function \( F(\beta) \) and passes its negative into the \texttt{fmminbd} function, with a search interval \( [-\gamma, \infty] \), where \( \infty \) is numerically replaced by the inverse of the machine epsilon,

\[
\begin{align*}
k_0 & = 1; \quad a = 102\pi/k_0; \quad a = 0.15; \\
\varepsilon_c & = 2.2^2; \quad \varepsilon_s = 2.1^2; \quad \varepsilon_f = -2^2; \quad k_0 = 0.15; \quad |p_c| = 0.8264; \quad |p_s| = 0.9070; \quad k_0 a_{\text{cutoff}} = 0.0341 \quad \text{and imaginary} \quad \beta_{c/k, s/k, f/k} = 6.5393j, 4.8008j.
\end{align*}
\]

The MATLAB code is identical to that of Example 10.10.1 for the TM_0 mode, and to that of Example 10.10.2 for the TM_1 mode. The following recursions can also be used for the calculation,

\[
\begin{align*}
\text{TM}_0 : & \quad y_{n+1} = -\frac{\gamma_n + \alpha_n \alpha_c \alpha_s}{\alpha_c + \alpha_s} \tanh(2y_n a) \\
\text{TM}_1 : & \quad y_{n+1} = \sqrt{\gamma_n \alpha_c \alpha_s \alpha_m - y(p_c \alpha_c \alpha_m + p_s \alpha_s \alpha_m) \coth(2y_n a)}
\end{align*}
\]

The maximum point \( \beta_{\text{max}}, a_{\text{max}} \), can easily be determined using MATLAB’s built-in function, \texttt{fmminbd}. Once \( \beta_{\text{max}} \) is known, the two solutions can be found using the function, \texttt{pwga}, by initializing it above and below \( \beta_{\text{max}} \).

**Example 10.10.4:** This example, from [943], is defined by the parameters, \( \varepsilon_c = 2.2^2, \varepsilon_s = 2.1^2, \varepsilon_f = -2^2 \), \( k_0 = 0.15 \), and has \( |p_c| = 0.8264, |p_s| = 0.9070 \), and \( k_0 a_{\text{cutoff}} = 0.0341 \), and imaginary \( \beta_{c/k, s/k, f/k} = 6.5393j, 4.8008j \).

The maximum point is, \( \beta_{\text{max}}/k_0 = 4.2090 \) and \( k_0 a_{\text{max}} = 0.1759 \), and was calculated by the following MATLAB code, which defines the function \( F(\beta) \) and passes its negative into the \texttt{fmminbd} function, with a search interval \( [-\gamma, \infty] \), where \( \infty \) is numerically replaced by the inverse of the machine epsilon,
Using the function, \texttt{pwpower}, the above code segment also calculates the transmitted powers within each medium, as well as the total power for the two solutions,

<table>
<thead>
<tr>
<th>mode</th>
<th>( P_{\text{tot}} )</th>
<th>( P_f )</th>
<th>( P_c )</th>
<th>( P_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>lower</td>
<td>0.1780</td>
<td>-0.2420</td>
<td>0.1964</td>
<td>0.2236</td>
</tr>
<tr>
<td>upper</td>
<td>-0.1570</td>
<td>-0.7937</td>
<td>0.2520</td>
<td>0.3847</td>
</tr>
</tbody>
</table>

As noted in \[943\], the total power is negative for the upper mode, implying that it has negative group velocity. See Refs. \[965–980\] for more on the issue of backward waves and negative group velocity in plasmonic waveguides.

Fig. 10.10.5 shows the corresponding magnetic field profiles computed from Eq. (10.10.10), as well as the \( \beta - a \) dispersion relationship, with the above computed points included.

\textbf{DMD Configuration – Lossy Case}

We assume now that the metal film is lossy, \( \varepsilon_f = -\varepsilon_f - j\varepsilon_f \), with \( \varepsilon_R > 0 \) and \( \varepsilon_f > 0 \). The dielectric claddings will be assumed to be lossless with \( \varepsilon_c \geq \varepsilon_s > 0 \). We will also assume that \( \varepsilon_R > \varepsilon_s \geq \varepsilon_c \), which is satisfied by typical metals and typical dielectrics in the optical and infrared regimes.

The presence of losses causes \( \beta \) to develop a negative imaginary part, \( \beta = \beta_R - j\beta_I \), with the wave attenuating like, \( e^{-\beta_I x} = e^{-\beta_I x} e^{-\gamma a} \), as it propagates in the positive \( z \)-direction. The effective index, propagation length, and propagation loss in \( \text{dB/m} \) are defined by (\( \beta_I \) is in units of nepers/m),

\[
n_{\text{eff}} = \frac{\Re(\beta)}{k_0} = \frac{\beta_R}{k_0}, \quad L = -\frac{1}{2 \Im(\beta)} = \frac{1}{2 \beta_I}, \quad \text{dB} = 20 \log_{10}(e) \beta_I
\]

(10.11.1)

We will discuss the impact of losses, as well as the impact of asymmetry (\( \varepsilon_c \neq \varepsilon_s \)), on the two basic plasmonic modes, the even-like TM\(_0\) and the odd-like TM\(_1\) modes.

These modes have drastically different behavior as the film thickness is varied, with the TM\(_0\) mode having an \textit{increasing} propagation length as the film width decreases, while the TM\(_1\) mode has a \textit{decreasing} propagation length. Because of this property, the TM\(_0\) and TM\(_1\) modes are called the \textit{long-range} (LRSP) and \textit{short-range} (SRSP) surface plasmon modes. Equivalently, the propagation losses, quantified by the value of \( \beta_I \), tend to zero for the LRSP mode, and to infinity for SRSP, as the film width tends to zero for symmetric guides (for asymmetric ones, there is a lower cutoff width).

A tradeoff to the LRSP property, however, is that as the film width becomes smaller and the propagation length longer, the guided wave becomes less confined laterally, penetrating more deeply into the dielectric claddings. We discuss this below.

The properties of long-range surface plasmons in DMD waveguides have been reviewed by Berini \[962\] with an extensive bibliography, including the impact of asymmetry. Another review is \[981\] ... references on long-range surface plasmons are \[937–942\], on which we have based some of our computational examples.

\textbf{Symmetric DMD Waveguides}

We begin with the symmetric case (\( \varepsilon_c = \varepsilon_s \)) for which the TM\(_0\) and TM\(_1\) modes are exactly even or odd. The characteristic equations (10.12.22) can be written in the equivalent forms:

\[
\begin{align*}
p_c \alpha_c \alpha_c' &= e^{\gamma a} e^{2\gamma x} \quad \text{with } \gamma = 0, \quad \text{(LRSP)} \\
\gamma - p_c \alpha_c' &= e^{2\gamma a} e^{2\gamma x} \quad \text{with } \gamma = \frac{j\pi}{2}, \quad \text{(SRSP)}
\end{align*}
\]

(10.12.1)

The even or odd labeling refers to the transverse magnetic field,

\[
\begin{align*}
H_y(x) &= \begin{cases} 
H_0 \cos(ya + \psi), & |x| \leq a \\
H_0 \cos(ya + \psi) e^{\alpha_c(x-a)}, & x \geq a
\end{cases} \\
H_y(x) &= \begin{cases} 
H_0 \cos(ya - \psi) e^{\alpha_c(x+a)}, & x \leq -a
\end{cases}
\end{align*}
\]

(10.12.3)

The reduced losses for the LRSP case can be intuitively understood by noting that the ohmic losses are due to the longitudinal electric field \( E_z(x) \), which has the opposite symmetry than \( H_y(x) \), and it is odd for the LRSP mode, thus, having a zero crossing within the metal film reducing its strength.

A very efficient way of solving the characteristic equations (10.12.2) is by turning them into the following iterative algorithm, which converges extremely fast, requiring very few iterations, like 5–6,

\[
\alpha_c = -\frac{1}{pc} \gamma \tanh(ya + \psi) \Rightarrow \begin{cases} 
\alpha_n = \frac{\alpha_{n-1} e^{2\gamma a} + k_0^2(ya - \psi)}{\alpha_{n-1} e^{2\gamma a} + k_0^2(ya + \psi)} \\
\alpha_{n+1} = -\frac{1}{pc} \gamma_n \tanh(y_n a + \psi)
\end{cases}
\]

(10.12.4)
The iteration can be initialized at $\alpha_{c,0} = 0$. In fact, just one step of the iteration provides an excellent approximation [981] and results in a simple closed-form expression. Indeed, from $\alpha_{c,0} = 0$, we have, $y_0 = \sqrt{\alpha_{c,0}^2 + k_0^2(\varepsilon_c - \varepsilon_f)} = k_0\sqrt{\varepsilon_c - \varepsilon_f}$, and the next $\alpha_c$ and corresponding $\beta$ are,

$$
\begin{align*}
\alpha_{c1} &= -\frac{1}{p_c} y_0 \tanh(y_0a + \psi) \\
\beta &= \sqrt{k_0^2\varepsilon_c + \alpha_{c1}^2} = \sqrt{\varepsilon_c + \frac{\varepsilon_c^2}{\varepsilon_f^2}(\varepsilon_c - \varepsilon_f)} \tan^2(k_0a\sqrt{\varepsilon_c - \varepsilon_f} + \psi) \\
\beta &= \sqrt{k_0^2\varepsilon_c + \alpha_{c1}^2} = \sqrt{\varepsilon_c + \frac{\varepsilon_c^2}{\varepsilon_f^2}(\varepsilon_c - \varepsilon_f) \cot^2(k_0a\sqrt{\varepsilon_c - \varepsilon_f})}
\end{align*}
$$

or, specifically, in the LRSP and SRSP cases, ($\psi = 0$, $\psi = j\pi/2$),

$$
\begin{align*}
\beta &= k_0 \sqrt{\varepsilon_c + \frac{\varepsilon_c^2}{\varepsilon_f^2}(\varepsilon_c - \varepsilon_f)} \tan^2(k_0a\sqrt{\varepsilon_c - \varepsilon_f}) \quad \text{(LRSP)} \\
\beta &= k_0 \sqrt{\varepsilon_c + \frac{\varepsilon_c^2}{\varepsilon_f^2}(\varepsilon_c - \varepsilon_f) \cot^2(k_0a\sqrt{\varepsilon_c - \varepsilon_f})} \quad \text{(SRSP)}
\end{align*}
$$

(10.12.5)

The following MATLAB function, dmds, implements the iteration (10.12.4), with the iteration stopping when two successive values of $\alpha_c$ become closer to each other than a specified error tolerance, such as, $tol = 10^{-12}$. It has usage,

```
[be,E,N] = dmds(la0,ef,ec,a,mode,tol,be0);
```

where $\beta = \beta_{LRSP} = \beta_{SRSP}$ and $\varepsilon = \varepsilon_{LRSP}$ and $\varepsilon_{SRSP}$, and noting that this implies that $\alpha_c$ is already small and order-$a$, and therefore, the second-order term $\alpha_c^2$ can be ignored on the right side, so that, $-p_c\alpha_c = k_0^2(\varepsilon_c - \varepsilon_f)a$,

$$
\alpha_c = -\frac{1}{p_c} k_0^2(\varepsilon_c - \varepsilon_f)a = k_0 \frac{\varepsilon_c(\varepsilon_c - \varepsilon_f)}{\varepsilon_f} (k_0a)
$$

(10.12.7)

resulting in Eq. (10.12.6). Making the further approximation, $\sqrt{1 + \frac{\varepsilon_c}{\varepsilon_f}} \approx 1 + \frac{\varepsilon_c}{2\varepsilon_f}$, we obtain the more explicit relationships for the real and imaginary parts of $\beta$ in the LRSP case,

$$
\beta = k_0 \sqrt{\varepsilon_c + \frac{\varepsilon_c^2}{\varepsilon_f^2}(\varepsilon_c - \varepsilon_f)^2} = k_0 \sqrt{\varepsilon_c} \left[ 1 + \frac{\varepsilon_c(\varepsilon_c - \varepsilon_f)^2}{2\varepsilon_f^2} (k_0a)^2 \right]
$$

(10.12.8)

Setting $\beta = \beta_R = j\beta_I$ and $\varepsilon = -\varepsilon_R - j\varepsilon_I$, and noting that,

$$
\frac{(\varepsilon_c - \varepsilon_f)^2}{\varepsilon_f^2} = \frac{\varepsilon_f^2(\varepsilon_c - \varepsilon_f)^2}{\varepsilon_f^2} = \frac{(|\varepsilon_f|^2 - \varepsilon_c)^2}{|\varepsilon_f|^2} = \frac{(|\varepsilon_f|^2 + \varepsilon_c\varepsilon_R - j\varepsilon_c\varepsilon_I)^2}{|\varepsilon_f|^2}
$$

$$
= \frac{(|\varepsilon_f|^2 + \varepsilon_c\varepsilon_R)^2 - 2\varepsilon_c\varepsilon_R(|\varepsilon_f|^2 + \varepsilon_c\varepsilon_I)}{|\varepsilon_f|^4}
$$

where $|\varepsilon_f|^2 = \varepsilon_R^2 + \varepsilon_I^2$, we obtain the real and imaginary parts of $\beta$ [942],

$$
\begin{align*}
\beta_R &= k_0 \sqrt{\varepsilon_c} \left[ 1 + \frac{(|\varepsilon_f|^2 + \varepsilon_c\varepsilon_R)^2 - 2\varepsilon_c\varepsilon_R}{2|\varepsilon_f|^2} \varepsilon_c (k_0a)^2 \right] \\
\beta_I &= k_0 \sqrt{\varepsilon_c} \frac{\varepsilon_f^2\varepsilon_I(|\varepsilon_f|^2 + \varepsilon_c\varepsilon_R)}{|\varepsilon_f|^4} (k_0a)^2
\end{align*}
$$

(10.12.9)

The long-range property follows from the fact that $\beta_I$ tends to zero for small $a$. This remarkable property comes with the tradeoff that as $a$ decreases and the range increases, the wave becomes less confined laterally. This follows from Eq. (10.12.7) which shows that the lateral decay constant $\alpha_c$ also goes to zero with $a$. Its real and imaginary parts can be given explicitly by,

$$
\begin{align*}
\alpha_c &= k_0 \frac{\varepsilon_c(|\varepsilon_f|^2 - \varepsilon_c\varepsilon_f)}{|\varepsilon_f|^2} (k_0a) = \frac{\varepsilon_c(|\varepsilon_f|^2 + \varepsilon_c\varepsilon_R - j\varepsilon_c\varepsilon_I)}{|\varepsilon_f|^2} (k_0a)
\end{align*}
$$

(10.12.10)

The factor, $|\varepsilon_f|^2 + \varepsilon_c\varepsilon_R$, is positive since we assumed $\varepsilon_R > 0$, therefore, both $\beta_I$ and the real-part of $\alpha_c$ are non-negative, as required for stability and lateral confinement.
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For the short-range mode, both $\beta_I$ and the real part of $\alpha_c$ increase like $1/a$, resulting in shorter propagation distances, but more confinement. These follow from the approximation (10.12.6), as $a \to 0$,

$$\beta = \alpha_c = -\frac{\epsilon_c}{\epsilon_R} k_0 \frac{\epsilon_c (\epsilon_R - j \epsilon_I)}{\epsilon_R}$$  \hspace{1cm} \text{(SRSP)} \hspace{1cm} (10.12.11)

**Example 10.12.1:** This example is from [981] and demonstrates the primary features of the LRSP and SRSP modes. The operating wavelength is 775 nm, the metal film is gold with $\epsilon_f = -23.6 - 1.69j$, surrounded by air, $\epsilon_c = \epsilon_s = 1$, and the film thickness $2a$ is varied over the range $1 \leq 2a \leq 210$ nm. Fig. 10.12.1 shows the effective index $n_{\text{eff}} = \beta_k/k_0$ as a function of $a$ for both the LR and SP modes, as well as the propagation length $L = 1/(2\beta_I)$ in units of $\mu$m.

![Effective index and propagation length of long and short-range modes.](image)

The code uses the function, `dmds`, by the MATLAB code, which calculates the effective index and propagation length for both modes. The graphs were generated with the help of the function, `dmds`, by the MATLAB code, which calculates the effective index and propagation length for both modes. The code also computes the approximate solutions using Eq. (10.12.5), but does not plot them, because they are visually indistinguishable from the exact ones. As a measure of the approximation accuracy, the norms of the difference between the vector of the exact $\beta$s and the approximate ones, $\|\beta - \beta_{\text{approx}}\|$, was computed for the two cases - the values are shown in the comments. Fig. 10.12.2 shows the computational errors as defined in the function `dmds`.

![Computational error.](image)

The error values are small, but not quite as small as the specified tolerance, $tol = 10^{-12}$, because $tol$ measures the closeness of two successive iterates of $\alpha_c$, not the value of the error $E$. The norms of the error vectors were $\|E\| = 8.0235 \times 10^{-11}$ and $|E| = 2.0993 \times 10^{-10}$.

The function `dmds` also calculates the number of iterations required to converge to within the specified error tolerance. The number of iterations for each thickness are plotted in Fig. 10.12.3. One observes how quick the iterative method is.

**Example 10.12.2:** This example, also from [981], illustrates the more realistic case of a gold film at the operating wavelength of 1550 nm, with permittivity, $\epsilon_f = -131.9473 - 12.65j$, $\epsilon_R = -23.6 - 1.69j$, and $\epsilon_s = 1$. The results are shown in the graphs. The code also computes the approximate solutions using Eq. (10.12.5), but does not plot them, because they are visually indistinguishable from the exact ones. As a measure of the approximation accuracy, the norms of the difference between the vector of the exact $\beta$s and the approximate ones, $\|\beta - \beta_{\text{approx}}\|$, was computed for the two cases - the values are shown in the comments. Fig. 10.12.2 shows the computational errors as defined in the function `dmds`.

![Computational error.](image)

The error values are small, but not quite as small as the specified tolerance, $tol = 10^{-12}$, because $tol$ measures the closeness of two successive iterates of $\alpha_c$, not the value of the error $E$. The norms of the error vectors were $\|E\| = 8.0235 \times 10^{-11}$ and $|E| = 2.0993 \times 10^{-10}$.

The function `dmds` also calculates the number of iterations required to converge to within the specified error tolerance. The number of iterations for each thickness are plotted in Fig. 10.12.3. One observes how quick the iterative method is.

**Example 10.12.2:** This example, also from [981], illustrates the more realistic case of a gold film at the operating wavelength of 1550 nm, with permittivity, $\epsilon_f = -131.9473 - 12.65j$. The results are shown in the graphs. The code also computes the approximate solutions using Eq. (10.12.5), but does not plot them, because they are visually indistinguishable from the exact ones. As a measure of the approximation accuracy, the norms of the difference between the vector of the exact $\beta$s and the approximate ones, $\|\beta - \beta_{\text{approx}}\|$, was computed for the two cases - the values are shown in the comments. Fig. 10.12.2 shows the computational errors as defined in the function `dmds`.

![Computational error.](image)

The error values are small, but not quite as small as the specified tolerance, $tol = 10^{-12}$, because $tol$ measures the closeness of two successive iterates of $\alpha_c$, not the value of the error $E$. The norms of the error vectors were $\|E\| = 8.0235 \times 10^{-11}$ and $|E| = 2.0993 \times 10^{-10}$.

The function `dmds` also calculates the number of iterations required to converge to within the specified error tolerance. The number of iterations for each thickness are plotted in Fig. 10.12.3. One observes how quick the iterative method is.
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LRSP and SRSP computational errors

number of iterations, LRSP

number of iterations, SRSP

LRSP and SRSP computational errors

lateral penetration depths, \( L_c = 1/\Re(\alpha_c) \)

Example 10.12.3: To illustrate the basic tradeoff between propagation distance and lateral confinement, we compare three waveguides, all operating at 1550 nm wavelength: (a) the LRSP mode of the DMD guide of the previous example with a 20 nm gold film embedded in BCB polymer, (b) the complementary MDM waveguide with a 50 nm BCB film and gold claddings, and (c) a surface plasmon on a single BCB-gold interface. For each case, we calculate \( \beta, \alpha_c \), and the propagation attenuation in \( \text{dB/mm} \), \( \beta I = \frac{1}{20 \log_{10} \exp(1)} \). The approximations (10.12.5) are still visually indistinguishable from the exact values, and are not plotted, nor are the number of iterations which are of the order of 4–5.

They were computed by the following MATLAB code,

\[
\begin{align*}
\text{la0} &= 1550; \quad k0 = 2\pi/\text{la0}; \\
ec &= 1.535^2; \quad \text{ef} = -131.9475 - 12.65j; \\
\text{deb} &= 20\log_{10}(\exp(1)); \quad \text{tol} = 1e-12; \\
\text{be1} &= \text{dmds(la0,ef,ec,a1,0,tol)}; \quad \text{be2} = \text{sqrt(ef*ec/(ef+ec))}; \quad \text{be3} = \text{pwg(la0,ec,ef,a3,be2,0,tol)}; \\
\text{be} &= [\text{be1}; \text{be2}; \text{be3}]; \\
\text{db} &= \text{imag(be)} * \text{ko} * \text{deb} * \text{tol}; \\
\text{lc} &= \text{1/ko./real(ac)/1000};
\end{align*}
\]

Fig. 10.12.5 Computational error.

surrounded by the often-used benzocyclobutene (BCB) polymer dielectric, with \( \varepsilon_c = \varepsilon_d = 1.535^2 \). The film thickness is varied over the range \( 10 \leq 2a \leq 110 \text{ nm} \). The MATLAB code is identical to that of the previous example, with the change in first two lines,

\[
\text{la0} = 3550; \quad k0 = 2\pi/\text{la0}; \\
ec = 1.535^2; \quad \text{ef} = -131.9475 - 12.65j;
\]

where \( a \) is the film width, \( 2a \) (nm).

We observe the basic tradeoff of DMD guides that even though the gold film has thickness of nanometers, and the propagation loss is fairly small, the fields are not very well confined laterally, penetrating at hundreds of micro-meters into the dielectrics. In this regard, MDM guides provide perhaps a better solution that results in much better lateral confinement, at the expense of shorter propagation distances.

Fig. 10.12.4 Effective index and propagation length of long and short-range modes.

They were computed by the following MATLAB code,

\[
\begin{align*}
\text{la0} &= 1550; \quad k0 = 2\pi/\text{la0}; \\
al1 &= 20/2; \quad a3 = 50/2; \\
ec &= 1.535^2; \quad \text{ef} = -131.9475 - 12.65j; \\
\text{deb} &= 20\log_{10}(\exp(1)); \quad \text{tol} = 1e-12; \\
\text{be1} &= \text{dmds(la0,ef,ec,a1,0,tol)}; \quad \text{be2} = \text{sqrt(ef*ec/(ef+ec))}; \\
\text{be3} &= \text{pwg(la0,ec,ef,a3,be2,0,tol)}; \\
\text{be} &= [\text{be1}; \text{be2}; \text{be3}]; \\
\text{ac} &= \text{sqrt(be.*a2 - Ec)}; \\
\text{dbmm} &= -\text{imag(be) * ko * deb * tol}; \\
\text{lc} &= \text{1/ko./real(ac)/1000};
\end{align*}
\]
Example 10.12.4: One of the earliest investigations of LRSP and SRSP modes in symmetric DMD guides was Kovacs [937]. The metal film was indium (In) at \( \lambda_0 = 450 \text{ nm} \) wavelength, with permittivity \( \varepsilon_f = -20.358 - 6.019j \), symmetrically surrounded by magnesium fluoride (MgF\(_2\)) dielectric with \( \varepsilon_s = 1.382^2 = 1.9099 \).

Kovacs computed the propagation parameters for both the LRSP and SRSP modes at three film thicknesses, \( w = [10, 30, 50] \text{ nm} \), and noted their basic trends, namely, that the propagation length increases (decreases) for the LRSP (SRSP) mode as \( w \) increases. The following MATLAB code reproduces the results of [937],

```matlab
la0 = 450; k0=2*pi/la0; ef=-20.358-6.019j; es=1.382^2;

g0 = sqrt(ef./es - ef);\% E0 = computational error
da0 = sqrt(ef./es - ef);\% EO = computational error
ac0 = sqrt(ef./es - ef);\% NO = number of iterations
l0 = -1/2/k0./imag(g0)/1000;\% units of microns
lc0 = 1./real(ac0)/k0;\% units of nm

num2str([w, real(be0), imag(be0), L0, lc0],'%11.5f')\% make table

be0,EO,NO = dmds(la0,ef,es,w/2,0,0);\% LRSP
ga0 = sqrt(be0.^2 - ef);\% E0 = computational error
ac0 = sqrt(be0.^2 - es);\% NO = number of iterations
l0 = -1/2/k0./imag(be0)/1000;\% units of microns
lc0 = 1./real(ac0)/k0;\% units of nm

bcinf = sqrt(es*ef/(es+ef));\% w = inf
gcinf = sqrt(bcinf.^2 - ef);\% E0 = computational error
acinf = sqrt(bcinf.^2 - es);\% NO = number of iterations
lincf = -1/2/k0./imag(bcinf)/1000;\% units of microns
lcinf = 1./real(acinf)/k0;\% units of nm

num2str([real(bcinf), imag(bcinf), lincf, lcinf],'%11.5f')\% make table
```

The computed values of \( \beta = \beta_R - j\beta_I \), propagation length, \( L = 1/(2\beta_I) \), and lateral penetration depth into the dielectric, \( L_c = 1/Re(\beta_c) \), are given below.

\[
\begin{array}{lll}
\text{LRSP} & \beta/k_0 & L (\mu\text{m}) & L_c (\text{nm}) \\
10 & 1.38905 - 0.00047j & 76.88 & 512.00 \\
20 & 1.42100 - 0.00658j & 5.44 & 215.87 \\
50 & 1.43873 - 0.01443j & 2.48 & 177.69 \\
\infty & 1.44535 - 0.02017j & 1.76 & 167.26 \\
\end{array}
\]

\[
\begin{array}{lll}
\text{SRSP} & \beta/k_0 & L (\mu\text{m}) & L_c (\text{nm}) \\
10 & 1.86878 - 0.25421j & 0.14 & 55.68 \\
20 & 1.48238 - 0.04757j & 0.75 & 130.38 \\
50 & 1.45247 - 0.02707j & 1.32 & 157.60 \\
\infty & 1.44535 - 0.02017j & 1.76 & 167.26 \\
\end{array}
\]

where \( \beta = \beta_c,\infty = \sqrt{\varepsilon_c\varepsilon_f/(\varepsilon_c + \varepsilon_f)} \) at \( w = \infty \). The norm of the computational error (for the three thicknesses) and the number of iterations to converge were \( ||E_0|| = 1.5035\times10^{-14}, N_0 = 7 \) for the LRSP case, and \( ||E_1|| = 4.9127\times10^{-15}, N_1 = 7 \) for SRSP.

\section{10.13 Asymmetric DMD Waveguides}

The main result for asymmetric guides is that, just like the lossless case, the asymmetry introduces a lower cutoff thickness for the TM\(_0\), LRSP, mode, and that the propagation length increases dramatically as the thickness approaches the cutoff from above, but at the expense of becoming less confined laterally. For a given film thickness, there is a critical value of the permittivity \( \varepsilon_c \) that achieves much larger propagation lengths as compared to the symmetric case (\( \varepsilon_c = \varepsilon_s \)) of the same thickness. Of course, one could also lower the thickness of the symmetric case to increase the propagation length, as we saw in the previous section.

To simplify the discussion, we will assume that the metal, \( \varepsilon_f = -\varepsilon_R - j\varepsilon_I \), where \( \varepsilon_R > 0, \varepsilon_I \geq 0 \), and lossless dielectrics, \( \varepsilon_c, \varepsilon_s > 0 \), satisfy the condition \( \varepsilon_R > \varepsilon_c \geq \varepsilon_s \), as well as the region-3 condition of the lossless case, that is,

\[
\frac{\varepsilon_R - \varepsilon_s}{\varepsilon_R - \varepsilon_c} + 1 \geq 0
\] (10.13.1)

which implies the following range restrictions on \( \varepsilon_s, \varepsilon_c, \) also given in Eq. (10.10.13),

\[
\varepsilon_s \leq \varepsilon_c \leq \frac{\varepsilon_R\varepsilon_s}{\varepsilon_R - \varepsilon_s} \quad \text{or} \quad \frac{\varepsilon_R\varepsilon_c}{\varepsilon_R - \varepsilon_c} \leq \varepsilon_s \leq \varepsilon_c
\] (10.13.2)

We recall from the region-3 discussion that in the lossless case (\( \varepsilon_f = -\varepsilon_R \)), the quantity \( \beta_{c,\infty} \) is equal to \( E_\infty E_c/(E_R - E_s) \), and that Eq. (10.13.2) implies the existence of two modes: a TM\(_0\) mode with range, \( k_0\sqrt{\varepsilon_s} \leq \beta < \beta_{c,\infty} \), with a lower thickness cutoff, \( a_{cutoff} \leq a < \infty \), and a TM\(_1\) mode with range, \( \beta \geq \beta_{c,\infty} \) and no cutoff. The cutoff width
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is realized at $\beta = k_0 \sqrt{\varepsilon_c}$ and is given by Eq. (10.10.12),

$$2k_0 a_{\text{cutoff}} = \frac{1}{\sqrt{\varepsilon_c + |\varepsilon_f|}} \tanh \left( \frac{|\varepsilon_f| \sqrt{\varepsilon_c - \varepsilon_s}}{\varepsilon_s \sqrt{\varepsilon_c + |\varepsilon_f|}} \right), \quad \beta_{\text{cutoff}} = k_0 \sqrt{\varepsilon_c} \quad (10.13.3)$$

For a small difference, $0 \leq (\varepsilon_c - \varepsilon_s) \ll \varepsilon_c, \varepsilon_s$, we obtain a simpler expression, using the approximation $\tanh(x) \approx x$.

$$2k_0 a_{\text{cutoff}} = \frac{|\varepsilon_f| \sqrt{\varepsilon_c - \varepsilon_s}}{\varepsilon_s |\varepsilon_f| - \varepsilon_c} \quad (10.13.4)$$

We will see below that this approximation is also valid in the lossy case with $\varepsilon_f$ being replaced by its complex-valued version, $\varepsilon_f = -\varepsilon_R - j\varepsilon_I$.

In the lossy case, because $\beta$ is complex, $\beta = \beta_R - j\beta_I$, one can no longer set $\beta = k_0 \sqrt{\varepsilon_c}$ in the characteristic equation to find the cutoff width. Instead, because the cutoff corresponds to infinite propagation length, one sets $\beta = \beta_R$, to obtain a system of two equations (the real and imaginary parts of the characteristic equation) in the two unknowns, $a_{\text{cutoff}}, \beta_R$.

$$y = \sqrt{\beta_R^2 + k_0^2 (\varepsilon_R + j\varepsilon_I)}$$

$$\tanh(2ya_{\text{cutoff}}) = -\frac{y(p_y \alpha_c + p_s \alpha_s)}{y^2 + p_y \alpha_c p_s \alpha_s}, \quad \alpha_c = \frac{\beta_R^2 - k_0^2 \varepsilon_c}{\beta_R^2 - k_0^2 \varepsilon_s}$$

These can be solved numerically. However, a simple estimate can be obtained by simply setting $\beta_R = k_0 \sqrt{\varepsilon_c}$ and taking the complex absolute value of the solution.$^1$

$$w_{\text{cut}} = 2a_{\text{cutoff}} \approx \frac{1}{k_0} \left| \frac{1}{\sqrt{\varepsilon_c - |\varepsilon_f|}} \tanh \left( \frac{-|\varepsilon_f| \sqrt{\varepsilon_c - \varepsilon_s}}{\varepsilon_s |\varepsilon_f| - \varepsilon_c} \right) \right|$$

(10.13.6)

This provides a better estimate than Eq. (10.13.4), which is valid for thin films. The MATLAB function, $\text{dmdcut}$, implements Eq. (10.13.6),

$$w_{\text{cut}} = \text{dmdcut}(la0, ef, ec, es); \quad \% \text{cutoff film width (vectorized in } ec) \quad \text{same units as } \lambda_0$$

Next, we discuss the numerical solution of the characteristic equation (10.1.13) for an asymmetric DMD guide of a given film width $2a$,

$$\tanh(2ya) = -\frac{y(p_y \alpha_c + p_s \alpha_s)}{y^2 + p_y \alpha_c p_s \alpha_s} \quad (10.13.7)$$

Once this is solved, one can calculate the $\psi$ parameter from Eq. (10.1.15), by setting $m = 0$, or $m = 1$, for the LRSP or SRSP modes,

$$\psi = \frac{1}{2} \tanh \left( -\frac{p_y \alpha_c}{y} \right) - \frac{1}{2} \tanh \left( -\frac{p_s \alpha_s}{y} \right) + \frac{1}{2} j m \pi$$

(10.13.8)

$^1$Alternatively, one can simply set $\varepsilon_f = -\varepsilon_R$ in Eq. (10.13.6), which would lead back to (10.13.3), see for example [940].

and determine the transverse magnetic field,

$$H_y(x) = \begin{cases} H_0 \cosh(ya + \psi), & |x| \leq a \\ H_0 \cosh(ya - \psi) e^{\alpha_c (x-a)}, & x \geq a \\ H_0 \cosh(ya - \psi) e^{\alpha_s (x+a)}, & x \leq -a \end{cases} \quad (10.13.9)$$

Eq. (10.13.7) can be solved efficiently using the following iteration proposed in [963],

$$w = \frac{y}{2} (2 \pm \sqrt{B^2 + y^2 (\text{coth}^2(2ya) - 1)})$$

$$\alpha = \frac{1}{\rho} (\alpha + \beta)$$

$$\psi_{n+1} = 2\tanh \psi_n$$

$$B_{n+1} = \frac{1}{2} (p_z \alpha_c - p_s \alpha_s)$$

(10.13.10)

where $\pm$ correspond to the TM$_0$ and TM$_1$ modes, respectively. The iteration may be initialized at $\beta = k_0 \sqrt{\varepsilon_c}$. For a symmetric guide, we have $B = 0$ and the iteration reduces to that of Eq. (10.12.4). This follows from the hyperbolic trigonometric identity,

$$-\cosh(2x) \pm \sqrt{\text{coth}^2(2x) - 1} = -\text{coth}(2x) \pm \frac{1}{\sinh(2x)} = \begin{cases} -\tanh(x), & + \text{ sign} \\ -\coth(x), & - \text{ sign} \end{cases}$$

The iteration (10.13.10) can be justified by defining the following quantities $A, B$,

$$A = \frac{1}{2} (p_y \alpha_c + p_s \alpha_s) \Rightarrow \alpha_c = \frac{1}{\rho} (A + B)$$

$$B = \frac{1}{2} (p_y \alpha_c - p_s \alpha_s) \quad \quad \quad p_y \alpha_c p_s \alpha_s = A^2 - B^2$$

and rewriting the characteristic equation in the form,

$$\tanh(2ya) = -\frac{y(p_y \alpha_c + p_s \alpha_s)}{y^2 + p_y \alpha_c p_s \alpha_s} = -\frac{2yaA}{y^2 + A^2 - B^2}$$

and then, solving it for $A$ in terms of $B$, or, for $B$ in terms of $A$,

$$A = -y \coth(2ya) \pm \sqrt{B^2 + y^2 (\text{coth}^2(2ya) - 1)}$$

(10.13.11)

$$B = \sqrt{y^2 + 2ya \coth(2ya) + A^2}$$
The following MATLAB function, `dmda`, implements the iteration (10.13.10), with the iteration stopping when two successive values of \( y_n \) become closer to each other than a specified error tolerance, such as, \(|y_{n+1} - y_n| < tol\). The function accepts a vector of widths \( a \), and calculates the corresponding vector of wavenumbers \( \beta \). It has usage,

\[
[\text{be}, E, N] = \text{dmda}(\text{la0}, \text{ef}, \text{ec}, \text{es}, \text{a}, \text{mode}, \text{tol}, \text{be0});
\]

% asymmetric DMD guide - iterative solution

\( la0 = \) operating wavelength, \( k_0 = 2\pi/la0 = \) free-space wavenumber
\( \text{ef,ec,es} = \) permittivities of metal film, dielectric cladding and substrate
\( \text{a} = \) vector of half-widths of film in the same units as \( la0 \)
\( \text{mode} = 0,1 \) for TM0 or TM1 mode
\( \text{tol} = \) computational error tolerance, default \( \text{tol}=1e-12 \)
\( \text{be0} = \) starting search point in units of \( k_0 \) - default \( \text{be0} = \sqrt{\text{ec}} \)

\( \text{be} = \) vector of propagation constants in units of \( k_0 - \) size(a)
\( E = \) vector of computational errors of the characteristic equation - size(a)
\( N = \) number of iterations to convergence, until \( \text{norm}(\text{ga}_n - \text{ga}) < \text{tol} \)

with the computational error defined as,

\[
E = \left| \tanh(2ya) + \frac{y(p_c\alpha_c + p_s\alpha_s)}{y^2 + p_c\alpha_c p_s\alpha_s} \right| \quad (10.13.12)
\]

As discussed in [611], the existence of the cutoff for the LRSP mode, and the properties of the solutions near it, can be demonstrated by deriving an approximate analytical solution of the characteristic equation in the case of thin films and small permittivity difference \( (\varepsilon_c - \varepsilon_s) \). To simplify the algebra, we will work with units of \( k_0 = 1 \), and restore \( k_0 \) at the end. Denoting the normalized width by \( w = 2k_0a \), the characteristic equation reads

\[
\tanh(yw) = -\frac{y(p_c\alpha_c + p_s\alpha_s)}{y^2 + p_c\alpha_c p_s\alpha_s}, \quad \alpha_c = \sqrt{\beta^2 - \varepsilon_c}, \quad \alpha_s = \sqrt{\beta^2 - \varepsilon_s} \quad (10.13.13)
\]

Because we are interested in the LRSP mode near cutoff, we will study the solution near \( \beta \approx \sqrt{\varepsilon_c} \), or, equivalently, when \( \alpha_c \) is small. Because, \( \alpha_c = \sqrt{\alpha_c^2 + \varepsilon_c} \), if we assume that \( (\varepsilon_c - \varepsilon_s) \ll 1 \), then, \( \alpha_c \) will also be small. On the other hand, \( y \) is not small because \( y = \sqrt{\alpha_c^2 + \varepsilon_c} \), and \( |\varepsilon_c| \) is typically much larger than \( \varepsilon_c \). If we now assume that the normalized width \( w = 2k_0a \) is small, \( w \ll 1 \), or, more accurately, \(|yw| \ll 1\), we may use the approximation, \( \tanh(x) \approx x \), to simplify the characteristic equation,

\[
\tanh(yw) \approx yw = -\frac{y(p_c\alpha_c + p_s\alpha_s)}{y^2 + p_c\alpha_c p_s\alpha_s} \quad \Rightarrow \quad w = -\frac{p_c\alpha_c + p_s\alpha_s}{y^2 + p_c\alpha_c p_s\alpha_s}
\]

Under our assumptions, \( y^2 \) is much larger than the product \( \alpha_c\alpha_s \), and we obtain the further simplification,

\[
w = -\frac{p_c\alpha_c + p_s\alpha_s}{y^2} \quad (10.13.14)
\]

or,

\[
\frac{\alpha_s}{\epsilon_s} \leftrightarrow \frac{\alpha_s}{\epsilon_c} \quad (10.13.15)
\]

Let us define the quantities,

\[
A = \frac{\varepsilon_c - \varepsilon_s}{\varepsilon_f - \varepsilon_c} = \frac{\varepsilon_f - \varepsilon_c}{\varepsilon_f^2 - \varepsilon_c^2}, \quad w_c = \frac{\varepsilon_c - \varepsilon_s}{\varepsilon_f - \varepsilon_c} = \sqrt{\varepsilon_c - \varepsilon_s} \frac{|\varepsilon_c|}{|\varepsilon_f|} \quad (10.13.16)
\]

Setting \( w_c = 2k_0a_{\text{cutoff}} \), we see that Eq. (10.13.16) is the same as (10.13.4). Noting that, \( \varepsilon_c - \varepsilon_s \approx |A|^2w_c^2 = AA^*w_c^2 \), and canceling a common factor of \( A \) from the second of Eqs. (10.13.14), we may rewrite them in the form,

\[
\frac{\alpha_s}{\epsilon_s} = \frac{\alpha_c}{\epsilon_c} + Aw \quad (10.13.17)
\]

and solve them for \( \alpha_c, \alpha_s \),

\[
\frac{\alpha_c}{\epsilon_c} = \frac{1}{2w}(Aw^2 - A^*w_c^2) \quad (10.13.18)
\]

\[
\frac{\alpha_s}{\epsilon_s} = \frac{1}{2w}(Aw^2 + A^*w_c^2) \quad (10.13.18)
\]
and after separating their real and imaginary parts, \( \alpha_c = \alpha_{cR} - j\alpha_{cI} \), \( \alpha_s = \alpha_{sR} - j\alpha_{sI} \),

\[
\begin{align*}
\frac{\alpha_{cR}}{\epsilon_c} &= \frac{A_R}{2w} (w^2 - w_c^2), \\
\frac{\alpha_{cI}}{\epsilon_c} &= \frac{A_I}{2w} (w^2 + w_c^2), \\
\frac{\alpha_{sR}}{\epsilon_s} &= \frac{A_R}{2w} (w^2 + w_c^2), \\
\frac{\alpha_{sI}}{\epsilon_s} &= \frac{A_I}{2w} (w^2 - w_c^2),
\end{align*}
\] (10.13.19)

where \( A_R \) and \( A_I \) are the real and imaginary parts of \( A \), defined from Eq. (10.13.15) by,

\[
A = A_R - jA_I, \quad A_R = \frac{\epsilon_f^2 + \epsilon_s \epsilon_{ER}}{|\epsilon_f|^2} = 1 + \frac{\epsilon_s \epsilon_{ER}}{|\epsilon_f|^2}, \quad A_I = \frac{\epsilon_s \epsilon_{EI}}{|\epsilon_f|^2}
\] (10.13.20)

Using these results, we can now obtain an approximation to the propagation wave number \( \beta = \beta_{cR} - j\beta_{cI} \),

\[
\beta = \sqrt{\epsilon_c + \alpha_c^2} \approx \sqrt{\epsilon_c} \left( 1 + \frac{\alpha_c^2}{2\epsilon_c} \right) = \sqrt{\epsilon_c} \left( 1 + \frac{\epsilon_c}{\epsilon_c} \frac{\alpha_{cR}^2 - \alpha_{cI}^2 - 2j\alpha_{cR} \alpha_{cI}}{\epsilon_c} \right)
\]

Using Eqs. (10.13.19), the real and imaginary parts are, after restoring the factor \( k_0 \),

\[
\beta_{cR} = k_0 \sqrt{\epsilon_c} \left( 1 + \frac{\epsilon_c}{2} \frac{A_R^2 (w^2 - w_c^2)^2 - A_I^2 (w^2 + w_c^2)^2}{4w^2} \right)
\]

\[
\beta_{cI} = k_0 \sqrt{\epsilon_c} \frac{\alpha_{cR} A_I (w^2 - w_c^2)}{4w^2}
\] (10.13.21)

where, \( w = 2k_0a \), and, \( w_c = 2k_0a_{cutoff} \). For a symmetric guide (\( \epsilon_c = \epsilon_s \)), we have \( w_c = 0 \), and Eqs. (10.13.21) reduce to (10.12.9).

Although the approximations (10.13.19) and (10.13.21) are valid for small \( w \) and small \( w_c \), they capture the essential properties near cutoff. Above cutoff, both \( \beta_I \) and \( \alpha_{cR} \) are positive as they should be for a proper solution (\( \alpha_{sR} \) is positive, too). As cutoff is approached from above, \( \beta_I \) tends to zero resulting in infinite propagation length, but at the same time the lateral confinement decreases since \( \alpha_{sR} \) also tends to zero. Below cutoff, both \( \alpha_{cR} \) and \( \beta_I \) become negative, resulting in unbounded waves. We note also that at cutoff, \( w = w_c \), the real part \( \beta_{cR} \) is somewhat less than \( k_0 \sqrt{\epsilon_c} \), as has been observed in [941].

**Example 10.13.1:** The nomenclature “long-range mode” originates with Sarid [939]. Here, we reproduce the results of that reference. The DMD guide, operated at \( \lambda_0 = 632.8 \) nm, consists of a 20-nm silver film of permittivity, \( \epsilon_f = (0.0657 - 4j)^2 = -15.9957 - 0.5256j \), surrounded by dielectrics \( \epsilon_s = 1.5^2 = 2.25 \) and \( \epsilon_c = 1.55^2 = 2.4025 \).

The cutoff thickness calculated from Eq. (10.13.6) is \( w_{cutR} = 2d_{cutR} = 18.0929 \) nm. Therefore, the chosen thickness of 20 nm, lies close to the cutoff, and we expect long propagation lengths for the LRSP mode, and poor lateral confinement. Indeed, the calculated propagation parameters are given below and agree closely with those of [939],

<table>
<thead>
<tr>
<th>( \beta/\kappa_0 )</th>
<th>LRSP</th>
<th>SRSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma/\kappa_0 )</td>
<td>1.550707 - 0.000164j</td>
<td>2.184165 - 0.035423j</td>
</tr>
<tr>
<td>( \alpha_{cR}/\kappa_0 )</td>
<td>4.290002 + 0.061199j</td>
<td>4.557045 + 0.040691j</td>
</tr>
<tr>
<td>( \alpha_{sR}/\kappa_0 )</td>
<td>0.047132 - 0.05394j</td>
<td>1.539269 - 0.050264j</td>
</tr>
<tr>
<td>( \alpha_{cI}/\kappa_0 )</td>
<td>0.393310 - 0.000646j</td>
<td>1.587985 - 0.04872j</td>
</tr>
<tr>
<td>( \psi )</td>
<td>-0.3525 - 0.0131j</td>
<td>0.0249 + 1.5716j</td>
</tr>
<tr>
<td>error, ( E )</td>
<td>1.0745 \times 10^{-10}</td>
<td>1.2194 \times 10^{-14}</td>
</tr>
</tbody>
</table>

We note the large value of \( L \) for the LRSP case, but also its large lateral penetration depth \( L_c \) (relative to the film width). By contrast, the propagation lengths of the single-interface plasmons at the s-f and c-f interfaces are much shorter:

\[
\beta_{cR} = \sqrt{\epsilon_c + \alpha_c^2} \approx \sqrt{\epsilon_c} \left( 1 + \frac{\epsilon_c}{2} \frac{A_R^2 (w^2 - w_c^2)^2 - A_I^2 (w^2 + w_c^2)^2}{4w^2} \right)
\]

\[
\beta_{cI} = k_0 \sqrt{\epsilon_c} \frac{\alpha_{cR} A_I (w^2 - w_c^2)}{4w^2}
\]

**Fig. 10.13.1** Magnetic field profiles, \( 2a = 20 \) nm film.

The corresponding magnetic field profiles, shown in Fig. 10.13.1, demonstrate the asymmetry as well as the poor lateral binding of the LRSP mode. The above were generated by the following MATLAB code:

```matlab
la0 = 632.8; k0 = 2*pi/la0; a = 20/2; % la0,a in units of nm
es = 1.5^2; ec = 1.55^2; ef = (0.0657-4*j)^2;
tol = 1e-12; % error tolerance
[be0,E0,N0] = dmda(la0,ef,ec,a,0,tol); % LRSP
```
The estimated cutoff widths calculated from Eqs. (10.13.4) and (10.13.6) are
\( w_c = 18.0929 \) nm, respectively. If we use the latter value, \( w_c = 18.0929 \), we can
compare the approximation (10.13.21) to the exact solution,

\[
\begin{align*}
\beta_r / k_0 & = 1.550799 - 0.000069 j \\
\gamma_r / k_0 & = 4.290002 + 0.061199 j \\
\alpha_r / k_0 & = 0.047132 - 0.005394 j \\
\alpha_s / k_0 & = 0.393310 - 0.000064 j \\
\end{align*}
\]

The approximation is fairly good even though \( \varepsilon_c - \varepsilon_s \) is not that small. The following
MATLAB code was used for this calculation,

\[
\begin{align*}
A & = (\varepsilon_f - \varepsilon_c) / \varepsilon_f; \quad AR = \text{real}(A); \quad AI = -\text{imag}(A); \\
wc_{\text{app}} & = \sqrt{\varepsilon_c - \varepsilon_s} / \varepsilon_s / \text{abs}(A); \\
wc & = \text{abs}(1 / \sqrt{\varepsilon_f - \varepsilon_c} \cdot \text{atanh}(-\varepsilon_f \sqrt{\varepsilon_c - \varepsilon_s} / \varepsilon_s / \sqrt{\varepsilon_f - \varepsilon_c})); \\
w & = 2 \ast k_0; \\
w_{\text{app nm}} & = wc_{\text{app}} / k_0 \quad \text{cutoff in units of nm} \\
w_{\text{nm}} & = wc / k_0 \\
be_R & = \sqrt{\varepsilon_c} \cdot (1 + \varepsilon_c / 2 \ast (AR^2 \ast (w^2 - wc^2) \ast 2 - \ldots \\
& \quad A^2 \ast (w^2 + wc^2) \ast 2 / w^2); \\
be_I & = \sqrt{\varepsilon_c} \ast \varepsilon_c \ast AR \ast AI \ast (w^4 - wc^2 / 4) / w^2; \\
be & = be_r - j \ast be_i; \\
g & = \text{sqrt}(be^2 - ef); \quad ac = \text{sqrt}(be_s - ec); \quad as = \text{sqrt}(be^2 - es); \\
w_{\text{num2str}} & = [\{\varepsilon_0; \varepsilon_c; \varepsilon_s\}, \{\varepsilon_0; \varepsilon_c; \varepsilon_s\}], \{\varepsilon_0; \varepsilon_c; \varepsilon_s\}, \{\varepsilon_0; \varepsilon_c; \varepsilon_s\}] \% \text{make table}
\end{align*}
\]

Finally, Fig. 10.13.2 shows the LRSP and SRSP propagation wavenumbers as functions of
the film width \( 2a \), starting at cutoff, \( 2a_{\text{cut off}} = 18.0929 \) nm. For large \( a \), the LRSP \( \beta_t \) tends to
the single-interface \( \beta_s, \infty \) of the \( s-f \) interface, while the SRSP tends to \( \beta_c, \infty \). Superimposed
on the graph of the imaginary part, is the approximation (10.13.21) evaluated from just
below cutoff for plotting purposes.

The graphs were generated by the following MATLAB code,

\[
\begin{align*}
w & = \text{linspace}(1.01 \ast wc_{\text{cut}}, 100, 1000); \quad \% \text{start just above wcut} \\
[be_0, E_0; NO] & = \text{dmda}(la_0, ef, ec, es, w_2, 0; tol); \quad \% \text{LRSP} \\
[be_1, E_1; IN] & = \text{dmda}(la_0, ef, ec, es, w_2, 1; tol); \quad \% \text{SRSP} \\
w & = \text{linspace}(0.8 \ast wc_{\text{cut}}, 100, 1000); \quad \% \text{start a bit below wcut} \\
be_R & = \text{sqrt}(ec) \ast (1 + ec / 2 \ast (AR^2 \ast (w^2 - wc^2) \ast 2 - \ldots \\
& \quad A^2 \ast (w^2 + wc^2) \ast 2 / w^2); \\
be_I & = \text{sqrt}(ec) \ast \varepsilon_c \ast AR \ast AI \ast (w^4 - wc^2 / 4) / w^2; \\
be & = be_r - j \ast be_i; \\
g & = \text{sqrt}(be^2 - ef); \quad ac = \text{sqrt}(be_s - ec); \quad as = \text{sqrt}(be^2 - es); \\
\text{figure}; \text{plot}(w, real(be_0), '-', \% w, real(be_1), '-'); \\
\text{figure}; \text{semilogy}(w, \text{imag}(be_0), '-'); \quad \text{imag}(be_1), '-'; \quad \text{abs}(be_1), '\text{r--}')
\end{align*}
\]
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The computational errors, as measured by the norms of the error vectors $E_0$ and $E_1$, were $\|E_0\| = 3.1757 \times 10^{-10}$ and $\|E_1\| = 2.0696 \times 10^{-14}$, while the number of iterations to converge (for the entire vector of widths) were $N_0 = 38$ and $N_1 = 10$.

Example 10.13.2: To see how the approximation (10.13.21) improves for smaller permittivity difference $(\varepsilon_c - \varepsilon_s)$, we consider the same example, but change the permittivity $\varepsilon_c$ to the hypothetical value, $\varepsilon_c = 1.51^2 = 2.2801$, with all other parameters kept the same. Figs. 10.13.3 and 10.13.4 show the magnetic field profiles of the LRSP and SRSP modes, and the dependence of $\beta$ on the film width.

The estimated cutoff width calculated from Eqs. (10.13.4) and (10.13.6) is $w_c = 6.99$ nm and $w_r = 6.9964$ nm, respectively. Using the latter value, we can compare the approximation (10.13.21) to the exact solution,

\[
\frac{\beta}{k_0} = \frac{\gamma}{k_0} = \frac{\varepsilon_c}{k_0} = \frac{\varepsilon_s}{k_0} = 1.524661 - 0.000226j,
\]

\[
1.527059 - 0.000179j.
\]

Example 10.13.3: Another early reference on LRSP modes in asymmetric DMD guides is Wendler & Haupt [940], who considered the dependence of the propagation length as a function of the permittivity difference $(\varepsilon_c - \varepsilon_s)$. Here, we reproduce their results. The DMD guide consists of a silver film with permittivity $\varepsilon_f = -18 - 0.47j$ at $\lambda_0 = 632.8$ nm.\(^1\) The substrate is fused silica with $\varepsilon_s = 2.1211$, and the cover’s permittivity will be varied over the range $1.9 \leq \varepsilon_c \leq 2.35$.

The function `dmdcut` determines the cutoff width given the values of $\varepsilon_f, \varepsilon_c$. It can also be used to find the value of $\varepsilon_c$ that would make a given width $w = 2a$ equal to the cutoff width. This can be done by solving for $\varepsilon_c$ the equation,

\[
dmdcut(\lambda_0, \varepsilon_f, \varepsilon_c, \varepsilon_s) = w \quad (10.13.22)
\]

\[\]\\
\[^1\]In the previous example, we used, $\varepsilon_f = -15.9957 - 0.5256j$, our DRUDE function gives, $\varepsilon_f = -14.4824 - 1.0946j$, and the value interpolated from Palik [162] at $\lambda_0 = 632.8$ nm is, $\varepsilon_f = -15.8742 - 1.0728j$.

It can be implemented easily in MATLAB, for example, using the `fzero` function, with $\varepsilon_c$ as the initial search point,

\[
e_c = \text{fzero}(\@() dmdcut(1a0, ef, e, es) - w, es)
\]

Fig. 10.13.5 shows the propagation lengths (in cm) for the LRSP mode, for three different film thicknesses, $w = 2a = [10, 17, 30]$ nm, as a function of the variable $\varepsilon_c$. For each case, as $\varepsilon_c$ comes close to its critical value calculated from Eq. (10.13.22) that renders $w$ equal to the cutoff width, the propagation length tends to infinity. To prevent clutter, the graph has been plotted twice, with the one on the right showing the vertical lines at the calculated critical values of $\varepsilon_c$, $\varepsilon_{\text{crit}} = [1.9432, 2.0177, 2.0744, 2.1702, 2.2364, 2.3362]$.

where the left three values correspond to the part of the graph to the left of the dividing line $\varepsilon_c = \varepsilon_s$. The functions `dmda` and `dmdcut` assume that $\varepsilon_c \geq \varepsilon_s$. The cases $\varepsilon_c < \varepsilon_s$
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Fig. 10.13.5 Propagation length \( L \) vs. permittivity \( \varepsilon_c \).

can be handled by interchanging the roles of \( \varepsilon_c, \varepsilon_s \). The following MATLAB code segment generates the right graph,

\[
\text{la0} = 632.8; \ k0 = 2\pi/\text{la0}; \ \% \text{la0 in nm}
\ef = -18-0.47j; \ es = 2.1211; \ \% \text{tol = 1e-12;}
\ec = \text{linspace}(1.9, 2.35, 2000); \ \% 1.9 <= \ec <= 2.35
\w = [10, 17, 30];
\for i=1:length(ec),
\eci = max(ec(i),es); \esi = min(ec(i),es); \ \% interchange es,ec when ec<es
\be = \text{dmda}(\text{la0,ef,eci,esi, w/2, 0, tol});
\L(i,:) = -1/2/k0./\text{imag(be)} / 1e7; \ \% units of cm
\end
\L(L<0) = NaN; \ \% ignore all negative L's that lie beyond the ec-cutoffs
\end
\textit{semilogy(ec, L(:,1), '-', ec, L(:,2), '--', ec,L(:,3),'-.');}
\textit{line([es,es],[10^-3, 10^3],'linestyle',':', 'color','r');}
\textit{for i=1:length(w),}
\textit{wcut(i) = \text{dmdcut}(\text{la0,ef,ec(i),es}); \ \% dmdcut is vectorized in ec}
\textit{style = {'-', 'r--', ':', 'b-'};}
\textit{w = \text{linspace}(wcut(i), 50, 2001); \ \% compute for w >= wcut only}
\textit{if i==1}
\textit{be = \text{dmds}(\text{la0,ef,es, w/2, 0, tol}); \ \% use dmds when ec=es}
\textit{else}
\textit{be = \text{dmda}(\text{la0,ef,ec(i),es, w/2, 0, tol});}
\textit{end}
\textit{L = 1/2/k0./\text{abs(imag(be))} * 1e-7; \ \% units of cm}
\textit{semilogy(w,L,style{i}); line([wcut(i),wcut(i)],[10^-3,10^3],'linestyle',':', 'color','r');}
\textit{end}
\end
\textit{semilogy(ec, L(:,1), '-', ec, L(:,2), '--', ec,L(:,3),'-.');}
\textit{line([es,es],[10^-3, 10^3],'linestyle',':', 'color','r');}
\textit{end}
\end
\textit{The cutoff widths corresponding to the five \( \varepsilon_c \) values, calculated from Eq. (10.13.6), are,}
\textit{\( w_{\text{cut}} = 2a_{\text{cut}} = [0, 2.8644, 9.9815, 15.2990, 24.3452] \) (nm)}
\textit{and have been placed on the right graph, which is the same as the left one. As the width}
\textit{comes close to one of the cutoff widths, the propagation length becomes very large. \( \square \)}

10.14 Note on Computations

The characteristic equations of plasmonic waveguides are generally difficult to solve accurately because of the complex-valued nature of the permittivity parameters. We
have been unable to come up with a single algorithm that works robustly for both MDM and DMD waveguides over a wide range of material parameters. Instead, we have presented a variety of solution approaches, which could be viewed as tools to be tried. Our PWG and PWGA functions may work, but one must choose a starting point that is near the true solution. The iterative methods that we discussed work under many circumstances, but not always. We tried to give sufficient code examples to clarify these methods. The plasmonic waveguide literature is somewhat lacking of published numerical examples that could be used as benchmarks, with some notable exceptions [937,939,940,953,955,956,963].

## 10.15 Sommerfeld Wire

The problem of a TM surface wave propagating along a cylindrical conductor was solved by Sommerfeld in 1899. He showed that the finite conductivity of the conductor was essential in localizing the wave near the surface of the conductor, while exhibiting very low attenuation along its length [982,983,1293]. The planar version of this problem is the Zenneck surface wave that we discussed in Sec. 7.10.

The lateral localization is not particularly good but can be improved by adding a dielectric coating on the surface of the conductor as considered first by Harms and studied later in detail by Goubau [984–999]—a configuration generally referred to as a Goubau line, or a Harms-Goubau line. We discuss this further in Sec. 10.19.

Even though the attenuation along the conductor is very low, these early waveguiding systems, envisioning propagation at long distances of tens of meters or even kilometers, did not catch on for use at RF, primarily because of the poor lateral localization, which could be disturbed by nearby objects, imperfections or bends along the line.

With the rapid development of terahertz applications in the past two decades, interest in the Sommerfeld and Goubau lines has been revived for use at THz frequencies, providing a viable means of waveguiding at relatively short distances (e.g., centimeters), with low attenuation and high degree of confinement. We discuss the interplay of frequency, conductor radius, and dielectric coating in Sec. 10.19.

The THz band typically spans the range of [0.1, 10] THz, or, [0.03, 3] millimeter, and lies between the microwave and infrared/optical bands. There are a large number of THz applications in astrophysics, remote sensing, plasma diagnostics, spectroscopy in chemistry and biology, gas identification, complex molecular dynamics, DNA signature detection, communications, medical imaging, and imaging for homeland security, drug enforcement, pharmaceuticals, biosensing, and non-destructive testing in manufacturing for quality and process control.

For example, Wien’s radiation law relating black body temperature and the frequency of the maximum of the Planck spectrum is, \( f = 58.7891 T \), where \( f \) is in GHz and \( T \) in degrees Kelvin. Thus, the Big Bang cosmic microwave background at 2.725 K peaks at \( f = 1.76 \) THz.\(^1\)

Interest in THz imaging for homeland security arises because several everyday materials, such as clothing, paper, plastics, wood, and ceramics are transparent to THz waves. Medical imaging at THz is also a very promising area because THz radiation does not have the same harmful effects as X-rays.

Several reviews and applications of THz technology may be found in the following (very incomplete list of) references [1017–1053].

The Sommerfeld wire is an infinitely long cylindrical conductor of radius \( a \) and finite conductivity \( \sigma \), immersed in air, as shown in Fig. 10.15.1. The permittivities of air and conductor are taken to be \( \epsilon_a = 0 \) and \( j\omega\epsilon_c = -\frac{\sigma}{\omega} \), respectively.

\[
\epsilon_c = \frac{\epsilon_c}{\epsilon_a} = 1 - j\frac{\sigma}{\omega\epsilon_a}, \quad \epsilon_a = \frac{\epsilon_a}{\epsilon_0} = 1
\]

The conductivity \( \sigma \) is assumed to be a constant in frequency, but it can also be taken to be frequency-dependent, as given for example by Drude’s law (see Sec. 1.12),

\[
\sigma = \frac{\sigma_{dc}}{1 + j\omega\tau}, \quad \tau = \text{collisional time}, \quad \sigma_{dc} = \text{conductivity at DC}
\]

The lateral localization is not particularly good but can be improved by adding a dielectric coating on the surface of the conductor as considered first by Harms and studied later in detail by Goubau [984–999]—a configuration generally referred to as a Goubau line, or a Harms-Goubau line. We discuss this further in Sec. 10.19.

Even though the attenuation along the conductor is very low, these early waveguiding systems, envisioning propagation at long distances of tens of meters or even kilometers, did not catch on for use at RF, primarily because of the poor lateral localization, which could be disturbed by nearby objects, imperfections or bends along the line.

With the rapid development of terahertz applications in the past two decades, interest in the Sommerfeld and Goubau lines has been revived for use at THz frequencies, providing a viable means of waveguiding at relatively short distances (e.g., centimeters), with low attenuation and high degree of confinement. We discuss the interplay of frequency, conductor radius, and dielectric coating in Sec. 10.19.

The THz band typically spans the range of [0.1, 10] THz, or, [0.03, 3] millimeter, and lies between the microwave and infrared/optical bands. There are a large number of THz applications in astrophysics, remote sensing, plasma diagnostics, spectroscopy in chemistry and biology, gas identification, complex molecular dynamics, DNA signature detection, communications, medical imaging, and imaging for homeland security, drug enforcement, pharmaceuticals, biosensing, and non-destructive testing in manufacturing for quality and process control.

For example, Wien’s radiation law relating black body temperature and the frequency of the maximum of the Planck spectrum is, \( f = 58.7891 T \), where \( f \) is in GHz and \( T \) in degrees Kelvin. Thus, the Big Bang cosmic microwave background at 2.725 K peaks at \( f = 1.76 \) THz.\(^1\)

Interest in THz imaging for homeland security arises because several everyday materials, such as clothing, paper, plastics, wood, and ceramics are transparent to THz waves. Medical imaging at THz is also a very promising area because THz radiation does not have the same harmful effects as X-rays.

Several reviews and applications of THz technology may be found in the following (very incomplete list of) references [1017–1053].

The Sommerfeld wire is an infinitely long cylindrical conductor of radius \( a \) and finite conductivity \( \sigma \), immersed in air, as shown in Fig. 10.15.1. The permittivities of air and conductor are taken to be \( \epsilon_a = 0 \) and \( j\omega\epsilon_c = -\frac{\sigma}{\omega} \), respectively.

\[
\epsilon_c = \frac{\epsilon_c}{\epsilon_a} = 1 - j\frac{\sigma}{\omega\epsilon_a}, \quad \epsilon_a = \frac{\epsilon_a}{\epsilon_0} = 1
\]

The conductivity \( \sigma \) is assumed to be a constant in frequency, but it can also be taken to be frequency-dependent, as given for example by Drude’s law (see Sec. 1.12),

\[
\sigma = \frac{\sigma_{dc}}{1 + j\omega\tau}, \quad \tau = \text{collisional time}, \quad \sigma_{dc} = \text{conductivity at DC}
\]

The most general solution of the above cylindrical Helmholtz equation for \( E_z \) is a linear combination of the 0th order Bessel functions of first and second kinds, \( J_0(\gamma \rho) \) and \( Y_0(\gamma \rho) \).
and $Y_0(y)$, or of the Hankel functions, $H_0^{(1,2)}(y) = J_0(y)\pm iY_0(y)$.\footnote{For definitions and properties of Bessel functions, see [1790] or [1822], which are available online.} Let us denote any of these functions, or linear combinations thereof, by $C_\alpha(y)$, and note that they satisfy the property $\partial C_\alpha(y)/\partial y = -\gamma C_\alpha(y)$, that is, the corresponding 1st order Bessel function. Then, the solutions of Eq. (10.15.4) can be written in general as,

$$
E_x = C_0(y), \quad E_y = \frac{jB}{Y} C_1(y), \quad H_\phi = \frac{j\kappa_0 e}{\eta_0 Y} C_1(y)
$$

where $\gamma^2 = \omega^2 \mu_0 e - \beta^2 = k_0^2 e - \beta^2$, and $k_0 = \sqrt{\mu_0 \varepsilon_0}$ are the vacuum wavenumber and impedance, and $\varepsilon = \varepsilon/\varepsilon_0$, and we assumed non-magnetic media. Note the equivalent expression for $k_0 e/\eta_0 = \sqrt{\mu_0 \mu_0 e/\varepsilon_0} = \varepsilon_0 e/\varepsilon$. Within the conductor ($\rho \leq a$), only the function $J_0$ is acceptable because $Y_0$ diverges for $u = 0$. Outside the conductor ($\rho \geq a$), because the fields must decay to zero for large radial distances ($\rho \to \infty$), the Hankel functions are the appropriate choice. In particular, we have the following asymptotic expansions for large $u = u_R + ju_I$,

$$
H_0^{(1,2)}(u) \approx \sqrt{\frac{2}{\pi u}} e^{\pm ju(u - \pi/4)} = \sqrt{\frac{2}{\pi (u_R + ju_I)}} e^{\pm ju(u_R - \pi) e^{ju_I}}
$$

$$
H_1^{(1,2)}(u) \approx \sqrt{\frac{2}{\pi u}} e^{\pm ju(u-3\pi/4)} = \sqrt{\frac{2}{\pi (u_R + ju_I)}} e^{\pm ju(u_R - \pi) e^{ju_I}}
$$

(10.15.6)

thus, $H_0^{(1)}(u)$, (resp. $H_0^{(2)}(u)$), is decaying somewhat faster than exponentially in $u_I$, provided $u_I > 0$, (resp. $u_I < 0$). With these choices, the fields inside and outside the conductor are as follows, with $A, B$ to be determined:

$$
\begin{align*}
0 \leq \rho \leq a & \quad E_x = A J_0(y) \rho \quad E_y = A \frac{jB}{\gamma} J_1(y) \rho \\
E_x = A \frac{jB}{\gamma} J_1(y) \rho \quad E_y = A J_0(y) \rho \\
H_\phi = A \frac{j\kappa_0 e}{\eta_0 Y} J_1(y) \rho \\
Y_c = \sqrt{k_0^2 e - \beta^2}
\end{align*}
$$

$$
\begin{align*}
0 \leq \rho \leq a & \quad E_x = B H_0^{(1)}(y) \rho \quad E_y = B \frac{jB}{\gamma} H_1^{(1)}(y) \rho \\
E_x = B \frac{jB}{\gamma} H_1^{(1)}(y) \rho \quad E_y = B H_0^{(1)}(y) \rho \\
H_\phi = B \frac{j\kappa_0 e}{\eta_0 Y} H_1^{(1)}(y) \rho \\
Y_c = \sqrt{k_0^2 e - \beta^2}
\end{align*}
$$

(10.15.7)

These expressions must be multiplied by the common factor $e^{\pm ju_R}$. It will turn out that $\gamma$ has positive imaginary part, thus, justifying the choice of $H_1^{(1)}(u)$ instead of $H_0^{(1)}(u)$. The matching of the tangential fields, $E_x$ and $H_\phi$ on the surface of the conductor, at $\rho = a$, yields the two conditions:

$$
A J_0(ya) = B H_0^{(1)}(ya)
$$

$$
A \frac{j\kappa_0 e}{\eta_0 Y} J_1(ya) = B \frac{j\kappa_0 e}{\eta_0 Y} H_1^{(1)}(ya)
$$

(10.15.8)

We note that the matching of the normal $D$-field, $D_\rho = eE_\rho = e\eta D H_\phi = H_\phi \beta/\omega$, is equivalent to the matching of $H_\phi$. Dividing the two sides of Eqs. (10.15.4) up to the THz range.

$$
Y_c = \sqrt{k_0^2 e - \beta^2}
$$

$$
Y_c \approx \sqrt{k_0^2 e - \beta^2}
$$

(10.15.9)

Y for all good conductors, such as copper, aluminum, and gold, and for frequencies up to and including the THz band, the permittivity $\varepsilon_c$ can be approximated accurately by its imaginary part, which is much larger than unity:

$$
\varepsilon_c \approx 1 - j \frac{\sigma}{\omega \varepsilon_0} = 1 - j \frac{1.03 \times 10^6}{f}
$$

so for all $f$ up to 10 THz, the imaginary part is at least 5 orders of magnitude greater than the real part, e.g., at $f = 10$ THz, we have $\varepsilon_c \approx 1 - j 1.03 \times 10^5$. The same approximation is also valid if one uses the Drude model for $\sigma$ of Eq. (10.15.3) up to the THz range. Because the wavenumber $\beta$ is the order of $k_0$, it follows that the lateral wavenumber $Y_c$ within the conductor will also be very large and can be approximated by

$$
Y_c = \sqrt{k_0^2 e - \beta^2} \approx k_0 \sqrt{\varepsilon_c} = k_0 e^{-j\pi/4} \left( \frac{\sigma}{\omega \varepsilon_0} \right)
$$

(10.15.11)

For example, for copper at 1 GHz, we find $\varepsilon_c \approx (1 - j) 4.7645 \times 10^{12}$ per meter, and at 10 THz, $\varepsilon_c \approx (1 - j) 4.7645 \times 10^{15}$. For typical conductor radii of millimeters, it follows that the quantity $Y_c a$ will be very large, e.g., for $a = 1$ mm, we have

$$
\begin{align*}
\gamma_c a & \approx (1 - j) 4.7645 \times 10^2, \quad \text{at 1 GHz} \\
\gamma_c a & \approx (1 - j) 4.7645 \times 10^4, \quad \text{at 10 THz}
\end{align*}
$$

(10.15.11)

For such large complex arguments, the ratio $J_0(ya)/J_1(ya)$ may be replaced by $J_0(ya)/J_1(ya) \approx j$. Indeed, using the asymptotic expansions [1790], valid for large complex argument $y$,

$$
J_0(ya) = \sqrt{\frac{2}{\pi y}} \cos \left( y - \frac{\pi}{4} \right), \quad J_1(ya) = \sqrt{\frac{2}{\pi y}} \cos \left( y - \frac{3\pi}{4} \right)
$$

we find after setting $u = u_R + ju_I$ and using some trigonometric identities:

$$
\begin{align*}
J_0(u) & \approx \cos (u - \frac{\pi}{4}) - j \sin (u - \frac{\pi}{4}) \\
J_1(u) & \approx \cos (u - \frac{3\pi}{4}) - j \sin (u - \frac{\pi}{4})
\end{align*}
$$

in the limit $|u_I| \to \infty$, where $s = \text{sign}(u_I)$. Thus, the ratio is $+j$ for large $u$ with negative imaginary part, like $Y_c$. A more accurate approximation, which we employ in our
The approximation (10.15.12) can be used whenever \(|\text{Im}(u)| > 700\). For \(|\text{Im}(u)| \leq 700\), the built-in MATLAB function \(\text{besselj} \) gives accurate results. The MATLAB function SOMMELD, in the EWA-toolbox, implements the evaluation of the ratio \(J_0(u)/J_1(u)\) for any value of \(u\) using this improved approximation. It has usage:

\[ y = 301(u); \]

\[ y \text{ evaluates the ratio } J_0(u)/J_1(u), \text{ vectorized in } u \]

To solve the characteristic equation (10.15.9), Sommerfeld made two approximations: first, he replaced the Bessel function ratio by \(J_0(u)/J_1(u) = j\), and \(Y_c\) by \(k_0 \sqrt{\varepsilon_c}\), and second, he assumed that the quantity \(ya\) is small and used the following approximations [1790] for the Hankel functions, valid for small argument \(u \\approx 0\):

\[ J_0(u) \approx 1, \quad Y_0(u) \approx \frac{2}{\pi} \ln \left( \frac{e^C u}{2} \right), \quad H_0^{(1)}(u) = J_0(u) + jY_0(u) \approx \frac{2j}{\pi} \ln \left( \frac{e^C u}{2j} \right) \]

\[ J_1(u) \approx \frac{u}{2}, \quad Y_1(u) \approx -\frac{2}{\pi u}, \quad H_1^{(1)}(u) = J_1(u) + jY_1(u) \approx -\frac{2j}{\pi u} \]

and for the ratio:

\[ \frac{H_0^{(1)}(u)}{H_1^{(1)}(u)} = -u \ln \left( \frac{e^C u}{2j} \right) \]

where \(C\) is the Euler-Mascheroni constant, \(C = 0.577215\ldots\), so that \(e^C \approx 1.78107\). With these simplifications, Eq. (10.15.9) reduces to:

\[ -y^2 a \ln \left( \frac{e^C ya}{2j} \right) = -f\varepsilon_0 k_0 a \sqrt{\varepsilon_c} \]

\[ \Rightarrow y^2 = -\frac{f\varepsilon_0 k_0 a}{\varepsilon_c} \left( \ln \left( \frac{e^C ya}{2j} \right) \right) \]

which Sommerfeld then proceeded to solve iteratively, for \(n = 0, 1, 2, \ldots\),

\[ y_{n+1}^2 = -\frac{f\varepsilon_0 k_0 a}{\varepsilon_c} \left( \ln \left( \frac{e^C ya}{2j} \right) \right) \]

Sommerfeld iteration

initialized at \(y_0^2 = -\frac{f\varepsilon_0 k_0 a}{\varepsilon_c} \left( \ln \left( \frac{e^C y_0 a}{2j} \right) \right) \)
be0 = 0.9*k0; % initialize iteration
ga = sqrt(k0.^2 - be0.^2); N=1;

while 1 % loop forever
    gc = sqrt(ga.^2 + k0.^2.*(ec-1)); gnew = besselh(1,1,ga*a)./besselh(0,1,ga*a).*J01(gc*a).*gc./ec;
    if norm(ga-gnew)<tol, break; end
    N = N+1;
ga = gnew;
end

We note that the computational error is defined from the last computed \( y \) as follows. Setting \( y_C = \sqrt{k_0^2(\varepsilon_c - \varepsilon_R)} + y^2 \),

\[
E = \left| \frac{\gamma H_1^{(1)}(ya) - \frac{\gamma_c}{\varepsilon_c} J_0(y_C a)}{\varepsilon_c J_1(y_C a)} \right| \quad (10.15.19)
\]

where \( E \) is a vector when \( f \) is a vector of frequencies.

**Example 10.15.1:** We consider the two examples discussed by Sommerfeld in Ref. [983]. The first one is a copper wire with conductivity \( \sigma = 5.75 \times 10^7 \) siemens/m, and radius of 1 mm, at a frequency of 1 GHz. We iterated (10.15.16) five times, with the MATLAB code:

```
ep0 = 8.854187817e-12; % farad/m,
c0 = 299792458; % m/sec
f = 1e9; % 1 GHz
w = 2*pi*f; % rads/sec
k0 = w/c0; % k0 = 20.958450, rads/m
sigma = 5.75e7; % siemens/m
ec = 1 + sigma/j./w/ep0;
a = 1e-3; % 1 mm
C = 0.577215664901533; % Euler constant
go = sqrt(-j*k0/a./sqrt(ec)); % initialize
ga = go; G=[ga]; % save iterates in G K=5;
for i=1:K
    ga = go./sqrt(log(exp(C)*ga*a/2/j));
    G = [G;ga];
end
num2str(G,' %1.6f') % print table of iterates
```

generating the iterates:

\[
y_0 = 0.745951 - 0.308983 j \\
y_1 = 0.147818 + 0.255109 j \\
y_2 = 0.115696 + 0.255973 j \\
y_3 = 0.113805 + 0.256030 j \\
y_4 = 0.113692 + 0.256039 j \\
y_5 = 0.113685 + 0.256040 j
\]

It is evident that after the third iteration, \( y \) has effectively converged. Following Sommerfeld, we use the third iterate, \( y = y_3 = 0.113805 + 0.256030 j \), to calculate \( \beta = \sqrt{k_0^2 - y^2} = 20.959705 - 0.001390 j = \frac{\beta - k_0}{k_0} = (5.9874 - 6.6330 j) \cdot 10^{-5} \)

which agrees with Sommerfeld’s rounded result of \( (\beta - k_0)/k_0 = (6.0 - 6.6 j) \cdot 10^{-5} \). We see also that the phase velocity is essentially that of \( c_0, \nu_0 = \omega/Re(\beta) = 0.999940 c_0 \).

The attenuation constant \( \beta_I = -\text{Im}(\beta) \) can be expressed in dB/m by

\[
\beta_I = 20 \log_{10} \frac{\beta_I}{\lambda_0} = -20 \log_{10} \frac{\beta_I}{\sqrt{\varepsilon_c - 1}} \approx -20 \log_{10} \frac{\lambda_0}{\beta_I} = -20 \log_{10} \frac{1}{\beta_I} \approx 8 \beta_I = 20 \log_{10} \beta_I = -6.86 \beta_I \cdot 10^{-4}
\]

\( E = 1.94 \times 10^{-13} \)

\( N = 186 \)

Sommerfeld’s second example is a platinum wire of radius of \( a = 2 \) \( \mu \) and conductivity one eighth that of copper, \( \sigma = (5.75/8) \cdot 10^7 \) siemens/m, at a vacuum wavelength of \( \lambda_0 = 1 \) meter, or frequency \( f = c_0/\lambda_0 \). With these changes in parameters, the results from the function \( \text{sommer} \) are:

\[
\beta = \beta_R - j\beta_I = 8.4603 - 6.2561 j \text{ radians/m} \\
y = 7.5210 + 7.0374 j \Rightarrow \text{Im}(y)^{-1} = 0.1421 \text{ meters} \\
y_C = (1 - j) \cdot 9.2231 \cdot 10^{4} \Rightarrow y_C a = (1 - j) \cdot 0.1845 \\
E = 1.95 \times 10^{-14}, \quad N = 278 \\
8.686\beta_I = 54.34 \text{ dB/m}, \quad \beta_I^{-1} = 0.1598 \text{ meters} \\
\nu_0 = \frac{\omega}{P_R'} = 0.7427 c_0
\]

This solution agrees with Sommerfeld’s, \( \beta = 8.5 - 6.5 j \), which he obtained using a modified form of his iteration that does not assume large values of \( y_C \) and does not replace the ratio of Bessel functions by \( J_0(y_C a) / J_1(y_C a) = j \), but still using the small-argument expansions of the Hankel functions.
Example 10.15.2: Here, we repeat the calculations of the previous example (for the copper wire) using the same MATLAB code with \( f = 10 \text{ THz} \). The results from the function \( \text{sommer} \) are:

\[
\begin{align*}
\beta &= \beta_0 - j\beta_1 = 2.0959 \cdot 10^{-5} - 1.9187 j \text{ radians/m} \Rightarrow \\
y &= (5.3121 + 7.5573 j) \cdot 10^2 \\n\gamma_c &= (4.7645 - 4.7645 j) \cdot 10^7 \\
E &= 1.73 \times 10^{-11}, \quad N = 26
\end{align*}
\]

\( \beta_0 = 2.0958 \times 10^7 \text{ radians/m} \). The Sommerfeld iteration does converge, but to the external electric field, \( E_z(r) \).

\[
E_z(r) = \frac{1}{H_0^{(1)}(ya)} \frac{\sqrt{2}}{\pi y} e^{i(yr - \pi/4)}
\]

Moreover, the 20-dB point is also included on the graph. It can be determined by using the built-in function \( \text{fzero} \) to solve the equation \( |E_z(\rho)|^2 = 10^{-2} \), which gives \( \rho = 3.3 \text{ mm} \).

The MATLAB code is as follows and uses the previously constructed function \( \text{fzero} \):
10.15. Sommerfeld Wire

\[ c_0 = 299792458; \quad \text{m/sec} \]
\[ \sigma = 5.75 \times 10^7; \quad \text{siemens/m} \]
\[ ff = \text{logspace}(-2,1,300); \quad f = 2 \pi f; \quad \text{THz} \]
\[ a_1 = 1e-5; \quad \text{[be1,ga1,gc1,E1,N1]} = \text{sommer}(a_1,ff,
\sigma); \quad \text{case 1} \]
\[ a_2 = 1e-4; \quad \text{[be2,ga2,gc2,E2,N2]} = \text{sommer}(a_2,ff,
\sigma); \quad \text{case 2} \]
\[ a_3 = 1e-3; \quad \text{[be3,ga3,gc3,E3,N3]} = \text{sommer}(a_3,ff,
\sigma); \quad \text{case 3} \]

The number of iterations to converge and the norms of the computational errors were:
\[ N_1 = 239, \quad N_2 = 198, \quad N_3 = 159 \]
\[ \|E_1\| = 1.130 \times 10^{-12}, \quad \|E_2\| = 0.9234 \times 10^{-12}, \quad \|E_3\| = 1.2927 \times 10^{-12} \]

Fig. 10.15.4 shows on the left the attenuation in dB per cm, given by,
\[ \text{attenuation in } \text{dB/cm} = 0.08686 \times \beta I \]
defined in terms of the negative imaginary part of \( \beta = \beta_R - j \beta_I \). The right graph shows the effective lateral radius of the field outside the conductor, defined as the distance where the field \( E_z \) has dropped to 1/10 its value at the surface, or, 20 dB down. It is obtained as the solution in \( \rho \) of the equation,
\[ |E_z(\rho)| = \frac{|H_0^{1}\left(\gamma \rho\right)|}{|H_0^{1}\left(\gamma a\right)|} = \frac{1}{10} \quad (10.15.22) \]
which is solved using the built-in function \text{fzero}. The attenuations and 20-dB distances were computed and plotted by the following MATLAB code:
\[ \text{db} = \text{plog10(exp(1))}; \quad \% \text{8.6859 dB/neper} \]
\[ \text{db1} = -\text{db} * \text{imag(be1)} / 100; \quad \% \text{attenuations in dB/cm} \]
\[ \text{db2} = -\text{db} * \text{imag(be2)} / 100; \]
\[ \text{db3} = -\text{db} * \text{imag(be3)} / 100; \]
\[ \text{figure; loglog(ff,db1,'b-','ff,db2,'r--','ff,db3,'k')} \]

Fig. 10.15.5 Phase velocities vs. frequency.

Within the 1–10 THz range, the attenuations remain fairly small for propagating at distances of cm, while the lateral footprint of the wave is of the order of 1 cm or smaller.

Finally, Fig. 10.15.5 plots the phase velocities \( v_{ph} = \omega / \beta_R \) versus frequency, showing some dispersion, but not much, in the THz range.
10.16 Power Transfer and Power Loss

The power transmitted along the wire in the positive z-direction is attenuating with the factor \( |e^{-j\beta z}|^2 = e^{-2\beta r^2} \). The part that flows along the wire on the air side is the useful amount of power that gets transmitted. The part that flows inside the conductor, together with the amount of power that flows into the wire across its cylindrical surface, is entirely dissipated into Ohmic losses, as we verify below. The time-averaged Poynting vector has two components, one along z, and one along the radial direction inwards:

\[
P = \frac{1}{2} \text{Re}(E \times H^*) = \frac{1}{2} \text{Re}
\left((\mathbf{\kappa}_a \mathbf{E}_\rho) \times (\mathbf{\kappa}_H \mathbf{H}_\phi^*)\right) = \frac{1}{2} \text{Re}(E_\rho H^*_\phi) - \frac{1}{2} \text{Re}(E_\phi H^*_\rho)
\]

The total power transmitted is obtained by integrating \( P_z \) over the cross-sectional area outside the wire, i.e., over \( a \leq \rho < \infty \):

\[
PT = \int_a^\infty P_z \ 2\pi \rho \ d\rho = \int_a^\infty \frac{1}{2} \text{Re}(E_\rho H^*_\phi) \ 2\pi \rho \ d\rho
\]

Similarly, the amount of power flowing through an annular area, \( a \leq \rho < r \), is given by,

\[
PT(r) = \int_a^r \frac{1}{2} \text{Re}(E_\rho H^*_\phi) \ 2\pi \rho \ d\rho = \frac{1}{2} |B|^2 \frac{\mathbf{\kappa}_a \mathbf{\kappa}_\phi \mathbf{\kappa}_\rho}{\eta_0 |y|^2} \int_a^r \left| H_1^{(1)}(y \rho) \right|^2 \ 2\pi \rho \ d\rho
\]

where we used Eq. (10.15.7), and we must multiply this expression by the attenuation factor \( e^{-2\beta r^2} \). Thus, the total transmitted power is \( PT = PT(r) \mid _{r=\infty} \). Using the indefinite integral [1790],

\[
\int H_1^{(1)}(y \rho) H_1^{(1)}(y^* \rho) \ 2\pi \rho \ d\rho = -2\pi \rho \ \frac{\text{Im}[y H_0^{(1)}(y \rho) H_1^{(1)}(y^* \rho)]}{\text{Im}[y^2]}
\]

we obtain,

\[
PT(r) = \frac{1}{2} |B|^2 \frac{\mathbf{\kappa}_a \mathbf{\kappa}_\phi \mathbf{\kappa}_\rho}{\eta_0 |y|^2} \left[ 2\pi a \ \frac{\text{Im}[y H_0^{(1)}(y \rho) H_1^{(1)}(y^* a)]}{\text{Im}[y^2]} - r \ \frac{\text{Re}[y H_0^{(1)}(y \rho) H_1^{(1)}(y^* r)]}{\text{Im}[y^2]} \right]
\]

(10.16.1)

Since the Hankel functions attenuate like \( \rho^{-1/2} e^{-\rho \text{Im}(y)} \) for large \( \rho \), it follows that the total transmitted power will be given by,

\[
PT = \frac{1}{2} |B|^2 \frac{\mathbf{\kappa}_a \mathbf{\kappa}_\phi \mathbf{\kappa}_\rho}{\eta_0 |y|^2} \left[ 2\pi a \ \frac{\text{Im}[y H_0^{(1)}(y a) H_1^{(1)}(y^* a)]}{\text{Im}[y^2]} \right]
\]

(10.16.2)

Dividing \( PT(r) \) by \( PT \), we obtain the fraction of the total power contained in the annular region, \( a \leq \rho < r \), see also [985,994]:

\[
\frac{PT(r)}{PT} = 1 - \frac{\text{Im}[y H_0^{(1)}(y \rho) H_1^{(1)}(y^* \rho)]}{\text{Im}[y a H_0^{(1)}(y a) H_1^{(1)}(y^* a)]}
\]

(10.16.3)

**Example 10.16.1:** For the copper wire of Example 10.15.2, Fig. 10.16.1 shows a plot of \( PT(r)/PT \), which also includes the radius at which the power ratio is 95%, found to be, \( r = 2.85 \text{ mm} \), by solving the equation \( PT(r)/PT = 0.95 \) with respect to \( r \). Assuming the same parameter values as in Example 10.15.2, the following MATLAB code generates the graph,

```
P = @r (1 - imag(besselh(0.1,ga*r).*conj(besselh(1,1,ga*r))) / ...
imag(ga*besselh(0.1,ga*r).*besselh(1,1,ga*r)));
r0 = fzero(@(r) P(r)-0.95, 2*a) % search near 2*a
plot(r/a,100*P(r),'b-', r0/a,100*P(r0),'r.'); hold on;
fill([0,1,1,0],[0,0,105,105], [0.9 0.9 0.9]);
```

The 95% power radius and the 20-dB radius discussed earlier are just alternative ways of defining a measure for the lateral extent of the wave.

![Fig. 10.16.1 Transmitted power vs. radial distance.](image)

Next, we discuss power losses. In a lossy medium with complex-permittivity \( \epsilon_c = \epsilon_R - j \epsilon_I \), the energy flux into a volume within the medium is dissipated completely into Ohmic losses. This is justified by the following result, first considered in Problem 1.5, that follows from Maxwell’s equations:

\[
P_{\text{in}} = -\int_S \frac{1}{2} \text{Re}[E \times H^*] \cdot dS = \int_S \frac{1}{2} \text{Re}[E \cdot J_{\text{tot}}^*] \cdot dV = P_{\text{loss}}
\]

(10.16.4)

where \( J_{\text{tot}} = J + j \omega D \) is the effective current density in the medium that accounts for a conduction and a displacement current. For our wire, we may assume \( J = \sigma E \) and \( D = \epsilon_0 E \) so that \( J_{\text{tot}} \) is given by the effective permittivity defined through, \( j \omega \epsilon_c = \sigma + j \omega \epsilon_0 \),

\[
J_{\text{tot}} = J + j \omega D = \sigma E + j \omega \epsilon_0 E = j \omega \epsilon_c E
\]

Noting that \( \text{Re}(j \omega \epsilon_c) = \text{Re}(j \omega (\epsilon_R - j \epsilon_I)) = \omega \epsilon_I \), we may rewrite (10.16.4) as follows,

\[
P_{\text{in}} = -\int_S \frac{1}{2} \text{Re}[E \times H^*] \cdot dS = \frac{1}{2} \omega \epsilon_I \int V E \cdot E^* \ dV = P_{\text{loss}}
\]

(10.16.5)

For our wire, \( \omega \epsilon_I = \sigma \), but in general, if the dielectric displacement current term had a complex permittivity, e.g., \( D = \epsilon_d E = (\epsilon_d R - j \epsilon_d I) E \), then it would also contribute to the effective \( \epsilon_I \), that is, \( \omega \epsilon_I = \sigma + \omega \epsilon_d I \).
10.16. Power Transfer and Power Loss

We will verify Eq. (10.16.5) explicitly for a length-$L$ segment of the wire, as shown in Fig. 10.16.2. Using the solution (10.15.7), the power loss will arise from both components $E_x, E_y$. Because of the cylindrical symmetry, the volume element will be $dV = 2\pi \rho d\rho dz$, with the $z$-dependence given by $e^{-2\beta \rho}$.

Then, we find for $P_{\text{loss}}$,

$$P_{\text{loss}} = \frac{1}{2} \omega \varepsilon I \int_V \left[ |E_x|^2 + |E_y|^2 \right] dV$$

$$= \frac{1}{2} |A|^2 \omega I \int_0^a \left[ |J_0(\gamma_c \rho)|^2 + \frac{\beta |J_1(\gamma_c \rho)|^2}{\gamma_c^2} \right] \rho e^{-2\beta \rho} d\rho dz$$

$$= \frac{1}{2} |A|^2 \omega I \left( \frac{1 - e^{-2\beta L}}{2\beta I} \right) \int_0^a \left[ |J_0(\gamma_c \rho)|^2 + \frac{\beta |J_1(\gamma_c \rho)|^2}{\gamma_c^2} \right] 2\pi \rho d\rho dz$$

The Bessel function integrals can be done explicitly [1790]:

$$\int_0^a |J_0(\gamma_c \rho)|^2 2\pi \rho d\rho = 2\pi a \frac{\text{Im}[y_c^+ J_0(y_c^+ a)]}{\text{Im}[y_c^+]^2}$$

$$\int_0^a |J_1(\gamma_c \rho)|^2 2\pi \rho d\rho = 2\pi a \frac{\text{Im}[y_c J_1(y_c a)]}{\text{Im}[y_c^+]^2}$$

(10.16.6)

It follows that $P_{\text{loss}}$ will be,

$$P_{\text{loss}} = \frac{1}{2} |A|^2 (1 - e^{-2\beta L}) \frac{\omega 2\pi a \varepsilon I}{2\beta I} \cdot \frac{\text{Im}[y_c^+ J_0(y_c^+ a)]}{\text{Im}[y_c^+]} + \frac{\beta |J_1(\gamma_c \rho)|^2}{\gamma_c^2} \frac{\text{Im}[y_c J_1(y_c a)]}{\text{Im}[y_c^+]^2}$$

(10.16.7)

The power influx into the cylindrical volume of Fig. 10.16.2 consist of the following parts: the power entering the volume at the cross-sectional area at $z = 0$, minus the power exiting the cross section at $z = L$, plus the power entering perpendicularly through the cylindrical area. Thus, using Eq. (10.15.7), with $H_y = A\varepsilon c J_1(y_c a)/y_c$,

$$P_{\text{in}} = - \int_S \mathbf{P} \cdot d\mathbf{S} = \int_0^L P_z 2\pi \rho d\rho \left| \frac{z-L}{x_L} - \int_0^L P_x 2\pi a d\rho \right.$$

$$= \frac{1}{2} \int_0^a \text{Re}(E_p H_x^*) 2\pi \rho d\rho \left| \frac{z-L}{x_L} - \frac{1}{2} \int_0^L \text{Re}(E_x H_y^*) 2\pi a d\rho \right.$$

$$= \frac{1}{2} |A|^2 (1 - e^{-2\beta L}) \int_0^a \text{Re} \left( \frac{j\beta}{\gamma_c} J_1(y_c a) \frac{-\varepsilon c J_1(y_c a)}{y_c} \right) \cdot e^{-2\beta \rho} 2\pi a d\rho =$$

$$= \frac{1}{2} |A|^2 (1 - e^{-2\beta L}) \frac{\omega \text{Re}[\beta J_1^2]}{\gamma_c^2} \int_0^a \text{Im} \left[ J_0(y_c a) e_c^+ J_1(y_c a) \right]$$

(10.16.8)

The integrals remain as an exercise in Problem 10.7 to show the equality of the two expressions in Eqs. (10.16.7) and (10.16.8). Canceling some common factors, this amounts to showing the equality of the two following sides:

$$2\beta I \frac{\text{Re}[\beta J_1^2]}{\gamma_c^2} \frac{\text{Im}[y_c J_1(y_c a)]}{\text{Im}[y_c^+]^2} + \text{Im} \left[ J_0(y_c a) J_1(y_c a) \right]$$

(10.16.9)

$$= \varepsilon_c \frac{\text{Im}[y_1 J_0(y_c a)]}{\text{Im}[y_c^+]} + \frac{\beta |J_1(\gamma_c \rho)|^2}{\gamma_c^2} \frac{\text{Im}[y_c J_1(y_c a)]}{\text{Im}[y_c^+]^2}$$

10.17 Connection to Zenneck Surface Wave

We mentioned earlier that the Zenneck surface wave is the planar limit of the Sommerfeld wave. Indeed, in the limit of large radius, $a \to \infty$, the ratios of both the Hankel functions and the Bessel functions in the characteristic equation (10.15.9) converge to $+j$, resulting in the equation:

$$\frac{Y}{\varepsilon_a} = \frac{Y_c}{\varepsilon_c}$$

(10.17.1)
which is precisely the characteristic equation of the Zenneck case that we considered in Sec. 7.10. Solving it for $\beta$ gives rise to,

$$\beta = k_0 \sqrt{\frac{\varepsilon_a \varepsilon_c}{\varepsilon_a + \varepsilon_c}}, \quad Y = k_0 \sqrt{\frac{\varepsilon_a^2}{\varepsilon_a + \varepsilon_c}}, \quad Y_c = k_0 \sqrt{\frac{\varepsilon_c^2}{\varepsilon_a + \varepsilon_c}} \tag{10.17.2}$$

For completeness, we give the form of the fields above and below the interface at $x = 0$,

$$\begin{array}{c|c}
0 \leq x & x > 0 \\
E_x &= E_0 e^{j\gamma x} \\
E_z &= E_0 e^{j\gamma x} \quad \text{(10.17.3)} \\
E_y &= \frac{\beta}{Y} e^{j\gamma x} \\
H_x &= E_0 \frac{k_0 \varepsilon_c}{\eta_0 \gamma c} e^{j\gamma x} \\
H_y &= E_0 \frac{k_0 \varepsilon_c}{\eta_0 \gamma c} e^{j\gamma x} \\
H_z &= \sqrt{\frac{k_0^2 \varepsilon_a - \beta^2}{\varepsilon_a \varepsilon_c - \beta^2}} \\
y &= \sqrt{\frac{k_0^2 \varepsilon_a - \beta^2}{\varepsilon_a \varepsilon_c - \beta^2}}
\end{array}$$

where $E_0$ is a constant. These agree with the results of Sec. 7.10 after remapping the notation by the replacements, $z \rightarrow -x$, $x \rightarrow z$, $k_x \rightarrow \beta$, $k_z \rightarrow y$, $k_y \rightarrow y_c$.

They can be derived more directly by solving the TM propagation problem in Cartesian coordinates using Eqs. (9.3.10), and applying the boundary conditions at the planar interface. They can also be derived as the large-radius limit of the wire solutions. To see this, let us renormalize Eqs. (10.15.7) with respect to their values at the surface of the conductor, i.e., by replacing $A, B$ from the relationship, $A J_0(y_c a) = B H_0^{(1)}(ya) = E_0$,

from which the $x > 0$ expressions in Eq. (10.17.3) are obtained. The corresponding asymptotic expressions for $J_0(u), J_1(u)$ are given as follows [1790], assuming that $u$ has a large and negative imaginary part,

$$J_0(u) = \sqrt{\frac{2}{\pi u}} \cos(u - \frac{\pi}{4}) = -\frac{1}{2\pi u} e^{j(u - \frac{\pi}{4})}, \quad \text{Im}(u) < 0 \tag{10.17.5}$$

and from these we obtain the limits, which give rise to the $x < 0$ expressions in (10.17.3),

$$J_0(\gamma c \rho) = \frac{\alpha}{\rho} e^{j\gamma c (\rho - a)} = \frac{\alpha}{\rho} e^{j\gamma c x} \rightarrow e^{j\gamma c x}$$

$$J_1(\gamma c \rho) = \frac{\alpha}{\rho} e^{j\gamma c (\rho - a)} e^{-2j\gamma c x} = -j \frac{\alpha}{\rho} e^{j\gamma c x} \rightarrow -j e^{j\gamma c x}$$

Like the Sommerfeld wave, the Zenneck wave exhibits a strong skin effect within the conductor, but weak bounding on the air side, and low attenuation in the direction of propagation. For a good conductor, we have $|\varepsilon_c| \gg \varepsilon_a$, and we can approximate $\varepsilon_c$ as in the wire case,

$$\varepsilon_c = -j \frac{\sigma}{\omega \varepsilon_0}, \quad y_c = \frac{\varepsilon_0 \sqrt{\varepsilon_c}}{1 + \frac{\varepsilon_a}{\varepsilon_c}} \approx \varepsilon_0 \sqrt{\varepsilon_c} \approx \frac{-j}{\delta}, \quad \delta = \frac{2}{\sigma \mu_0 \omega}$$

Thus, the fields are attenuating rapidly, within a skin depth $\delta$, inside the conductor, $e^{i\gamma c x} \approx e^{i\gamma c x} e^{-1/\delta}$, for $x < 0$, but not so rapidly outside since $|y| < k_0$. Indeed, we have in terms of the dimensionless parameter $\sigma/(\omega \varepsilon_0) \gg 1$, setting $\varepsilon_a = 1$,

$$y = \frac{y_c \varepsilon_a}{\varepsilon_c} \approx \frac{k_0 \sqrt{\varepsilon_c}}{\varepsilon_c} = k_0 \sqrt{\frac{\varepsilon_c}{\varepsilon_c}} = y_R + jy_I, \quad y_R = y_I = \frac{k_0}{\sqrt{2\sigma \omega \varepsilon_0}} \ll k_0$$

similarly, the propagation constant $\beta$ has a very small imaginary part,

$$\beta = \beta_R - j\beta_I = k_0 \sqrt{\frac{\varepsilon_c}{1 + \varepsilon_c}} = k_0 \sqrt{\frac{1}{1 + \varepsilon_c}} \approx k_0 \left(1 - \frac{1}{2\varepsilon_c}\right) = k_0 - jk_0 \frac{\omega \varepsilon_0}{2\sigma}$$

The Sommerfeld wave provides a nice illustration of the skin effect in a round wire. Within the wire, the total current density includes both the conduction and displacement currents,

$$J = \sigma E + j\omega \varepsilon_0 E = (\sigma + j\omega \varepsilon_0) E = j\omega \varepsilon_0 E$$

For a good conductor, we typically ignore the displacement current, writing, $J = \sigma E$. For either $J$, the current density in the $z$-direction is proportional to $E_z$, and therefore,
we have the same relationship as (10.15.20). Indeed, writing \( E_x(\rho) = AJ_0(\gamma_c \rho) \) from Eq. (10.15.7), and setting, \( J_x = j\omega \epsilon_c E_x \), we have,

\[
\frac{J_x(\rho)}{J_x(a)} = \frac{E_x(\rho)}{E_x(a)} = \frac{J_0(\gamma_c \rho)}{J_0(\gamma_c a)}, \quad \rho \leq a \tag{10.18.1}
\]

If we make the approximation \( \gamma_c \approx k_c \sqrt{\frac{\epsilon_c}{\sigma}} \approx (1 - j)\sqrt{\frac{\sigma \omega}{2}} = (1 - j)/\delta \), then the results are equivalent to those obtained by the standard textbook treatments of the skin effect that (i) ignore the displacement current, (ii) assume no z-dependence, and (iii) consider the fields only inside the wire. Here, the \( z \)-dependence comes from the assumed factor \( e^{-\beta z} \) which could be set to unity for distances that are much less than a wavelength, \( z \ll \sqrt{\frac{2}{k_c}} \approx 1/\beta \).

A typical plot of Eq. (10.18.1) is depicted in Fig. 10.15.3. The numerical issues regarding the evaluation of the ratio (10.18.1) were discussed in Example 10.15.2. Within a very narrow layer of width a few skin depths \( \delta \) from the surface, \( \rho \approx a \), the ratio decays exponentially with distance, \( |e^{\gamma_c (\rho-a)}| = e^{-a/\delta} \).

The total current \( I \) flowing in the \( z \)-direction is obtained by integrating \( J_z(\rho) = j\omega \epsilon_c E_z(\rho) = j\omega \epsilon_c A J_0(\gamma_c \rho) \), over the cross-sectional area of the wire:

\[
I = \int_0^a J_z(\rho) 2\pi \rho d\rho = 2\pi j\omega \epsilon_c A \int_0^a \rho J_0(\gamma_c \rho) d\rho = 2\pi a A \frac{J_0(\gamma_c a)}{\gamma_c} \tag{10.18.2}
\]

where we used the indefinite integral, \( \int u J_0(u) du = -u J_1(u) \), and the fact that \( J_1(0) = 0 \). From Eq. (10.15.7), we recognize this as, \( I = 2\pi a H_\phi(a) \), which is a consequence of Ampère’s law, obtained by integrating \( H_\phi \) around the contour \( \rho = a \). From the current \( I \), we may derive the internal impedance of the wire (per unit wire length):

\[
Z = \frac{E_x(a)}{I} = \frac{2\pi a A J_0(\gamma_c a)}{\gamma_c J_1(\gamma_c a)} = \frac{\gamma_c J_0(\gamma_c a)}{2\pi a J_1(\gamma_c a)}
\]

and with the approximations, \( \gamma_c \approx (1 - j)/\delta = (1 - j)\sqrt{\frac{\sigma \omega}{2}}, \) and \( J_0(\gamma_c a) \approx \sigma \), we obtain the standard textbook formula,

\[
Z = \frac{\gamma_c J_0(\gamma_c a)}{2\pi a \sigma J_1(\gamma_c a)} \quad \text{(impedance of round wire)} \tag{10.18.3}
\]

In the low-frequency limit, \( a/\delta = a\sqrt{\frac{\sigma \omega}{2}} \to 0 \), we may use the following second-order Taylor expansion, valid for small \( u \),

\[
u J_0(u) \approx 1 - \frac{u^2}{8}
\]

to obtain,

\[
Z = \frac{1}{\pi a^2 \sigma} \gamma_c a \frac{J_0(\gamma_c a)}{2 J_1(\gamma_c a)} \approx \frac{1}{\pi a^2 \sigma} \left[ 1 - \frac{(\gamma_c a)^2}{8} \right]
\]

or, because, \( \gamma_c^2 = (1 - j)^2/\delta^2 = (1 - j)^2 \omega \mu_0 \sigma/2 = -j\omega \mu_0 \sigma /2 \),

\[
Z_{\text{low}} = \frac{1}{\pi a^2 \sigma} + j\omega \frac{\mu_0}{8\pi} \quad \text{(low-frequency wire impedance)} \tag{10.18.4}
\]

Comparing with \( Z = R + j\omega L \), we obtain the standard low-frequency DC resistance and the internal self-inductance per unit length of the wire,

\[
R = \frac{1}{\pi a^2 \sigma}, \quad L = \frac{\mu_0}{8\pi} \tag{10.18.5}
\]

On the other hand, for high frequencies, \( a/\delta = a\sqrt{\frac{\sigma \omega}{2}} \to \infty \), we may replace the Bessel function ratio by \( J_0/J_1 = j, \) and \( J_0 = (1 + j)/\delta \), to get,

\[
Z_{\text{high}} = \frac{1 + j}{2\pi a \delta \sigma} \quad \text{(high-frequency wire impedance)} \tag{10.18.6}
\]

Eq. (10.18.6) is originally due to Rayleigh [1293]. Recalling from Sec. 2.8 that the surface resistance of a good conductor is \( R_s = 1/(\sigma \delta) \), we may rewrite (10.18.6) as,

\[
Z_{\text{high}} = \frac{1 + j}{2\pi a \delta \sigma} = \frac{(1 + j) R_s}{2\pi a} \tag{10.18.7}
\]

The DC resistance per unit length of a wire of arbitrary cross-sectional area \( S \) is given by \( R = 1/(\sigma \delta) \), and is derived by assuming that the current density is uniform over the area \( S \). For the round wire, we have \( S = \pi a^2 \). At high frequencies, the same formula would imply from (10.18.6) that \( S \to 2\pi a \delta \), that is, the current is effectively confined to flow within a narrow ring of radius \( a \) and width \( \delta \), as shown in Fig. 10.18.1.

![Fig. 10.18.1 Effective areas of current distribution at low and high frequencies.](image)

We note in passing that the low frequency self-inductance \( L \) of Eq. (10.18.5) is usually derived using energy considerations, by considering the magnetic energy enclosed in a unit-length cylindrical volume of the conductor, and setting,

\[
\frac{1}{2} L_1 I^2 = \int_0^a \frac{1}{2} \mu_0 H_\phi^2 2\pi \rho d\rho
\]

Since the current density is assumed to be uniform, the amount of current enclosed within a radius \( \rho \) is given by \( J_2 \pi \rho^2 \), with total current \( I = J_2 \pi a^2 \). Then, Ampère’s law gives \( J_2 \pi \rho^2 = 2\pi \mu_0 H_\phi(\rho) \), resulting in, \( H_\phi(\rho) = J_2 \rho / (2 \pi a^2) \). Inserting this into the above energy relation we find,

\[
\frac{1}{2} L_1 I^2 = \frac{\mu_0 I^2}{4\pi a^4} \int_0^a \rho^3 d\rho = \frac{1}{2} \frac{\mu_0}{8\pi} I^2 \Rightarrow L = \frac{\mu_0}{8\pi}
\]

The same expression for \( H_\phi \) can also be obtained from (10.15.7) in the low-frequency limit, \( \gamma_c \to 0 \), by using the small argument expansion \( J_1(\gamma_c a) \approx \gamma_c a/2 \).
Finally, we comment on Ampère’s law applied to the outside of the wire. In Fig. 10.15.3, the field \( E_z \), outside the wire, is due to the displacement current only. If we apply Ampère’s law to a contour of radius \( r \), with \( r > a \), the total enclosed current, \( I_r = 2 \pi r H_\phi (r) \), would consist of both the conduction and the displacement currents. The current density, \( J_z \), is given as follows inside and outside the conductor, from (10.15.7),

\[
J_z(\rho) = \begin{cases} 
\frac{j \omega \varepsilon_c A J_0(\gamma_c \rho)}{\rho}, & \rho < a \\
\frac{j \omega \varepsilon_0 B H_0^{(1)}(\gamma \rho)}{\rho}, & \rho \geq a
\end{cases}
\]

The total current crossing the area of radius \( r > a \) can be split into two parts:

\[
I_r = \int_0^r J_z 2 \pi \rho d\rho + \int_a^r J_z 2 \pi \rho d\rho = \int_0^a A J_0(y_{c\rho}) 2 \pi \rho d\rho + \int_a^r B H_0^{(1)}(y \rho) 2 \pi \rho d\rho
\]

\[
= 2 \pi a \frac{j \omega \varepsilon_c}{Y_c} J_1(y_c a) + \frac{2 \pi r B}{Y} \frac{j \omega \varepsilon_0}{Y} H_1^{(1)}(ya) - 2 \pi a B \frac{j \omega \varepsilon_0}{Y} H_1^{(1)}(ya)
\]

\[
= 2 \pi r B \frac{j \omega \varepsilon_0}{Y} H_1^{(1)}(yr) = 2 \pi r H_\phi(r)
\]

where we used Eqs. (10.15.7), the boundary conditions (10.15.8), and the indefinite integral, \( \int u H_0^{(1)}(u) du = u H_1^{(1)}(u) \).

The skin effect is discussed in most textbooks. A few references are [1054–1058], in which one can find additional ones, including historical references.

### 10.19 Goubau Line

The Goubau line, or Harms-Goubau line, refers to a TM surface wave propagating along a dielectric coated conductor, depicted in Fig. 10.19.1. It was considered first by Harms in 1907, and studied extensively in the 1950s by Goubau as an alternative to the Sommerfeld line that provides better lateral confinement [984–999]. Interest in the Goubau line has been renewed in the 2000s for use in THz applications [1000–1016].

In the Sommerfeld wire, the finite conductivity of the conductor was essential in order to render the lateral wavenumber complex-valued for lateral confinement. In the Goubau line case, this is not necessary and we will initially assume that the conductor is perfect and that the dielectric coating is lossless. Ohmic and dielectric losses can then be taken into account approximately.

In Fig. 10.19.1, let \( a, b \) be the inner radius of the conductor and the outer radius of the dielectric coating, so that the coating thickness is, \( d = b - a \), and let \( \varepsilon_d \) be the relative permittivity of the coating. Assuming cylindrical symmetry, the TM wave will have field components \( E_z, E_\rho, H_\phi \) that satisfy Eq. (10.15.4),

\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial E_z}{\partial \rho} \right) + y^2 E_z = 0, \quad y^2 = k_0^2 y - \beta^2
\]

with the assumed factor \( e^{j \omega t - j \beta z} \), and solution given as in Eq. (10.15.5),

\[
E_z = C_0(yp), \quad E_\rho = \frac{j \beta}{y} C_1(yp), \quad H_\phi = \frac{j k_0 \varepsilon}{\eta_0 y^2} C_1(yp)
\]

where \( C_n(yp), n = 0, 1 \), are linear combinations of the Bessel functions \( J_n(yp), Y_n(yp) \), or, the Hankel functions, \( H_n^{(1)}(yp) \).

Because the conductor was assumed to be perfect, and the dielectric, lossless, we are looking for solutions that have a real-valued propagation wavenumber \( \beta \). Let us denote the lateral wavenumber within the dielectric coating by \( h = \sqrt{k_0^2 \varepsilon_d - \beta^2} \). It may be assumed to be real-valued. But outside the coating, within the air, the wavenumber \( \gamma_a = \sqrt{k_0^2 \varepsilon_a - \beta^2} \) must necessarily be pure imaginary in order to guarantee that the fields decay rapidly at large radial distances. Setting for example, \( y_a = j \gamma_a \), with positive \( y \), it follows from Eq. (10.15.6) that the Hankel functions \( H_n^{(1)}(ya) \) will decay as follows with increasing \( \rho \to \infty \),

\[
H_n^{(1)}(ya) = H_n^{(1)}(jyp) \approx \sqrt{\frac{2}{\pi jy \rho}} e^{-\gamma \rho} e^{-(j(2n+1)\pi/4)} = \frac{1}{j^{n+1}} \sqrt{\frac{2}{\pi y \rho}} e^{-\gamma \rho}
\]

Thus, \( y_a^2 = -y^2 = k_0^2 \varepsilon_a - \beta^2 \), or, \( \gamma = \sqrt{\beta^2 - k_0^2 \varepsilon_a} \). Since both \( y \) and \( h \) are real-valued, it follows that \( \beta \) must lie in the range,

\[
k_0 \sqrt{\varepsilon_a} \leq \beta \leq k_0 \sqrt{\varepsilon_d}
\]

The Hankel functions for imaginary argument are related to the modified Bessel functions of second kind, via the relationship [1790],

\[
K_n(u) = \frac{\pi}{2} j^{n+1} H_n^{(1)}(ju), \quad u > 0
\]
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which have the same asymptotic form as (10.19.3), for large positive $u$,

$$K_n(u) \approx \sqrt{\frac{2u}{\pi}} e^{-u}$$  \hspace{1cm} (10.19.6)

Thus, on the air side ($\rho > b$), instead of working with $H_n^m(jy\rho)$, it proves simpler to express the field solutions in terms of $K_n(y\rho)$. The Helmholtz equations (10.19.1) remain the same with the replacement, $\gamma \rho \rightarrow \gamma b$ instead of working with $J_n(x)$. It proves simpler to first cast it in the form,

$$\beta = k_0 \sqrt{\varepsilon_d - \beta^2}$$

The solutions are found after using the relationship, $\partial K_0(y\rho)/\partial \rho = -yK_1(y\rho)$,

$$E_z = E_1 K_0(y\rho), \quad E_\rho = -E_1 \frac{j\beta}{h} K_1(y\rho), \quad H_\phi = -E_1 \frac{j k_0 \varepsilon_a \partial E_z}{\eta_0 y^2} K_1(y\rho)$$  \hspace{1cm} (10.19.8)

where $E_1$ is a constant. Within the dielectric coating, $a \leq \rho \leq b$, the solution will be a linear combination of $J_0(h\rho), Y_0(h\rho)$, say, $Z_0(h\rho) = J_0(h\rho) - AY_0(h\rho)$, and will be given by (10.19.2),

$$E_z = E_0 Z_0(h\rho), \quad E_\rho = E_0 \frac{j\beta}{h} Z_1(h\rho), \quad H_\phi = E_0 \frac{j k_0 \varepsilon_a \partial E_z}{\eta_0 h^2} Z_1(h\rho)$$  \hspace{1cm} (10.19.9)

where $E_0$ is a constant, and $Z_1(h\rho) = J_1(h\rho) - AY_1(h\rho)$. To determine $A$, we demand that $E_z$ vanish on the surface of the perfect conductor, that is, at $\rho = a$,

$$E_z(a) = 0 \Rightarrow Z_0(ha) = J_0(ha) - AY_0(ha) = 0 \Rightarrow A = \frac{J_0(ha)}{Y_0(ha)}$$  \hspace{1cm} (10.19.10)

In summary, the field solutions are given as follows, in the coating and in the air,

$$
\begin{array}{ll}
\text{a} \leq \rho \leq \text{b} & \text{b} \leq \rho < \infty \\
E_z = E_0 Z_0(h\rho) & E_z = E_1 K_0(y\rho) \\
E_\rho = E_0 \frac{j\beta}{h} Z_1(h\rho) & E_\rho = -E_1 \frac{j\beta}{h} K_1(y\rho) \\
H_\phi = E_0 \frac{j k_0 \varepsilon_a \partial E_z}{\eta_0 h^2} Z_1(h\rho) & H_\phi = -E_1 \frac{j k_0 \varepsilon_a \partial E_z}{\eta_0 y^2} K_1(y\rho) \\
h = \sqrt{k_0^2 \varepsilon_d - \beta^2} & y = \sqrt{\beta^2 - k_0^2 \varepsilon_a}
\end{array}
$$  \hspace{1cm} (10.19.11)

and $Z_0, Z_1$ are defined as the functions,

$$Z_0(h\rho) = J_0(h\rho) - \frac{J_0(ha)}{Y_0(ha)} Y_0(h\rho)$$

$$Z_1(h\rho) = J_1(h\rho) - \frac{J_0(ha)}{Y_0(ha)} Y_1(h\rho)$$  \hspace{1cm} (10.19.12)

The boundary condition at the conductor surface ($\rho = a$) is built into the solution. The boundary conditions at the coating-air interface ($\rho = b$) are the continuity of the tangential electric and magnetic fields, $E_z, H_\phi$, resulting in the conditions:

$$E_0 Z_0(hb) = E_1 K_0(yb)$$  \hspace{1cm} (10.19.13)

Dividing the two sides, we obtain the characteristic equation that determines the propagation wavenumber $\beta$,

$$\frac{y}{h} = \frac{1}{\varepsilon_0} \frac{K_0(yb)}{Z_1(hb)} = F(\beta)$$  \hspace{1cm} (10.19.15)

where we may set $\varepsilon_0 = 1$ from now on. One way to solve this equation iteratively, is to first cast it in the form,

$$\frac{y}{h} = \frac{1}{\varepsilon_0} \frac{K_0(yb)}{Z_1(hb)} = F(\beta)$$  \hspace{1cm} (10.19.15)

and then solve the left-hand side for $\beta$,

$$y^2 = \frac{\beta^2 - k_0^2 \varepsilon_a}{k_0^2 \varepsilon_d - \beta^2} = F^2(\beta), \quad \text{or},$$

$$\beta = k_0 \sqrt{\frac{1 + \varepsilon_d F^2(\beta)}{1 + F^2(\beta)}}$$  \hspace{1cm} (10.19.16)

This can be turned in the following recursion, for $n = 0, 1, 2, \ldots$,

$$\beta_{n+1} = r k_0 \sqrt{\frac{1 + \varepsilon_d F^2(\beta_n)}{1 + F^2(\beta_n)}} + (1 - r) \beta_n$$  \hspace{1cm} (10.19.17)

where we introduced a relaxation parameter, $0 < r \leq 1$. The recursion can be initialized somewhere within the $\beta$ range (10.19.4), for example, $\beta_0 = 0.9 k_0 \sqrt{\varepsilon_d}$. The following MATLAB function, `goubau`, in the EWA toolbox, implements this iteration:

```matlab
be,ga,h,N,E,pd = goubau(a,b,ed,f,r,tol,be0)
```

% `a,b` = inner and outer radii [meters] % `ed` = relative dielectric constant of coating (ed>1) % `f` = vector of frequencies [Hz] % `r` = vector of frequencies [Hz] % `tol` = computational tolerance, default `tol` = 1e-10 % `be0` = initializing vector, size(f), default, `be0` = 0.999*k0*sqrt(ed) % `ga` = lateral decay constant [1/m], size(f)
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% h = lateral wavenumber in dielectric coating [rads/m], size(f)
% N = number of iterations to converge, scalar, represents all f
% E = computational error of characteristic equation, size(f)
% pd = proportion of transmitted power in dielectric coating

The iteration is stopped when two successive iterates are to within a prescribed error tolerance, that is, $|\beta_{n+1} - \beta_n| \leq \text{tol}$, typically with, $\text{tol} = 10^{-10}$, or smaller. The output parameter $p_d$ represents the proportion of transmitted power residing within the dielectric coating, and is a measure of confinement. Its calculation is explained below. The computational error output $E$ is the difference between the two sides of Eq. (10.19.15) for the last computed iterates,

$$E = \left| \frac{\mathcal{V}}{c} - F(\beta) \right|$$

Goubau [985] and King and Wiltsie [994] made certain approximations to the characteristic equation to cast it in a more manageable form. Such approximations are not necessary in the above iteration, which is implemented using MATLAB's built-in Bessel functions. The iteration is applicable over a wide range of frequencies, including THz.

Once the fields are determined for the ideal conductor and lossless dielectric case, they can be used to calculate the attenuation coefficient $\alpha$ (in nepers/m) along the line, following the procedures discussed in Sec. 9.2, that is,

$$\alpha = \frac{P'_{\text{loss}}}{2P_T}$$

(10.19.18)

where $P'_{\text{loss}}$ is the power loss per unit conductor length, and $P_T$, the transmitted power.

The power loss $P'_{\text{loss}}$ consists of a part due to the losses in the conductor, assuming a large but finite conductivity $\sigma$, and a part due to the losses in the dielectric coating, assuming a small (negative) imaginary part for the dielectric permittivity, $\epsilon I$. The two parts are given by,

$$P'_c = \int C \frac{1}{2} |R_x H_m|^2 d l, \quad P' = \sqrt{\frac{\mathcal{M}}{2\sigma}}$$

(10.19.19)

where $C$ is the periphery of the conductor, i.e., the circle of radius $\rho = a$, and $H_m$ is the tangential magnetic field on the surface, i.e., $H_\phi(\rho)$ for $\rho = a$, and $R_x$ is the surface impedance of the conductor. For the dielectric, $S$ is the cross-sectional annular area defined by $a \leq \rho \leq b$. Thus, the total loss is given by,

$$P'_{\text{loss}} = P'_c + P'_d = \frac{1}{2} |R_x|H_m(a)|^2 (2\pi a) + \frac{1}{2} \omega \epsilon I \int_a^b [|E|^2 + |E|^2] 2\pi \rho dp$$

(10.19.20)

The transmitted power is obtained by integrating the $z$-component of the Poynting vector on the cross-sectional areas of the coating and the air side,

$$P_T = \int_a^b \frac{1}{2} \Re [E_p H_m^*] 2\pi \rho dp + \int_\infty^b \frac{1}{2} \Re [E_p H_m^*] 2\pi \rho dp$$

(10.19.21)

From the solutions (10.19.11), we obtain,

$$P'_{\text{loss}} = \frac{1}{2} R_s(2\pi a) \frac{k_0^2 \epsilon^2}{\eta_0 h^2} Z_1^2(\hat{h}a) +$$

$$+ \frac{1}{2} \epsilon_0 \omega c \left[ \int_a^b Z_0^2(\hat{h} \rho) 2\pi \rho d \rho + \frac{\beta_0^2}{h^2} \int_a^b Z_1^2(\hat{h} \rho) 2\pi \rho d \rho \right]$$

$$P_T = \frac{1}{2} k_0 \epsilon_0 \epsilon I |E_0|^2 \int_a^b Z_1^2(\hat{h} \rho) 2\pi \rho d \rho + \frac{1}{2} \frac{k_0 \epsilon_0 \epsilon I |E_0|^2}{\eta_0 h^2} \int_\infty^b K_1^2(\hat{y} \rho) 2\pi \rho d \rho$$

(10.19.22)

Let us define the following normalized integrals that can be derived with the help of related integrals in [1790], and after using the condition $Z_0(\hat{h}a) = 0$,

$$U = \frac{1}{2} Z_1^2(\hat{h}a) \frac{2}{a^2} \int_a^b Z_1^2(\hat{h} \rho) \rho d \rho = \frac{b^2}{a^2} \frac{Z_1^2(\hat{h}b) - Z_0(\hat{h}b) Z_2(\hat{h}b)}{Z_1^2(\hat{h}a)} - 1$$

$$V = \frac{1}{2} Z_1^2(\hat{h}a) \frac{2}{a^2} \int_a^b Z_0^2(\hat{h} \rho) \rho d \rho = \frac{b^2}{a^2} \frac{Z_1^2(\hat{h}b) + Z_0(\hat{h}b)}{Z_1^2(\hat{h}a)} - 1$$

(10.19.23)

$$W = \frac{Z_1^2(\hat{h}b)}{Z_1^2(\hat{h}a)} \frac{1}{K_1^2(\hat{y}b)} \frac{2}{a^2} \int_0^\infty K_1^2(\hat{y} \rho) \rho d \rho =$$

$$= \frac{K_0(\hat{y}b)K_2(\hat{y}b) - K_1^2(\hat{y}b)}{K_1^2(\hat{y}b)}$$

(10.19.24)

where the subscript 2 refers to the Bessel functions of order two. Using the relationships (10.19.13) and (10.19.14), and setting $\epsilon_d = 1$, we may express $P'_{\text{loss}}$ and $P_T$ in terms of the quantities $U, V, W$,

$$P'_{\text{loss}} = \epsilon_0 |E_0|^2 \pi a^2 \frac{k_0^2 \epsilon^2}{\eta_0 h^2} Z_1^2(\hat{h}a) \frac{R_s}{a} + \frac{\eta_0 \tan \theta}{2k_0 \epsilon_d} (\beta^2 U + h^2 V)$$

(10.19.25)

$$P_T = \frac{1}{2} |E_0|^2 \pi a^2 \frac{k_0 \epsilon_0 \epsilon I}{\eta_0 h^2} \frac{R_s}{a} \frac{1}{\epsilon_d U + W}$$

(10.19.26)

Eq. (10.19.24) is equivalent to the results of [996]. By taking appropriate limits as $d/a = (b-a)/a \to 0$, we may obtain the approximation given by King-Wiltsie [994],

$$\alpha_{\text{app}} = \frac{k_0 a}{2\eta_0} \frac{R_s}{a} \frac{\eta_0 \tan \theta}{k_0 \epsilon_d} \frac{1}{\epsilon_d U + \frac{1}{4} \frac{d}{\epsilon_d} + \frac{1}{2} \frac{\beta^2}{\epsilon_d}}$$

(10.19.27)

1 after using the Bessel function identities [1790], $C_0(u) + C_2(u) = \frac{2}{u} C_1(u)$, $K_0(u) - K_2(u) = \frac{2}{u} K_1(u)$. 
where, to the same order of approximation, we can replace, \( \frac{d}{a} = \frac{b-a}{a} = \ln \left( \frac{b}{a} \right) \).

It follows also from Eq. (10.19.23) that the proportion of the transmitted power within the dielectric (one of the outputs of the function goubau) is given by,

\[
p_d = \frac{1}{\varepsilon_d} \frac{U}{U + W} = \text{proportion of power in dielectric coating}
\]

The following MATLAB function, goubatt, implements Eqs. (10.19.24) and (10.19.25):

\[
\text{[atot,ac,ad,app,pd] = goubatt(a,b,ed,f,be,sigma,tand)}
\]

% a,b = inner and outer radii [meters]
% ed = relative dielectric constant of coating (ed>1)
% f = vector of frequencies [Hz]
% be = propagation wavenumber in dielectric coating
% tand = loss tangent of dielectric coating
% % atot = total attenuation coefficient [nepers/m], size(f), atot = ac + ad
% % ac = attenuation due to conductor [nepers/m], size(f)
% % ad = attenuation due to dielectric [nepers/m], size(f)
% % app = total attenuation coefficient [nepers/m], King-Wiltse-Goubau approx
% % pd = proportion of transmitted power in dielectric coating
% % conversions: dB/m = 8.68589 * atot = 20*log10(exp(1)) * atot
% dB/100ft = 8.68589 * 30.48 * atot

The Goubau TM mode discussed in this section is the lowest mode propagating along a dielectric-coated metal wire. Higher modes exist and their cutoff frequencies have been discussed in [995,998]. The cutoff condition occurs when the lateral wavenumber \( h \) vanishes at \( \rho = b \). The characteristic equation (10.19.14) then implies that \( Z_0(h_0b) = 0 \), or, equivalently [998],

\[
Z_0(h_0b) = J_0(h_0b) - A Y_0(h_0b) = J_0(h_0a) Y_0(h_0b) = 0, \quad \text{or,}
\]

\[
J_0(h_0b) Y_0(h_0a) - J_0(h_0a) Y_0(h_0b) = 0, \quad h_0 = k_0 \sqrt{\varepsilon_d - 1} \quad (10.19.27)
\]

For given dimensions \( a, b \), this determines the maximum operating frequency of the lowest mode, or, conversely, given a frequency \( f \) and inner radius \( a \), it determines the largest radius \( b \) such that operation is restricted to the lowest mode. The MATLAB function, gcut, constructs this function, which may then be passed into fzero, to determine the cutoff frequency or cutoff radius \( b \), or, into the function plot as an aid for choosing the initial search points for fzero.

\[
G = \text{gcut}(a,b,ed,f) \quad \text{% Goubau line cutoff}
\]

Example 10.19.1: In order to get an idea of what the fields look like inside and outside the dielectric, consider an unrealistic example that has too large radii, \( a = 0.9 \text{ cm}, b = 1 \text{ cm} \), to be of practical importance in THz applications. The dielectric permittivity is taken to be \( \varepsilon_d = 2.54 \) (e.g., polystyrene rexolite), and the frequency, \( f = 100 \text{ GHz} \). Fig. 10.19.2 shows the longitudinal electric and magnetic fields, \( E_z(\rho), H_\phi(\rho) \) as functions of the radial distance \( \rho \). Note that \( E_z \) vanishes at \( \rho = a \), and both are normalized to unity at \( \rho = b \).

The following MATLAB code generates the graph of \( E_z \):

```
load mex_fi  % mexi file
f = 100e9;  % 100 GHz
ed = 2.54;  % ed = 2.54;
a = 0.9e-2;  % a = 0.9e-2;
b = 1.0e-2;  % b = 1.0e-2;
re1 = 0.5;  % relaxation parameter
rel = 0.5;  % rel = 0.5;

A = besselj(0,h*r)/bessely(0,h*r);  % uses default tol=1e-10
Z0 = @(r) besselj(0,h*r) - A*bessely(0,h*r);
[be,ga,h,N,E,pd] = goubau(a,b,ed,f,rel);  % % a,b = inner, outer radii [meters]
% ed = relative permittivity
% f = frequency [Hz]
% % constructs the function:
% G = J0(h0*b).*Y0(h0*a) - J0(h0*a).*Y0(h0*b);
% % vectorized either in b, or, in f
% % to be used with FZERO to find cutoff frequency or cutoff radius b:
% % fc = fzero(@(f) gcut(a,b,ed,f), f0); % search near f0
% % bc = fzero(@(b) gcut(a,b,ed,f, b0); % search near b0
% % a convenient initial search point is the lowest cutoff
% % of the planar version: f0*d0 = c0/sqrt(ed-1)/2, b0 = a+d0
% % the function can also be used to plot G vs. f or vs.b
```

![Fig. 10.19.2 Tangential electric and magnetic fields.](image-url)
Ezd = @(r) abs(Z0(r)/Z0(b)); % Ez in dielectric
Eza = @(r) abs(besselk(0,ga*r)/besselk(0,ga*b)); % Ez in air

r20 = fzero(@(r) Ez(r)-1/10, b) * 100; % 20-dB radius in cm

Ez = Ezd(r).* (r<b) + Eza(r).* (r>b);
figure; fill([0.9,0.9,1.1,0.1,0.9 0.9 0.9]); hold;
plot(r*100,Ez,'b--'); plot(r20,1/10,'r.', 'markersize',22);
xlabel('r (cm)'); ylabel('|E_z(r)|')

We observe how the electric field is concentrated in the vicinity of the dielectric surface at \( r = b \). The percentage of the transmitted power residing in the dielectric coating is at \( \rho = 64 \) cm, that is, only 1.45 mm from the dielectric surface. The 20-dB radius for the magnetic field is found in a similar fashion by solving the following equation, whose solution is \( r = 1.1449 \) cm, as well as

\[
\frac{H_\phi(r)}{H_\phi(b)} = \frac{K_0(yb)}{K_0(yb)} = \frac{1}{10} \quad (10.19.29)
\]

The computed wavenumbers were, \( [\beta, \gamma, h] = [26.0121, 15.4070, 20.9542] \) cm\(^{-1} \), the number of iterations of the iterative algorithm was \( N = 12 \), and the computational error, \( E = 1.11 \times 10^{-15} \), with an assumed tolerance of, \( tol = 10^{-10} \).

**Example 10.19.2:** This example is from King-Wiltse [994]. Consider a copper wire of radius, \( a = 0.995 \) cm, coated with a polystyrene dielectric of permittivity, \( \varepsilon_d = 2.54 \), and thickness, \( d = b - a = 0.005 \) cm, so that the outer radius is, \( b = a + d = 1 \) cm. The conductivity of copper is \( \sigma = 5.75 \times 10^7 \) siemens/m. The frequency is varied over, \( 10 \leq f \leq 1000 \) GHz.

The MATLAB code segment below, calculates the propagation wavenumber \( \beta \), as well as the phase and group velocities, \( v_{ph} = \omega/\beta \), \( v_g = d\omega/d\beta \). The graphs are shown in Figs. 10.19.3 and 10.19.4.

\[
c_0 = 299792458; \quad \text{% NIST value, m/sec, speed of light}
ff = logspace(1,3,201); \quad \text{% log-spacing in GHz, } 10^1 \leq ff \leq 10^3
f = 3e9*ff; \quad \text{% Hz}
w = 2*pi*f;
ed = 2.54; \quad \text{% polystyrene}
sig = 5.75e7; \quad \text{% copper conductivity}
a = 0.995e-2; \quad \text{% meters}
b = 1.000e-2; \quad \text{% d = b-a = 0.005e-2}
tol = 1e-10; rel = 0.3; \quad \text{% tolerance and relaxation parameters}
[be,ga,h,N,E] = goubau(a,b,ed,f,rel,tol); \quad \text{% coated}
\]

The graphs are shown in Figs. 10.19.3 and 10.19.4.
We observe that the coated case has substantially narrower lateral confinement, as quantified by the 20-dB radii, than the uncoated case, but at the expense of much larger attenuation. However, in THz applications, lateral confinement is more important than attenuation, because the relevant propagation distances are short, i.e., centimeters.
We note that $\beta \approx k_0$ for low frequencies, switching gradually to $\beta \approx k_0\sqrt{\varepsilon_d}$ at higher frequencies. This can be seen more clearly from the phase velocities, switching from near $c_0$ to near $c_0/\sqrt{\varepsilon_d}$. The flat parts are wider for the thicker coatings and cover the 1–10 THz range. Indeed, from the definitions of the group and phase velocities, one can show the relationship,

$$v_{ph} = \frac{\omega}{\beta}, \quad v_g = \frac{d\omega}{d\beta} \Rightarrow v_g = v_{ph} \frac{1}{1 - \beta'v_{ph}} \quad (10.19.30)$$

where $v'_ph = dv_{ph}/d\omega$, so that if $v_{ph}$ is constant over a band of $\omega$s, then so is $v_g$. The MATLAB code for computing $\beta$ and generating Figs. 10.19.7 and (10.19.8) is as follows,

```matlab
c0 = 299792458; % NIST value, m/sec, speed of light
ff = logspace(-1,1,100); % log-spaced in THz, 0.1 <= ff <= 10
f = 1e12*ff; w = 2*pi*f; % f in Hz
a = 100e-6; % 100 microns
ed = 2.54;% ed = 9; % uncomment this line for ed = 9
rel = 0.001; % relaxation parameter
d1 = 10e-6; % coating thickness
if ed==2.54, d2 = 100e-6; end
if ed==9.00, d2 = 50e-6; end
b1 = a+d1;
[bel,ga1,h1,N1,E1,Pd1] = goubau(a,b1,ed,f,rel); % uses tol=1e-10
b2 = a+d2;
[be2,ga2,h2,N2,E2,Pd2] = goubau(a,b2,ed,f,rel);
figure; loglog(ff,be1./1000,'b-', ff,be2./1000,'r--');
```

The percentage of power in the dielectric coating is shown in Fig. 10.19.9. We note that for the thicker coating almost 100% of transmitted power is contained in the coating, over the 0.5-10 THz range. The graphs were generated by the code,

```matlab
figure; semilogx(ff, 100*Pd1,'b-', ff, 100*Pd2,'r--');
```

The attenuations in dB/cm were computed by the following code and plotted in Fig. 10.19.10.

```matlab
sigma = 5.8e7; % copper conductivity
tand = 1e-3; % loss tangent
at1 = goubatt(a,b1,ed,f,bel,sigma,tand);
at2 = goubatt(a,b2,ed,f,be2,sigma,tand);
dbcm = 20*log10(exp(1))/100; % convert to dB/cm
figure; loglog(ff, at1*dbcm,'b-', ff, at2*dbcm,'r--');
```

Fig. 10.19.8 Phase velocity.

Fig. 10.19.9 Percentage of power in dielectric coating.

Fig. 10.19.10 Attenuation coefficient in dB/cm.
The attenuations are high, but still acceptable for propagation over short distances of the order of centimeters. The above frequency plots do not necessarily imply single-mode operation, because frequency range may exceed the cutoff frequencies of the lowest TM mode. The calculated cutoff frequencies with the help of the function, \( gcut \), are as follows,

\[
\begin{align*}
\varepsilon_d = 2.54 & \quad \text{thickness } d_1 & f_c = 12.0776 \text{ THz} \\
\varepsilon_d = 9 & \quad \text{thickness } d_2 & f_c = 5.2990 \text{ THz}
\end{align*}
\]

Single-mode operation is below these frequencies. They were computed by the following MATLAB code in which Eq. (10.20.6) was used as the initial search point for \( fzero \),

\[
\begin{align*}
b_1 &= a + d_1; \\
f10 &= c0/2/sqrt(ed-1)/d1; \\
f11 &= fzero(@(f) gcut(a,b1,ed,f), f10)
\end{align*}
\]

\[
\begin{align*}
b_2 &= a + d_2; \\
f20 &= c0/2/sqrt(ed-1)/d2; \\
f21 &= fzero(@(f) gcut(a,b2,ed,f), f20)
\end{align*}
\]

For the remainder of this example, let us fix the frequency to \( f = 10^{12} \) Hz, or, 1 THz. Figures 10.19.11 and 10.19.12 show the dependence of the wavenumber \( \beta \) and phase velocity \( v_{ph} \) on the coating thickness. As the thickness increases, and more of the wave resides in the coating, the phase velocity tends to that of the dielectric, i.e., \( c_0/\sqrt{\varepsilon_d} \).

![Fig. 10.19.11 Propagation wavenumbers vs. thickness at 1 THz.](image1)

The MATLAB code for generating these graphs is as follows. The power residing in the coating and the attenuations are also computed and plotted in Figs. 10.19.14 and 10.19.13. The function goubau is vectorized in the frequency variable \( f \), but not in the thickness \( b \).

\[
\begin{align*}
ff0 &= 1; \\
f0 &= 1e12*ff0; \\
w &= 2*pi*f0; \sigma &= 5.8e7; \tanb &= 1e-3;
\end{align*}
\]

\[
\begin{align*}
\text{if ed}=2.54, \quad \text{dd} &= \text{linspace}(1,120,120); \text{end} & \% \text{dd in microns} \\
\text{if ed}=9.00, \quad \text{dd} &= \text{linspace}(1,50,50); \text{end}
\end{align*}
\]

\[
\begin{align*}
f &= w.*be/c0; \\
\text{cm} &= 20*log10(exp(1))/100; \% \text{conversion to dB/cm}
\end{align*}
\]

![Fig. 10.19.12 Phase velocity vs. thickness at 1 THz.](image2)

For the thickness range for each \( \varepsilon_d \) was determined by finding the maximum thickness from the cutoff condition (10.19.27). For the given \( a,f \), the MATLAB function \( gcut \) can be used to find the cutoff width, as well as to plot the cutoff function (10.19.31) versus \( b \), as shown in Fig. 10.19.15.

![Fig. 10.19.13 Power in dielectric vs. thickness at 1 THz.](image3)
10.20 Planar Limit of the Goubau Line

The planar limit of the Goubau line, shown below, consists of a planar conductor with a thin dielectric coating of thickness, say, \( d \). It may be thought of as the limit of the Goubau line as the radii \( a, b \) tend to infinity, such that the difference, \( d = b - a \), remains finite. It was originally studied by Attwood [988] as a simplified version of the Goubauline. The conductor is assumed to be perfect and the dielectric, lossless.

![Planar Limit of the Goubau Line](image)

To see how this evolves from the Goubau solution, let us rewrite Eq. (10.19.11) in a normalized way by making the substitutions for the constants \( E_0, E_1 \) and the cutoff function, \( G(d) \), as follows:

\[
G(b) = J_0(h_0 b) Y_0(h_0 a) - J_0(h_0 a) Y_0(h_0 b) \quad (10.19.31)
\]

The computed values of the cutoff thicknesses were \( d_c = 52.88 \mu m \) for \( \varepsilon_d = 2.54 \), and \( d_c = 119.88 \mu m \) for \( \varepsilon_d = 9 \). The MATLAB code is given below:

```matlab
f0 = 1e12; a=100e-6;
d0 = c0/2/sqrt(ed-1)/f0; % see Eq. (10.20.6)
b0 = a+d0; % initial search point for fzero
dc = fzero(@(b) gcut(a,b,ed,f0), b0) - a; % cutoff thickness
dd = linspace(0,200,201);d=d d* 1e-6; % dd in microns, d in meters
b = a + d; figure; plot(dd,gcut(a,b,ed,f0),'b-', dc*1e6, 0, 'r.);
```

In conclusion, for THz applications, one can find a range of parameters \( a, b, \varepsilon_d \) of the Goubau line that allows single-mode operation, high lateral confinement, acceptable attenuation, and low dispersion.

\( \blacksquare \)
\[
Z_0(h\rho) = \sqrt{\frac{b}{\rho}} \cdot \frac{\sin(h(\rho - a))}{\sin(h(b - a))} \cdot \sqrt{\frac{a + d}{a + x}} \cdot \frac{\sin(hx)}{\sin(hd)}
\]
\[
Z_1(h\rho) = \sqrt{\frac{b}{\rho}} \cdot \frac{\cos(h(\rho - a))}{\sin(h(b - a))} = \sqrt{\frac{a + d}{a + x}} \cdot \frac{\cos(hx)}{\sin(hd)} - \frac{\cos(h(x - d))}{\sin(hd)}
\]
(10.20.3)

\[
K_0(y\rho) = \frac{K_1(y\rho)}{K_0(y\rho)} = \sqrt{\frac{b}{\rho}} \cdot \frac{e^{-y(h-a)}}{\sqrt{\frac{a + d}{a + x}} \cdot e^{-y(x-d)} - e^{-y(x-d)}}
\]

For example, we have for \(n = 0, 1,\)
\[
Z_n(h\rho) = J_n(h\rho) - \frac{J_0(h\rho)}{Y_0(h\rho)} \cdot Y_n(h\rho)
\]
\[
= \frac{2}{\pi h\rho} \cdot \left[ \cos(h\rho - \frac{\pi}{4} - n\pi) - \cos(h\rho - \frac{\pi}{4} - n\pi) \sin(h\rho - \frac{\pi}{4} - \frac{n\pi}{2}) \right]
\]
\[
= \frac{2}{\pi h\rho} \cdot \left( -\sin(h\rho - \frac{\pi}{4} - n\pi) \right)
\]
The characteristic equation (10.19.14) simplifies as follows, at \(\rho = b,\) or, \(x = d,\)
\[
\frac{h}{\varepsilon_d} Z_0(hb) = \frac{y}{\varepsilon_d} K_0(yb) \Rightarrow \frac{h}{\varepsilon_d} \sin(hd) = \frac{y}{\varepsilon_d}, \text{ or, }
\]
\[
\frac{h}{\varepsilon_d} = \tan(hd) = \frac{y}{\varepsilon_d}
\]
(10.20.4)

As shown by King-Wiltse [994], this simplified form of the characteristic equation can be used as a substitute of (10.19.14) at higher frequencies, near THz. Similarly, the field solutions (10.20.1) become,

\[
\begin{align*}
0 \leq x & \leq d & & d \leq x < \infty \\
E_z &= E_0 \frac{\sin(hx)}{\sin(hd)} & E_z &= E_0 e^{-y(x-d)} \\
E_x &= -E_0 \frac{j\beta \cos(hx)}{h} \frac{\sin(hd)}{\sin(hx)} & E_x &= -E_0 \frac{j\beta}{y} e^{-y(x-d)} \\
H_y &= -E_0 \frac{jk_0 \varepsilon_d \cos(hx)}{\eta_0 h} \frac{\sin(hd)}{\sin(hx)} & H_y &= -E_0 \frac{j\kappa_0 \varepsilon_d}{\eta_0 y} e^{-y(x-d)} \\
h &= \sqrt{k_0^2 \varepsilon_d - \beta^2} & y &= \sqrt{\beta^2 - k_0^2 \varepsilon_d}
\end{align*}
\]
(10.20.5)

where they must be multiplied by \(e^{j\omega t - j\beta z}\). The tangential component \(E_z\) vanishes on the (assumed perfect) conductor at \(x = 0,\) and it matches the air side at \(x = d.\) The matching of \(H_y\) at \(x = d\) is equivalent to Eq. (10.20.4).

As in the case of the Goubau line, the cutoff condition is \(y = 0,\) which implies through (10.20.4) that \(\tan(hd) = 0, h_0 = k_0\sqrt{\varepsilon_d - 1}\). The lowest cutoff corresponds to \(h_0 d = \pi,\) or, expressed as a frequency-thickness relation,

\[
f \, d = \frac{c_0}{2\varepsilon_d - 1}
\]
(10.20.6)

The characteristic equation (10.20.4) can be solved recursively using the same iterative procedure as for the Goubau line, that is, by writing it in the following form,
\[
\frac{h}{\varepsilon_d} \tan(hd) = F(\beta)
\]
with \(\varepsilon_d = 1,\) and solving the left-hand side for \(\beta,\)
\[
\beta = k_0 \sqrt{\frac{1 + \varepsilon_d F^2(\beta)}{1 + F^2(\beta)}}
\]
(10.20.7)

and turning it into the recursion, for \(n = 0, 1, 2, \ldots,\)
\[
\beta_{n+1} = r k_0 \sqrt{\frac{1 + \varepsilon_d F^2(\beta_n)}{1 + F^2(\beta_n)}} + (1 - r) \beta_n
\]
(10.20.8)

where \(r\) is a relaxation parameter, \(0 < r \leq 1.\) The following MATLAB function, attw, implements this iteration:

\[
\begin{align*}
[b,e,g,h,N,E,pd] &= attw(d,ed,f,r,tol,be0) % Attwood surface waveguide \\
[b,e,g,h,N,E,pd] &= attw(d,ed,f,r,tol) (be0 = 0.999*k0*sqrt(ed)) \\
[b,e,g,h,N,E,pd] &= attw(d,ed,f,r) (tol = 1e-10)
\end{align*}
\]

% tol = computational tolerance, default tol = 1e-10% be0 = initializing vector, size(f), default be0 = ... E = computational error of characteristic equation, size(f)% pd = proportion of transmitted power in dielectric coating

The attenuation coefficient may be computed by,
\[
\alpha = \frac{P_{\text{loss}}}{2 P_t}
\]
(10.20.9)

where \(P_{\text{loss}}\) is the power loss per unit conductor length, and \(P_t,\) the transmitted power.

The two parts of \(P_{\text{loss}}\) due to the losses in the conductor and to the losses in the dielectric coating are given as follows, relative to a finite strip in the \(y\)-direction of width, \(\Delta y = 1\) meter,
\[
P'_{\text{loss}} = P'_c + P'_d = \frac{1}{2} R_s \left| H_y \right|^2 \bigg|_{x=0} + \frac{1}{2} \omega \varepsilon_l \int_0^d \left[ |E_z|^2 + |E_x|^2 \right] \, dx
\]
(10.20.10)
where, in terms of the loss-tangent of the dielectric, $\epsilon_l = \epsilon_0 \epsilon_I = \epsilon_0 \epsilon_d \tan \theta$. The transmitted power is obtained by integrating the $z$-component of the Poynting vector on a $dx \cdot dy$ cross-sectional area of the coating and the air side,

$$P_T = \int_0^d \frac{1}{2} \text{Re}[E_z H_z^*] \, dx + \int_d^\infty \frac{1}{2} \text{Re}[E_z H_z^*] \, dx$$  \hfill (10.20.11)

Using the solutions (10.20.5), the indicated integrals can be done easily, resulting in,

$$P_{\text{loss}}' = \frac{|E_0|^2 k_0^2 \gamma^2}{2 \eta_0^2 h^2 \sin^2(\beta_d h)} \left\{ R_s + \frac{\eta_0 \tan \theta}{2 k_0 \epsilon_d} \left( \beta^2 \left[ d + \sin(2\beta_d h) \right] + \frac{h^2}{\gamma} \left[ d - \sin(2\beta_d h) \right] \right) \right\}$$

$$P_T' = \frac{|E_0|^2 |\beta| k_0^2 \gamma^2}{4 \eta_0^2 h^2 \sin^2(\beta_d h)} \left\{ \frac{1}{\epsilon_d} \left[ d + \sin(2\beta_d h) \right] + \frac{\cos^2(\beta_d h)}{\gamma} \right\}$$

where we used Eq. (10.20.4) and set $\epsilon_d = 1$. Dividing, we obtain the total attenuation coefficient, with the $R_s$ term representing the conductor losses, and the $\tan \theta$ term, the dielectric ones,

$$\alpha = \frac{k_0}{\beta \eta_0} \cdot \frac{R_s + \eta_0 \tan \theta}{2 k_0 \epsilon_d} \left( \beta^2 \left[ d + \sin(2\beta_d h) \right] + \frac{h^2}{\gamma} \left[ d - \sin(2\beta_d h) \right] \right)$$  \hfill (10.20.12)

It also follows from the expression for $P_T$ that the proportion of the transmitted power within the dielectric is given by,

$$p_d = \frac{1}{\epsilon_d} \left[ d + \frac{\sin(2\beta_d h)}{2h} \right] + \frac{\cos^2(\beta_d h)}{\gamma} = \text{power in dielectric}$$  \hfill (10.20.13)

The following MATLAB function, `attwatt`, implements Eqs. (10.20.12) and (10.20.13):

```matlab
[attot,ac,ad,pd] = attwatt(d,ed,f,be,sigma,tand)
```

- `d` = coating thickness [meters]
- `ed` = relative dielectric constant of coating (ed>1)
- `f` = vector of frequencies [Hz]
- `be` = propagation wavenumber [rads/m], same size as `f`, obtained from GOUBAU
- `sigma` = conductivity of inner conductor [siemens/m]
- `tand` = loss tangent of dielectric coating, scalar, or, size(f)

% % atot = total attenuation coefficient [nepers/m], size(f)
% % ac = attenuation due to conductor [nepers/m], size(f)
% % ad = attenuation due to dielectric [nepers/m], size(f)
% % pd = proportion of transmitted power in dielectric coating

% % conversions: dB/m = 8.68589 * atot = 20*log10(exp(1)) * atot
% % dB/100ft = 8.68589 * 30.48 * atot

Example 10.20.1: This example is from [988] and demonstrates that the planar version behaves very similarly to the Goubau line with respect to the dependence of the wavenumber $\beta$ and attenuation $\alpha$ on frequency and coating thickness.

Consider a copper planar conductor with conductivity $\sigma = 5.8 \times 10^7$ siemens/m, covered with a dielectric coating of permittivity $\epsilon_d = 4$. Three coating thicknesses are compared, $d_1 = 1$ mm, $d_2 = 5$ mm, and $d_3 = 10$ mm, over the frequency range, $0.3 \leq f \leq 30$ GHz. Figs. 10.20.1 and 10.20.2 show the propagation and lateral wavenumbers $\beta$, $\gamma$, as well as the phase velocities, $v_{ph} = \omega / \beta$, and percentage of power in the dielectric for the three thicknesses.

![Fig. 10.20.1 Propagation and lateral wavenumbers, $\beta$, $\gamma$, vs. frequency.](image)

![Fig. 10.20.2 Phase velocities and power in dielectric.](image)

As in the Goubau line case, the wavenumber $\beta$ switches gradually from near $\beta = k_0$ to near $\beta = k_0 / \sqrt{2}$. As the coating thickness and frequency increase, the power confinement in the coating increases, while the field strength outside the coating decreases with distance, as measured by the value of the decay constant $\gamma^{-1}$. The following MATLAB code generates the graphs,

```
c0 = 299792458;
ed = 4;
```
10.20. Planar Limit of the Goubau Line

\[ d_1 = 1 \text{e-3}; \quad d_2 = 5 \text{e-3}; \quad d_3 = 10 \text{e-3}; \quad \% \text{meters} \]

\[ ff = 3^4 \log\text{space}(-1,1,100); \quad \% \text{0.3} <= ff <= 30 \text{ GHz} \]

\[ f = ff * \text{i}e9; \quad \% \text{Hz} \]

\[ \text{rel} = 0.01; \quad \% \text{relaxation parameter} \]

\[ \text{rel} = 0.01; \quad \% \text{relaxation parameter} \]

As expected, the attenuation in the dielectric increases with thickness and frequency. □

10.21 Problems

10.1 Prove Eq. (10.3.8). To do so, introduce the following polar forms,

\[ -\varepsilon_f = \varepsilon_R + j\varepsilon_I, \quad \varepsilon_c = \varepsilon_R - j\varepsilon_I, \quad \text{and} \quad \varepsilon_s = \varepsilon_R + j\varepsilon_I. \]

Then, using Eqs. (10.2.6) and some trig identities, show that Eq. (10.3.8) reduces to the equivalent condition,

\[ |\varepsilon_f| (\sin \theta + \sin (\phi - \theta)) + \varepsilon_c (\sin \theta - \sin \phi) = \varepsilon_I \left(1 + \frac{\varepsilon_c}{|\varepsilon_f|}\right) \]

Then, verify this condition by first proving the relationships,

\[ \sin (\phi - \theta) = \frac{\varepsilon_c \varepsilon_I}{|\varepsilon_f| \cdot |\varepsilon_f + \varepsilon_c|}, \quad \sin \theta = \frac{\varepsilon_I}{|\varepsilon_f|}, \quad \sin \phi = \frac{\varepsilon_I}{|\varepsilon_f + \varepsilon_c|}. \]

10.2 Prove Eqs. (10.3.9)-(10.3.11) and thereby prove the equality \( v_\text{g} = v_\text{a} \) for the lossless case of surface plasmons along a single metal-dielectric interface.

10.3 Using some hyperbolic trigonometric identities, show that Eq. (10.1.6) for the transverse magnetic field in a plasmonic waveguide can be written in the following equivalent forms, which are commonly found in the literature,

\[ H_y(x) = H_1 \cdot \begin{cases} \cosh(y(x-a)) \pm \frac{\alpha_c}{\gamma} \sinh(y(x-a)), & |x| \leq a \\ e^{-\alpha_c(x-a)}, & x > a \end{cases} \]

and

\[ H_y(x) = H_2 \cdot \begin{cases} \cosh(y(x+a)) \pm \frac{\alpha_c}{\gamma} \sinh(y(x+a)), & |x| \leq a \\ e^{-\alpha_c(x+a)}, & x > a \end{cases} \]

and show that the new constants \( H_1, H_2 \) are related to \( H_0 \) of Eq. (10.1.6) by

\[ H_1 = H_0 \cosh(ya + \psi), \quad H_2 = H_0 \cosh(ya - \psi) \]

10.4 Consider a symmetric MDM plasmonic waveguide with film width 2\( a \) and permittivities \( \varepsilon_f \) and \( \varepsilon_c = \varepsilon, \) and assume lossless media so that \( \varepsilon_f \) is real positive and \( \varepsilon_c \) real negative. We saw at the end of Sec. 10.4 that complex modes can exist in the lossless case that are highly damped and carry no net power in the propagation direction. Consider a TM\( _0 \) complex mode with \( \beta = \beta_R - j\beta_I, \quad y = y_R + jy_I, \) and \( \alpha_c = \alpha_R + j\alpha_I, \) satisfying the characteristic equation,
10.21 Problems

Example 10.9.1, write MATLAB code that verifies the entries in the above tables. In addition, calculate the corresponding error norms of the two tables.

b. For all cases, calculate the net power for each mode, as well as the amount of power and its direction flowing in the metal and the dielectric media. Note that the q = 0 even mode is the fundamental G-SPP mode. The q = 0 odd mode is truly evanescent in the sense that it has $\beta_R = 0$ and $\beta_I = -|\Im(\beta)| > 0$, and it is laterally confined since $\alpha_c$ is positive real. This mode carries no power in any of the three media—explain why.

10.7 Verify the equality Eq. (10.16.9). As a preliminary step, use the definition, $\gamma_c = k_0^2 \alpha_c - \beta^2 = k_0^2 (\gamma_R - j \gamma_I) - (\beta_R - j \beta_I)^2$, to show the following relationship,

$$2 \beta_I \Re[\beta \epsilon^*] - |\beta|^2 = \epsilon \Im[\gamma_c] + \epsilon_I \gamma_c^2$$

10.8 The Zenneck surface wave was discussed in Sec. 10.17 with field solutions given by Eqs. (10.17.3). Consider a rectangular waveguide, $L_x L_y L_z$, within the conductor whose top side coincides with the interface of the air side, as shown below.

You may assume $L_y = 1$ meter. Following a similar discussion as that carried out for the Sommerfeld wire, show that the power flowing into this volume from all sides is given by,

$$P_{in} = \omega \frac{1}{2} |E_0|^2 (1 - e^{-2\beta_I L_z}) (1 - e^{-2\alpha_c L_z}) \left[ \frac{\Re[\gamma_c^*]}{2\beta_I |\gamma_c|^2} + \frac{\Re[\beta \epsilon^*]}{2\epsilon \alpha_c |\gamma_c|^2} \right]$$

where $\alpha_c = -|\Im(\gamma_c)| > 0$. Similarly, show that the power dissipated into Ohmic losses within the $L_x L_y L_z$ volume is given by,

$$P_{loss} = \omega \frac{1}{2} |E_0|^2 (1 - e^{-2\beta_I L_z}) (1 - e^{-2\alpha_c L_z}) \left[ \epsilon_I |\beta|^2 + \epsilon_I \gamma_c^2 \right]$$

where $\epsilon_I = -|\Im(\epsilon)|$. Finally, using the relationship $\gamma_c^2 = k_0^2 \alpha_c^2 - \beta^2$, show that $P_{in} = P_{loss}$.

10.9 The planar limit of the Goubau line discussed in Sec. 10.20 is obtained in the limit $a, b \rightarrow \infty$, such that the thickness, $d = b - a$, is kept constant. Show that the attenuation coefficient (10.20.12) of the planar case is obtained as the limit of the Goubau line attenuation (10.19.24). To do so, use the asymptotic forms (10.20.2) inside the integrands of Eqs. (10.19.22) to show the following limiting forms for the planar case is obtained as the limit of the Goubau line attenuation (10.19.24). To do so, use the asymptotic forms (10.20.2) inside the integrands of Eqs. (10.19.22) to show the following limiting forms for the planar case.

$$U \approx \frac{1}{a} \left[ d + \frac{\sin(2\pi d) \pi}{2h} \right], \quad V \approx \frac{1}{a} \left[ d - \frac{\sin(2\pi d) \pi}{2h} \right], \quad W \approx \frac{b}{a^2} \frac{\cos^2(\pi d / h)}{y}$$

Then, use these into (10.19.24) and apply the planar limit.
11 Transmission Lines

11.1 General Properties of TEM Transmission Lines

We saw in Sec. 9.3 that TEM modes are described by Eqs. (9.3.3) and (9.3.4), the latter being equivalent to a two-dimensional electrostatic problem:

\[
\begin{align*}
H_T &= \frac{1}{\eta} \hat{z} \times E_T \\
\nabla_T \times E_T &= 0 \\
\nabla_T \cdot E_T &= 0
\end{align*}
\]

(TEM modes) (11.1.1)

The second of (11.1.1) implies that \( E_T \) can be expressed as the (two-dimensional) gradient of a scalar electrostatic potential. Then, the third equation becomes Laplace's equation for the potential. Thus, the electric field can be obtained from:

\[
\nabla^2_T \phi = 0 \\
E_T = -\nabla_T \phi
\]

(equivalent electrostatic problem) (11.1.2)

Because in electrostatic problems the electric field lines must start at positively charged conductors and end at negatively charged ones, a TEM mode can be supported only in multi-conductor guides, such as the coaxial cable or the two-wire line. Hollow conducting waveguides cannot support TEM modes.

Fig. 11.1.1 depicts the transverse cross-sectional area of a two-conductor transmission line. The cross-section shapes are arbitrary.

The conductors are \textit{equipotentials} of the electrostatic solution. Let \( \phi_a, \phi_b \) be the constant potentials on the two conductors. The voltage difference between the conductors will be \( V = \phi_a - \phi_b \). The electric field lines start perpendicularly on conductor (a) and end perpendicularly on conductor (b).

The magnetic field lines, being perpendicular to the electric lines according to Eq. (11.1.1), are recognized to be the \textit{equipotential lines}. As such, they close upon themselves surrounding the two conductors.

In particular, on the conductor surfaces the magnetic field is tangential. According to Ampère's law, the line integrals of the magnetic field around each conductor will result into total currents \( I \) and \(-I\) flowing on the conductors in the \( z\)-direction. These currents are equal and opposite.

\textbf{Impedance, Inductance, and Capacitance}

Because the fields are propagating along the \( z\)-direction with frequency \( \omega \) and wavenumber \( \beta = \omega / c \), the \( z, t \) dependence of the voltage \( V \) and current \( I \) will be:

\[
\begin{align*}
V(z, t) &= V e^{j \omega t - j \beta z} \\
I(z, t) &= I e^{j \omega t - j \beta z}
\end{align*}
\]

(11.1.3)

For backward-moving voltage and current waves, we must replace \( \beta \) by \(-\beta\). The ratio \( V(z, t) / I(z, t) = V / I \) remains constant and independent of \( z \). It is called the \textit{characteristic impedance} of the line:

\[
Z = \frac{V}{I}
\]

(line impedance) (11.1.4)

In addition to the impedance \( Z \), a TEM line is characterized by its inductance per unit length \( L' \) and its capacitance per unit length \( C' \). For lossless lines, the three quantities \( Z, L', C' \) are related as follows:

\[
L' = \mu \frac{Z}{\eta}, \quad C' = \frac{\epsilon \eta}{Z}
\]

(inductance and capacitance per unit length) (11.1.5)

where \( \eta = \sqrt{\mu / \epsilon} \) is the characteristic impedance of the dielectric medium between the conductors.\(^\dagger\) By multiplying and dividing \( L' \) and \( C' \), we also obtain:

\[^\dagger\] These expressions explain why \( \mu \) and \( \epsilon \) are sometimes given in units of henry/m and farad/m.
The velocity factor of the line is the ratio \( c / c_0 = 1 / n \), where \( n = \sqrt{\epsilon / \mu} = \sqrt{\epsilon/r} \) is the refractive index of the dielectric, which is assumed to be non-magnetic.

Because \( \omega = \beta c \), the guide wavelength will be \( \lambda = 2\pi / \beta = c / \omega = c_0 / fn = \lambda_0 / n \), where \( \lambda_0 \) is the free-space wavelength. For a finite length \( l \) of the transmission line, the quantity \( l/\lambda = nl/\lambda_0 \) is referred to as the electrical length of the line and plays the same role as the optical length in thin-film layers.

Eqs. (11.1.5) and (11.1.6) are general results that are valid for any TEM line. They can be derived with the help of Fig. 11.1.2.

![Fig. 11.1.2 Surface charge and magnetic flux linkage.](image)

The voltage \( V \) is obtained by integrating \( E_T \cdot dl \) along any path from (a) to (b). However, if that path is chosen to be an \( E \)-field line, then \( E_T \cdot dl = |E_T|dl \), giving:

\[
V = \int_a^b |E_T|dl \tag{11.1.7}
\]

Similarly, the current \( I \) can be obtained by the integral of \( H_T \cdot dl \) along any closed path around conductor (a). If that path is chosen to be an \( H \)-field line, such as the periphery \( Ca \) of the conductor, we will obtain:

\[
I = \int_{Ca} |H_T|dl \tag{11.1.8}
\]

The surface charge accumulated on an infinitesimal area \( dl \, dz \) of conductor (a) is \( dQ = \rho_s dl \, dz \), where \( \rho_s \) is the surface charge density. Because the conductors are assumed to be perfect, the boundary conditions require that \( \rho_s \) be equal to the normal component of the \( D \)-field, that is, \( \rho_s = \epsilon |E_T| \). Thus, \( dQ = \epsilon |E_T|dl \, dz \).

If we integrate over the periphery \( Ca \) of conductor (a), we will obtain the total surface charge per unit \( z \)-length:

\[
Q' = \int_{Ca} \epsilon |E_T|dl \tag{11.1.9}
\]

But because of the relationship \( |E_T| = \eta |H_T| \), which follows from the first of Eqs. (11.1.1), we have:

\[
Q' = \frac{\epsilon}{\eta} \int_{Ca} |H_T|dl
\]

The magnetic flux is related to the inductance via \( \Phi = L' \cdot I \). Therefore, we get:

\[
\Phi = |L' \cdot I| = \frac{\mu V}{\eta} \Rightarrow L' = \frac{\mu V}{\eta I} = \frac{\mu Z}{\eta}
\]

### Transmitted Power

The relationships among \( Z, L', C' \) can also be derived using energy considerations. The power transmitted along the line is obtained by integrating the \( z \)-component of the Poynting vector over the cross-section \( S \) of the line. For TEM modes we have \( P_z = |E_T|^2 / \eta \), therefore,

\[
P_T = \frac{1}{2n} \int_S |E_T|^2 dx \, dy = \frac{1}{2n} \int_S |\nabla_T \varphi|^2 dx \, dy \tag{11.1.10}
\]

It can be shown in general that Eq. (11.1.10) can be rewritten as:

\[
P_T = \frac{1}{2} \text{Re}(V^* I) = \frac{1}{2} |Z|I|^2 = \frac{1}{2Z} |V|^2
\]

We will verify this in the various examples below. It can be proved using the following Green’s identity:

\[
|\nabla_T \varphi|^2 + \varphi^* \nabla_T^2 \varphi = \nabla_T \cdot (\varphi^* \nabla_T \varphi)
\]

Writing \( E_T = -\nabla_T \varphi \) and noting that \( \nabla_T^2 \varphi = 0 \), we obtain:

\[
|E_T|^2 = -\nabla_T \cdot (\varphi^* E_T)
\]
Then, the two-dimensional Gauss’ theorem implies:

\[ P_T = \frac{1}{2\eta} \int_S |E_T|^2 dxdy = -\frac{1}{2\eta} \int_S \nabla \cdot (\mathbf{q}^* E_T) dxdy \]

\[ = -\frac{1}{2\eta} \oint_{C_a} \mathbf{q}^* E_T \cdot (-\mathbf{n}) dl - \frac{1}{2\eta} \oint_{C_b} \mathbf{q}^* E_T \cdot (-\mathbf{n}) dl \]

\[ = \frac{1}{2\eta} \oint_{C_a} \mathbf{q}^* (E_T \cdot \mathbf{n}) dl + \frac{1}{2\eta} \oint_{C_b} \mathbf{q}^* (E_T \cdot \mathbf{n}) dl \]

where \( \mathbf{n} \) are the outward normals to the conductors (the quantity \( -\mathbf{n} \) is the normal outward from the region \( S \)). Because the conductors are equipotential surfaces, we have \( \mathbf{q}^* = \mathbf{q}^*_a \) on conductor (a) and \( \mathbf{q}^* = \mathbf{q}^*_b \) on conductor (b). Using Eq. (11.1.9) and noting that \( E_T \cdot \mathbf{n} = \pm |E_T| \) on conductors (a) and (b), we obtain:

\[ P_T = \frac{1}{2\eta} \oint_{C_a} |E_T|^2 dl - \frac{1}{2\eta} \oint_{C_b} |E_T|^2 dl = \frac{1}{2\eta} \oint_{C_a} Q^*/\epsilon - \frac{1}{2\eta} \oint_{C_b} Q^*/\epsilon \\
= \frac{1}{2} (\mathbf{q}^*_a - \mathbf{q}^*_b) \frac{Q^*}{\epsilon\eta} = \frac{1}{2} V^* \frac{\epsilon n}{\epsilon\eta} = \frac{1}{2} V^* I = \frac{1}{2} Z|I|^2 \]

The distribution of electromagnetic energy along the line is described by the time-averaged electric and magnetic energy densities per unit length, which are given by:

\[ W_e' = \frac{1}{4} \epsilon \int_S |E_T|^2 dxdy, \quad W_m' = \frac{1}{4} \mu \int_S |H_T|^2 dxdy \]

Using Eq. (11.1.10), we may rewrite:

\[ W_e' = \frac{1}{2\eta} \epsilon n P_T, \quad W_m' = \frac{1}{2\eta} \mu P_T = \frac{1}{2c} P_T \]

Thus, \( W_e' = W_m' \) and the total energy density is \( W' = W_e' + W_m' = P_T/c \), which implies that the energy velocity will be \( v_e = P_T/I' \) or \( c = \mu \). We may also express the energy densities in terms of the capacitance and inductance of the line:

\[ W_e' = \frac{1}{4} C |V|^2 \quad W_m' = \frac{1}{2} L |I|^2 \]

### Power Losses, Resistance, and Conductance

Transmission line losses can be handled in the manner discussed in Sec. 9.2. The field patterns and characteristic impedance are determined assuming the conductors are perfectly conducting. Then, the losses due to the ohmic heating of the dielectric and the conductors can be calculated by Eqs. (9.2.5) and (9.2.9).

These losses can be quantified by two more characteristic parameters of the line, the resistance and conductance per unit length, \( R' \) and \( G' \). The attenuation coefficients due to conductor and dielectric losses are then expressible in terms \( R' \), \( G' \) and \( Z \) by:

\[ \alpha_c = \frac{R'}{2Z}, \quad \alpha_d = \frac{1}{2} G' \frac{Z}{Z} \]

\[ 11.1.1(1) \]

They can be derived in general terms as follows. The induced surface currents on the conductor walls are \( J_e = \mathbf{n} \times H_T = \mathbf{n} \times (2 \times E_T)/\eta \), where \( \mathbf{n} \) is the outward normal to the wall.

Using the BAC-CAB rule, we find \( J_e = 2 (\mathbf{n} \times E_T)/\eta \). But, \( \mathbf{n} \times E_T = \pm |E_T| \). It follows that \( J_e = \pm |E_T|/\eta = \pm |H_T| \), pointing in the +z direction on (a) and −z direction on (b). Inserting these expressions into Eq. (9.2.8), we find for the conductor power loss per unit z-length:

\[ p'_{loss} = \frac{dP_{loss}}{dz} = \frac{1}{2} R_s \oint_{C_a} |H_T|^2 dl + \frac{1}{2} R_s \oint_{C_b} |H_T|^2 dl \]

\[ 11.1.1(4) \]

Because \( H_T \) is related to the total current \( I \) via Eq. (11.1.8), we may define the resistance per unit length \( R' \) through the relationship:

\[ p'_{loss} = \frac{1}{2} R'|I'|^2 \] (conductor ohmic losses) \[ 11.1.1(5) \]

Using Eq. (11.1.11), we find for the attenuation coefficient:

\[ \alpha_c = \frac{p'_{loss}}{2P_T} = \frac{1}{2} \frac{R'|I'|^2}{\frac{1}{2} Z|I|^2} = \frac{R'}{2Z} \]

\[ 11.1.1(6) \]

If the dielectric between the conductors is slightly conducting with conductivity \( \sigma_d \) or loss tangent \( \tan \delta = \sigma_d/\epsilon \omega \), then there will be some current flow between the two conductors.

The induced shunt current per unit z-length is related to the conductance by \( I_d' = G'V \). The shunt current density within the dielectric is \( J_d = \sigma_d E_T \). The total shunt current flowing out of conductor (a) towards conductor (b) is obtained by integrating \( J_d' \) around the periphery of conductor (a):

\[ I_d' = \oint_{C_a} J_d' \cdot \mathbf{n} dl = \sigma_d \oint_{C_a} |E_T| dl \]

Using Eq. (11.1.9), we find:

\[ I_d' = \sigma_d Q'/\epsilon = G'V \Rightarrow G' = \sigma_d \frac{Q'}{\epsilon} = \sigma_d \frac{\eta}{Z} \]

It follows that the dielectric loss constant (9.2.5) will be:

\[ \alpha_d = \frac{1}{2} \sigma_d \eta = \frac{1}{2} G' \frac{Z}{Z} \]

Alternatively, the power loss per unit length due to the shunt current will be \( P_d' = \text{Re}(I_d' V^*)/2 = G'|V|^2/2 \), and therefore, \( \alpha_d \) can be computed from:

\[ \alpha_d = \frac{P_d'}{2P_T} = \frac{1}{2} \frac{G'|V|^2}{\frac{1}{2} Z|V|^2} = \frac{1}{2} G' \frac{Z}{Z} \]
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It is common practice to express the dielectric losses and shunt conductance in terms of the loss tangent \(\tan \delta\) and the wavenumber \(\beta = \omega/c = \omega \varepsilon \eta\):

\[
\alpha_d = \frac{1}{2} \sigma_d \eta = \frac{1}{2} \omega \varepsilon \eta \tan \delta = \frac{1}{2} \beta \tan \delta \quad \text{and} \quad G' = \frac{\sigma_d}{\varepsilon} C' = \omega C' \tan \delta
\] (11.1.17)

Next, we discuss four examples: the parallel plate line, the microstrip line, the coaxial cable, and the two-wire line. In each case, we discuss the nature of the electrostatic problem and determine the characteristic impedance \(Z\) and the attenuation coefficients \(\alpha_c\) and \(\alpha_d\).

### 11.2 Parallel Plate Lines

The parallel plate line shown in Fig. 11.2.1 consists of two parallel conducting plates of width \(w\) separated by height \(h\) by a dielectric material \(\varepsilon\). Examples of such lines are microstrip lines used in microwave integrated circuits.

For arbitrary values of \(w\) and \(h\), the fringing effects at the ends of the plates cannot be ignored. In fact, fringing requires the fields to have longitudinal components, and therefore TEM modes are not strictly-speaking supported.

![Parallel plate transmission line](image)

However, assuming the width is much larger than the height, \(w \gg h\), we may ignore the fringing effects and assume that the fields have no dependence on the \(x\)-coordinate.

The electrostatic problem is equivalent to that of a parallel plate capacitor. Thus, the electric field will have only a \(y\) component and will be constant between the plates. Similarly, the magnetic field will have only an \(x\) component. It follows from Eqs. (11.1.7) and (11.1.8) that:

\[
V = -E_y h, \quad I = H_x w
\]

Therefore, the characteristic impedance of the line will be:

\[
Z = \frac{V}{I} = \frac{-E_y h}{H_x w} = \eta \frac{h}{w}
\] (11.2.1)

where we used \(E_y = -\eta H_x\). The transmitted power is obtained from Eq. (11.1.10):

\[
P_T = \frac{1}{2} \eta |E_y|^2 (wh) = \frac{1}{2} \frac{V^2}{\eta h} wh = \frac{1}{2} \frac{V^2}{h} w^2 = \frac{1}{2} Z I^2
\] (11.2.2)

11. Transmission Lines

The inductance and capacitance per unit length are obtained from Eq. (11.1.5):

\[
L' = \mu \frac{h}{w}, \quad C' = \frac{\varepsilon w}{h}
\] (11.2.3)

The surface current on the top conductor is \(J_y = \hat{n} \times H = \hat{n} \times H = \hat{z} H_x\). On the bottom conductor, it will be \(J_y = -\hat{z} H_x\). Therefore, the power loss per unit \(z\)-length is obtained from Eq. (9.2.8):

\[
P'_{\text{loss}} = 2 \frac{1}{2} R_s |H_x|^2 w = \frac{1}{w} R_s w^2
\]

Comparing with Eq. (11.1.15), we identify the resistance per unit length \(R' = 2 R_s / w\). Then, the attenuation constant due to conductor losses will be:

\[
\alpha_c = \frac{P'_{\text{loss}}}{2 P_T} = \frac{R'}{2 Z} = \frac{R_s}{w Z} \frac{w^2}{h \eta}
\] (11.2.4)

### 11.3 Microstrip Lines

Practical microstrip lines, shown in Fig. 11.3.1, have width-to-height ratios \(w/h\) that are not necessarily much greater than unity, and can vary over the interval \(0.1 < w/h < 10\). Typical heights \(h\) are of the order of millimeters.

![Microstrip transmission line](image)

Fringing effects cannot be ignored completely and the simple assumptions about the fields of the parallel plate line are not valid. For example, assuming a propagating wave in the \(z\)-direction with \(z, t\) dependence of \(e^{i(\omega t - \beta z)}\) with a common \(\beta\) in the dielectric and air, the longitudinal-transverse decomposition (9.1.5) gives:

\[
\nabla_T E_z \cdot \hat{z} - j \beta \hat{z} \times E_T = -j \omega \mu H_T \Rightarrow \hat{z} \times (\nabla_T E_z + j \beta E_T) = j \omega \mu H_T
\]

In particular, we have for the \(x\)-component:

\[
\hat{\nabla}_y E_x + j \beta E_y = -j \omega \mu H_x
\]

The boundary conditions require that the components \(H_x\) and \(D_y = \varepsilon E_y\) be continuous across the dielectric-air interface (at \(y = h\)). This gives the interface conditions:

\[
\hat{\nabla}_y E_x + j \beta E_y = \hat{\nabla}_y E_x^{\text{air}} + j \beta E_y^{\text{air}}
\]

\[
\varepsilon_0 E_y^{\text{air}} = \varepsilon E_y^{\text{die}}
\]
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Combining the two conditions, we obtain:

$$\partial_y (E^\text{dil}_z - E^\text{air}_z) = j\beta \frac{\epsilon - \epsilon_0}{\epsilon} E^\text{dil}_y = j\beta \frac{\epsilon - \epsilon_0}{\epsilon_0} E^\text{air}_y$$  \hspace{1cm} (11.3.1)

Because $E_y$ is non-zero on either side of the interface, it follows that the left-hand side of Eq. (11.3.1) cannot be zero and the wave cannot be assumed to be strictly TEM.

However, $E_z$ is small in both the air and the dielectric in the fringing regions (to the left and right of the upper conductor). This gives rise to the so-called quasi-TEM approximation in which the fields are assumed to be approximately TEM and the effect of the deviation from TEM is taken into account by empirical formulas for the line impedance and velocity factor.

In particular, the air-dielectric interface is replaced by an effective dielectric, filling uniformly the entire space, and in which there would be a TEM propagating mode. If we denote by $\epsilon_{eff}$ the relative permittivity of the effective dielectric, the wavelength and velocity factor of the line will be given in terms of their free-space values $\lambda_0, c_0$:

$$\lambda = \frac{\lambda_0}{\sqrt{\epsilon_{eff}}}, \quad c = \frac{c_0}{\sqrt{\epsilon_{eff}}}$$  \hspace{1cm} (11.3.2)

There exist many empirical formulas for the characteristic impedance of the line and the effective dielectric constant. Hammerstad and Jensen’s are some of the most accurate ones [895,901]:

$$\epsilon_{eff} = \frac{\epsilon_r + 1}{2} + \frac{\epsilon_r - 1}{2} \left(1 + \frac{10}{u}\right)^{-ab}, \quad u = \frac{w}{h}$$  \hspace{1cm} (11.3.3)

where $\epsilon_r = \epsilon/\epsilon_0$ is the relative permittivity of the dielectric and the quantities $a, b$ are defined by:

$$a = 1 + \frac{1}{49} \ln \left[ \frac{u^4 + (u/52)^2}{u^4 + 0.432^2} \right] + \frac{1}{18.7} \ln \left[ 1 + \left( \frac{u}{18.1} \right)^3 \right]$$

$$b = 0.564 \left( \frac{\epsilon_r - 0.9}{\epsilon_r + 3} \right)^{0.053}$$  \hspace{1cm} (11.3.4)

The accuracy of these formulas is better than 0.01% for $u < 1$ and 0.03% for $u < 1000$.

Similarly, the characteristic impedance is given by the empirical formula:

$$Z = \frac{\eta_0}{2\pi \sqrt{\epsilon_{eff}}} \ln \left[ f(u) + \sqrt{1 + \frac{4}{u^2}} \right]$$  \hspace{1cm} (11.3.5)

where $\eta_0 = \sqrt{\mu_0/\epsilon_0}$ and the function $f(u)$ is defined by:

$$f(u) = 6 + (2\pi - 6) \exp \left[ - \left( \frac{30.666}{u} \right)^{0.7528} \right]$$  \hspace{1cm} (11.3.6)

The accuracy is better than 0.2% for $0.1 \leq u \leq 100$ and $\epsilon_r < 128$. In the limit of large ratio $w/h$, or, $u \rightarrow \infty$, Eqs. (11.3.3) and (11.3.5) tend to those of the parallel plate line of the previous section:

$$\epsilon_{eff} \rightarrow \epsilon_r, \quad Z \rightarrow \frac{\eta_0 h}{\sqrt{\epsilon_r w}} = \frac{\eta h}{w}$$

Some typical substrate dielectric materials used in microstrip lines are alumina, a ceramic form of $\text{Al}_2\text{O}_4$ with $\epsilon_r = 9.8$, and RT-Duroid, a teflon composite material with $\epsilon_r = 2.2$. Practical values of the width-to-height ratio are in the range $0.1 \leq u \leq 10$ and practical values of characteristic impedances are between 10–200 ohm. Fig. 11.3.2 shows the dependence of $Z$ and $\epsilon_{eff}$ on $u$ for the two cases of $\epsilon_r = 2.2$ and $\epsilon_r = 9.8$.

![Characteristic Impedance and Effective Permittivity](image)

**Fig. 11.3.2** Characteristic impedance and effective permittivity of microstrip line.

The synthesis of a microstrip line requires that we determine the ratio $w/h$ that will achieve a given characteristic impedance $Z$. The inverse of Eq. (11.3.5)—solving for $u$ in terms of $Z$—is not practical. Direct synthesis empirical equations exist [896, 901], but accuracy is less than about 1%. The method can be improved iteratively by a process of refinement to achieve essentially the same accuracy as Eq. (11.3.5). Starting with $u$ computed from Eqs. (11.3.7) and (11.3.8), a value of $Z$ is computed through Eq. (11.3.5). If that $Z$ is more than, say, 0.2% off from the desired value of the line...
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impedance, then \( u \) is slightly changed, and so on, until the desired level of accuracy is reached [901]. Because \( Z \) is monotonically decreasing with \( u \), if \( Z \) is less than the desired value, then \( u \) is decreased by a small percentage, else, \( u \) is increased by the same percentage.

The three MATLAB functions \texttt{mstripa}, \texttt{mstrips}, and \texttt{mstripr} implement the analysis, synthesis, and refinement procedures. They have usage:

\[
\texttt{[eff, Z] = mstripa(\epsilon_r, u);} \quad \% \text{analysis equations (11.3.3) and (11.3.5)}
\]
\[
\texttt{u = mstrips(\epsilon_r, Z);} \quad \% \text{synthesis equations (11.3.7) and (11.3.8)}
\]
\[
\texttt{[u, N] = mstripr(\epsilon_r, Z, \text{per});} \quad \% \text{refinement}
\]

The function \texttt{mstripa} accepts also a vector of several \( u \)'s, returning the corresponding vector of values of \( \epsilon_{\text{eff}} \) and \( Z \). In \texttt{mstripr}, the output \( N \) is the number of iterations required for convergence, and \( \text{per} \) is the desired percentage error, which defaults to 0.2\% if this parameter is omitted.

**Example 11.3.1:** Given \( \epsilon_r = 2.2 \) and \( u = w/h = 2, 4, 6 \), the effective permittivities and impedances are computed from the MATLAB call:

\[
\texttt{u = [2, 4, 6];}
\]
\[
\texttt{[\epsilon_{\text{eff}}, Z] = mstripa(\epsilon_r, u);} \quad \% \text{analysis}
\]

The resulting output vectors are:

\[
\epsilon_{\text{eff}} = \begin{bmatrix} 1.8347 \\ 1.9111 \\ 1.9585 \end{bmatrix} \quad \text{ohm}
\]
\[
Z = \begin{bmatrix} 65.7273 \\ 41.7537 \\ 30.8278 \end{bmatrix}
\]

**Example 11.3.2:** To compare the outputs of \texttt{mstrips} and \texttt{mstripr}, we design a microstrip line with \( \epsilon_r = 2.2 \) and characteristic impedance \( Z = 50 \) ohm. We find:

\[
\texttt{u = mstrips(2.2, 50) = 3.0779} \Rightarrow [\epsilon_{\text{eff}}, Z] = \texttt{mstripa(2.2, u) = [1.8811, 50.0534]} \quad \% \text{analysis}
\]
\[
\texttt{u = mstripr(2.2, 50) = 3.0829} \Rightarrow [\epsilon_{\text{eff}}, Z] = \texttt{mstripa(2.2, u) = [1.8813, 49.9990]} \quad \% \text{refinement}
\]

The first solution has an error of 0.107\% from the desired 50 ohm impedance, and the second, a 0.002\% error.

As another example, if \( Z = 100 \) \Omega, the function \texttt{mstrips} results in \( u = 0.8949 \), \( Z = 99.9495 \) \Omega, and a 0.050\% error, whereas \texttt{mstripr} gives \( u = 0.8939 \), \( Z = 99.9980 \) \Omega, and a 0.002\% error.

In using microstrip lines several other effects must be considered, such as finite strip thickness, frequency dispersion, dielectric and conductor losses, radiation, and surface waves. Guidelines for such effects can be found in [895–901].

The dielectric losses are obtained from Eq. (11.1.17) by multiplying it by an effective dielectric filling factor \( q \):

\[
\alpha_d = q \frac{\omega}{2c} \tan \delta = \frac{L}{c_0} \pi q \sqrt{\epsilon_{\text{eff}}} \tan \delta = \frac{1}{\lambda_0} \pi q \sqrt{\epsilon_{\text{eff}}} \tan \delta, \quad q = \frac{1 - \epsilon_{\text{eff}}}{1 - \epsilon_r} \quad (11.3.10)
\]

11.4 Coaxial Lines

The coaxial cable, depicted in Fig. 11.4.1, is the most widely used TEM transmission line. It consists of two concentric conductors of inner and outer radii of \( a \) and \( b \), with the space between them filled with a dielectric \( \epsilon \), such as polyethylene or teflon.

The equivalent electrostatic problem can be solved conveniently in cylindrical coordinates \( \rho, \phi \). The potential \( \varphi(\rho, \phi) \) satisfies Laplace’s equation:

\[
\nabla^2 \varphi = \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \varphi}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 \varphi}{\partial \phi^2} = 0
\]

Because of the cylindrical symmetry, the potential does not depend on the azimuthal angle \( \phi \). Therefore,

\[
\frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \varphi}{\partial \rho} \right) = 0 \Rightarrow \rho \frac{\partial \varphi}{\partial \rho} = B \Rightarrow \varphi(\rho) = A + B \ln \rho
\]

where \( A, B \) are constants of integration. Assuming the outer conductor is grounded, \( \varphi(\rho) = 0 \) at \( \rho = b \), and the inner conductor is held at voltage \( V \), \( \varphi(a) = V \), the constants \( A, B \) are determined to be \( B = -V \ln (b/a) \) and \( A = -B \ln b \), resulting in the potential:

\[
\varphi(\rho) = \frac{V}{\ln (b/a)} \ln (b/\rho)
\]

It follows that the electric field will have only a radial component, \( E_\rho = -\partial \varphi / \partial \rho \), and the magnetic field only an azimuthal component \( H_\phi = E_\rho / \eta \):

\[
E_\rho = \frac{V}{\ln (b/a)} \frac{1}{\rho}, \quad H_\phi = \frac{V}{\eta \ln (b/a)} \frac{1}{\rho}
\]

Integrating \( H_\phi \) around the inner conductor we obtain the current:

![Fig. 11.4.1 Coaxial transmission line.](image-url)
The peak value of the electric field occurring at the inner conductor will be:

\[ |E_a| = \frac{V}{a \ln(b/a)} = \frac{\sqrt{2} V_{\text{rms}}}{a \ln(b/a)} = \frac{\sqrt{2} \cdot 1400}{0.4060 \times 10^{-3} \ln(1.4183/0.4060)} = 3.9 \text{ MV/m} \]

This is to be compared with the dielectric breakdown of polyethylene of about 20 MV/m.

\[ \square \]

**Example 11.4.2:** Most cables have a nominal impedance of either 50 or 75 Ω. The precise value depends on the manufacturer and the cable. For example, a 50-Ω cable might actually have an impedance of 52 Ω and a 75-Ω cable might actually be a 73-Ω cable.

The table below lists some commonly used cables with their AWG-gauge number of the inner conductor, the inner conductor radius \( a \) in mm, and their nominal impedance. Their dielectric filling is polyethylene with \( \epsilon_r = 2.25 \) or \( n = \sqrt{\epsilon_r} = 1.5 \).

<table>
<thead>
<tr>
<th>type</th>
<th>AWG</th>
<th>a (mm)</th>
<th>Z (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RG-6/U</td>
<td>18</td>
<td>0.512</td>
<td>75</td>
</tr>
<tr>
<td>RG-8/U</td>
<td>11</td>
<td>1.150</td>
<td>50</td>
</tr>
<tr>
<td>RG-11/U</td>
<td>14</td>
<td>0.815</td>
<td>75</td>
</tr>
<tr>
<td>RG-58/U</td>
<td>20</td>
<td>0.406</td>
<td>50</td>
</tr>
<tr>
<td>RG-59/U</td>
<td>22</td>
<td>0.322</td>
<td>75</td>
</tr>
<tr>
<td>RG-174/U</td>
<td>26</td>
<td>0.203</td>
<td>50</td>
</tr>
<tr>
<td>RG-213/U</td>
<td>13</td>
<td>0.915</td>
<td>50</td>
</tr>
</tbody>
</table>

The most commonly used cables are 50-Ω ones, such as the RG-58/U. Home cable TV uses 75-Ω cables, such as the RG-59/U or RG-6/U.

The thin ethernet computer network, known as 10base-2, uses RG-58/U or RG-58A/U, which is similar to the RG-58/U but has a stranded inner copper core. Thick ethernet (10base-5) uses the thicker RG-8/U cable.

Because a dipole antenna has an input impedance of about 73 Ω, the RG-11, RG-6, and RG-59 75-Ω cables can be used to feed the antenna.

\[ \square \]

**Next, we determine the attenuation coefficient due to conductor losses.** The power loss per unit length is given by Eq. (11.1.14). The magnetic fields at the surfaces of conductors (a) and (b) are obtained from Eq. (11.4.5) by setting \( \rho = a \) and \( \rho = b \):

\[ H_a = \frac{1}{2\pi a}, \quad H_b = \frac{1}{2\pi b} \]

Because these are independent of the azimuthal angle, the integrations around the peripheries \( dl = ad\phi \) or \( dl = bd\phi \) will contribute a factor of \( (2\pi a) \) or \( (2\pi b) \). Thus,

\[ P_{\text{loss}}' = \frac{1}{2} R_s \left( (2\pi a) |H_a|^2 + (2\pi b) |H_b|^2 \right) = \frac{R_s |I|^2}{4\pi} \left( \frac{1}{a} + \frac{1}{b} \right) \]

It follows that:

\[ \alpha_c \frac{P_{\text{loss}}'}{2P_T} = \frac{R_s |I|^2}{4\pi} \left( \frac{1}{a} + \frac{1}{b} \right) \frac{2}{Z |I|^2} \]

\[ \square \]
Using Eq. (11.4.4), we finally obtain:

\[
\alpha_c = \frac{R_s}{2\eta} \left( \frac{1}{a} + \frac{1}{b} \right)
\]

(11.4.8)

The ohmic losses in the dielectric are described by Eq. (11.1.17). The total attenuation constant will be the sum of the conductor and dielectric attenuations:

\[
\alpha = \alpha_c + \alpha_d = \frac{R_s}{2\eta} \left( \frac{1}{a} + \frac{1}{b} \right) + \frac{\omega}{2c} \tan \delta
\]

(attenuation) (11.4.9)

The attenuation in dB/m will be \(\alpha_{db} = 8.686 \alpha\). This expression tends to somewhat underestimate the actual losses, but it is generally a good approximation. The \(\alpha_c\) term grows in frequency like \(\sqrt{f}\) and the term \(\alpha_d\), like \(f\).

The smaller the dimensions \(a, b\), the larger the attenuation. The loss tangent \(\tan \delta\) of a typical polyethylene or teflon dielectric is of the order of 0.0004-0.0009 up to about 3 GHz.

The ohmic losses and the resulting heating of the dielectric and conductors also limit the power rating of the line. For example, if the maximum supported voltage is 1400 volts as in Example 11.4.2, the RMS value of the current for an RG-58/U line would be \(I_{rms} = 1400/50 = 28\) amps, which would likely melt the conductors. Thus, the actual power rating is much smaller than that suggested by the maximum voltage rating. The typical power rating of an RG-58/U cable is typically 1 kW, 200 W, and 80 W at the frequencies of 10 MHz, 200 MHz, and 1 GHz.

**Example 11.4.3:** The table below lists the nominal attenuations in dB per 100 feet of the RG-8/U and RG-213/U cables. The data are from [1846].

<table>
<thead>
<tr>
<th>(f) (MHz)</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>900</th>
<th>1000</th>
<th>3000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha) (dB/100ft)</td>
<td>1.3</td>
<td>1.9</td>
<td>2.7</td>
<td>4.1</td>
<td>7.5</td>
<td>8.0</td>
<td>16.0</td>
<td>27.0</td>
</tr>
</tbody>
</table>

Both are 50-ohm cables and their radii \(a\) are 1.15 mm and 0.915 mm for RG-8/U and RG-213/U. In order to compare these ratings with Eq. (11.4.9), we took \(a\) to be the average of these two values, that is, \(a = 1.03\) mm. The required value of \(b\) to give a 50-ohm impedance is \(b = 3.60\) mm.

Fig. 11.4.2 shows the attenuations calculated from Eq. (11.4.9) and the nominal ones from the table. We assumed copper conductors with \(\sigma = 5.8 \times 10^7\) S/m and polyethylene dielectric with \(n = 1.5\), so that \(\eta = \eta_0/n = 376.73/1.5 = 251.15\) \(\Omega\) and \(c = c_0/n = 2 \times 10^8\) m/sec. The loss tangent was taken to be \(\tan \delta = 0.0007\).

The conductor and dielectric attenuations \(\alpha_c\) and \(\alpha_d\) become equal around 2.3 GHz, and \(\alpha_d\) dominates after that.

It is evident that the useful operation of the cable is restricted to frequencies up to 1 GHz. Beyond that, the attenuations are too excessive and the cable may be used only for short lengths.

**Optimum Coaxial Cables**

Given a fixed outer-conductor radius \(b\), one may ask three optimization questions: What is the optimum value of \(a\), or equivalently, the ratio \(b/a\) that (a) minimizes the electric field \(E_a\) inside the guide (for fixed voltage \(V\)), (b) maximizes the power transfer \(P_T\) (for fixed \(E_a\) field), and (c) minimizes the conductor attenuation \(\alpha_c\).

The three quantities \(E_a, P_T, \alpha_c\) can be thought of as functions of the ratio \(x = b/a\) and take the following forms:

\[
E_a = \frac{V}{b \ln x}, \quad P_T = \frac{1}{\eta} |E_a|^2 \pi b^2 \ln x, \quad \alpha_c = \frac{R_s}{2\eta b} \frac{x + 1}{\ln x}\]  

(11.4.10)

Setting the derivatives of the three functions of \(x\) to zero, we obtain the three conditions: (a) \(\ln x = 1\), (b) \(\ln x = 1/2\), and (c) \(\ln x = 1 + 1/x\), with solutions (a) \(b/a = e\) = 2.7183, (b) \(b/a = e^{1/2}\) = 1.6487 and (c) \(b/a = 3.5911\).

Unfortunately, the three optimization problems have three different answers, and it is not possible to satisfy them simultaneously. The corresponding impedances \(Z\) for the three values of \(b/a\) are 60 \(\Omega\), 30 \(\Omega\), and 76.7 \(\Omega\) for an air-filled line and 40 \(\Omega\), 20 \(\Omega\), and 51 \(\Omega\) for a polyethylene-filled line.

The value of 50 \(\Omega\) is considered to be a compromise between 30 and 76.7 \(\Omega\) corresponding to maximum power and minimum attenuation. Actually, the minimum of \(\alpha_c\) is very broad and any neighboring value to \(b/a = 3.5911\) will result in an \(\alpha_c\) very near its minimum.

**Higher Modes**

The TEM propagation mode is the dominant one and has no cutoff frequency. However, TE and TM modes with higher cutoff frequencies also exist in coaxial lines [879], with the lowest being a TE_{11} mode with cutoff wavelength and frequency:

\[
\lambda_c = 1.873 \frac{\pi}{2} (a + b), \quad f_c = \frac{c}{\lambda_c} = \frac{c_0}{n\lambda_c}
\]

(11.4.11)
This is usually approximated by \( \lambda_c = \pi(a + b) \). Thus, the operation of the TEM mode is restricted to frequencies that are less than \( f_c \).

**Example 11.4.4:** For the RG-58/U line of Example 11.4.2, we have \( a = 0.406 \text{ mm and } b = 1.548 \text{ mm, resulting in } \lambda_c = 1.873 \pi(a + b)/2 = 5.749 \text{ mm, which gives for the cutoff frequency } f_c = 20/0.5749 = 34.79 \text{ GHz, where we used } c = c_0 = 20 \text{ GHz cm}.

For the RG-8/U and RG-213/U cables, we may use \( a = 1.03 \text{ mm and } b = 3.60 \text{ mm, as in Example 11.4.3, resulting in } \lambda_c = 13.622 \text{ mm, and cutoff frequency of } f_c = 14.68 \text{ GHz}.

The above cutoff frequencies are far above the useful operating range over which the attenuation of the line is acceptable.

**11.5 Two-Wire Lines**

The two-wire transmission line consists of two parallel cylindrical conductors of radius \( a \) separated by distance \( d \) from each other, as shown in Fig. 11.5.1.

![Fig. 11.5.1 Two-wire transmission line.](image)

We assume that the conductors are held at potentials \( \pm V/2 \) with charge per unit length \( \pm Q' \). The electrostatic problem can be solved by the standard technique of replacing the finite-radius conductors by two thin line-charges \( \pm Q' \).

The locations \( b_1 \) and \( b_2 \) of the line-charges are determined by the requirement that the cylindrical surfaces of the original conductors be equipotential surfaces, the idea being that if these equipotential surfaces were to be replaced by the conductors, the field patterns will not be disturbed.

The electrostatic problem of the two lines is solved by invoking superposition and adding the potentials due to the two lines, so that the potential at the field point \( P \) will be:

\[
\varphi(\rho, \phi) = -\frac{Q'}{2\pi\epsilon} \ln \rho_1 - \frac{Q'}{2\pi\epsilon} \ln \rho_2 = \frac{Q'}{2\pi\epsilon} \ln \left( \frac{\rho_2}{\rho_1} \right)
\]

where the \( \rho_1, \rho_2 \) are the distances from the line charges to \( P \). From the triangles \( OP(+)Q' \) and \( OP(-)Q' \), we may express these distances in terms of the polar coordinates \( \rho, \phi \) of the point \( P \):

\[
\rho_1 = \sqrt{\rho^2/2 \rho^1_1 \cos \phi + b_1^2}, \quad \rho_2 = \sqrt{\rho^2/2 \rho^1_2 \cos \phi + b_2^2}
\]

Therefore, the potential function becomes:

\[
\varphi(\rho, \phi) = \frac{Q'}{2\pi\epsilon} \ln \left( \frac{\rho_2}{\rho_1} \right) = \frac{Q'}{2\pi\epsilon} \ln \left( \frac{\rho^2 - 2\rho b_2 \cos \phi + b_2^2}{\rho^2 - 2\rho b_1 \cos \phi + b_1^2} \right)
\]

In order that the surface of the left conductor at \( \rho = a \) be an equipotential surface, that is, \( \varphi(a, \phi) = V/2 \), the ratio \( \rho_2/\rho_1 \) must be a constant independent of \( \phi \). Thus, we require that for some constant \( k \) and all angles \( \phi \):

\[
\frac{\rho_2}{\rho_1} \bigg|_{\rho=a} = \frac{a^2 - 2ab_2 \cos \phi + b_2^2}{a^2 - 2ab_1 \cos \phi + b_1^2} = k
\]

which can be rewritten as:

\[
a^2 - 2ab_2 \cos \phi + b_2^2 = k^2(a^2 - 2ab_1 \cos \phi + b_1^2)
\]

This will be satisfied for all \( \phi \) provided we have:

\[
a^2 + b_2^2 = k^2(a^2 + b_1^2), \quad b_2 = k^2b_1
\]

These may be solved for \( b_1, b_2 \) in terms of \( k \):

\[
b_2 = k a, \quad b_1 = \frac{a}{k}
\]

The quantity \( k \) can be expressed in terms of \( a, d \) by noting that because of symmetry, the charge \( -Q' \) is located also at distance \( b_1 \) from the center of the right conductor. Therefore, \( b_1 + b_2 = d \). This gives the condition:

\[
b_1 + b_2 = d \Rightarrow a(k + k^{-1}) = d \Rightarrow k + k^{-1} = \frac{d}{a}
\]

with solution for \( k \):

\[
k = \frac{d}{2a} + \sqrt{\left( \frac{d}{2a} \right)^2 - 1}
\]

An alternative expression is obtained by setting \( k = e^\chi \). Then, we have the condition:

\[
b_1 + b_2 = d \Rightarrow a(e^\chi + e^{-\chi}) = 2a \cosh \chi = d \Rightarrow \chi = \text{acosh}\left( \frac{d}{2a} \right)
\]

Because \( \chi = \ln k \), we obtain for the potential value of the left conductor:

\[
\varphi(a, \phi) = \frac{Q'}{2\pi\epsilon} \ln k = \frac{Q'}{2\pi\epsilon} \chi = \frac{1}{2} V
\]

This gives for the capacitance per unit length:
11.6 Distributed Circuit Model of a Transmission Line

The corresponding line impedance and inductance are obtained from \( C' = \frac{\epsilon \eta}{Z} \) and \( L' = \frac{\mu Z}{\eta} \). We find:

\[
Z = \frac{n}{\pi} \frac{\pi \epsilon}{\pi \epsilon \tan^{-1} \left( \frac{d}{\sqrt{2}a} \right)} \quad L' = \frac{\pi}{\pi \epsilon \tan^{-1} \left( \frac{d}{\sqrt{2}a} \right)}
\]

(11.5.8)

In the common case when \( d \gg a \), we have approximately \( k \approx d/a \), and therefore, \( \chi = \ln k = \ln(d/a) \). Then, \( Z \) can be written approximately as:

\[
Z = \frac{n}{\pi} \ln(d/a)
\]

(11.5.9)

To complete the electrostatic problem and determine the electric and magnetic fields of the TEM mode, we replace \( b_2 = ak \) and \( b_1 = a/k \) in Eq. (11.5.3) and write it as:

\[
Q' = \frac{Q'}{2\pi \epsilon} \ln \left( k \sqrt{\frac{\rho^2 - 2ak\rho \cos \phi + a^2 k^2}{\rho^2 + 2ak\rho \cos \phi + a^2 k^2}} \right)
\]

(11.5.10)

The electric and magnetic field components are obtained from:

\[
E_{\rho} = \eta H_{\phi} = -\frac{\partial Q'}{\partial \rho}, \quad E_{\phi} = -\eta H_{\rho} = \frac{\partial Q'}{\partial \phi}
\]

(11.5.11)

Performing the differentiations, we find:

\[
E_{\rho} = -\frac{Q'}{2\pi \epsilon} \left[ \frac{\rho - ak \cos \phi}{\rho^2 - 2ak\rho \cos \phi + a^2 k^2} - \frac{\rho k^2 - ak \cos \phi}{\rho^2 k^2 - 2ak\rho \cos \phi + a^2} \right]
\]

\[
E_{\phi} = -\frac{Q'}{2\pi \epsilon} \left[ \frac{ak \sin \phi}{\rho^2 - 2ak\rho \cos \phi + a^2 k^2} - \frac{ak \sin \phi}{\rho^2 k^2 - 2ak\rho \cos \phi + a^2} \right]
\]

(11.5.12)

The resistance per unit length and corresponding attenuation constant due to conductor losses are calculated in Problem 11.3:

\[
R' = \frac{R_s}{\pi a} \frac{d}{\sqrt{d^2 - 4a^2}}, \quad \alpha_c = \frac{R'}{2Z} = \frac{R_s}{2\pi a} \frac{d}{\eta Z \tan^{-1} \left( \frac{d}{2a} \right) \sqrt{d^2 - 4a^2}}
\]

(11.5.13)

11.6 Distributed Circuit Model of a Transmission Line

We saw that a transmission line has associated with it the parameters \( L', C' \) describing its lossless operation, and in addition, the parameters \( R', G' \) which describe the losses. It is possible then to define a series impedance \( Z' \) and a shunt admittance \( Y' \) per unit length by combining \( R' \) with \( L' \) and \( G' \) with \( C' \):

\[
Z' = R' + j\omega L', \quad Y' = G' + j\omega C'
\]

(11.6.1)

This leads to a so-called distributed-parameter circuit, which means that every infinitesimal segment \( \Delta z \) of the line can be replaced by a series impedance \( Z' \Delta z \) and a shunt admittance \( Y' \Delta z \), as shown in Fig. 11.6.1. The voltage and current at location \( z \) will be \( V(z) \), \( I(z) \) and at location \( z + \Delta z \), \( V(z + \Delta z) \), \( I(z + \Delta z) \).

![Fig. 11.6.1 Distributed parameter model of a transmission line.](image)

The voltage across the branch \( a-b \) is \( V_{ab} = V(z + \Delta z) \) and the current through it, \( I_{ab} = (Y' \Delta z) V_{ab} = Y' \Delta z V(z + \Delta z) \). Applying Kirchhoff's voltage and current laws, we obtain:

\[
V(z) = (Z' \Delta z) I(z) + V_{ab} = Z' \Delta z I(z) + V(z + \Delta z) \quad I(z) = I_{ab} + I(z + \Delta z) = Y' \Delta z V(z + \Delta z) + I(z + \Delta z)
\]

(11.6.2)

Using a Taylor series expansion, we may expand \( I(z + \Delta z) \) and \( V(z + \Delta z) \) to first order in \( \Delta z \):

\[
I(z + \Delta z) = I(z) + I'(z) \Delta z \quad V(z + \Delta z) = V(z) + V'(z) \Delta z
\]

(11.6.3)

Inserting these expressions in Eq. (11.6.2) and matching the zeroth- and first-order terms in the two sides, we obtain the equivalent differential equations:

\[
V'(z) = -Z'I(z) = -(R' + j\omega L')I(z) \quad I'(z) = -Y'V(z) = -(G' + j\omega C')V(z)
\]

(11.6.4)

It is easily verified that the most general solution of this coupled system is expressible as a sum of a forward and a backward moving wave:

\[
V(z) = V_+ e^{-\beta R z} + V_- e^{\beta R z} \quad I(z) = \frac{1}{Z_c} (V_+ e^{-\beta R z} - V_- e^{\beta R z})
\]

(11.6.5)
where \( \beta_c, Z_c \) are the complex wavenumber and complex impedance:

\[
\beta_c = -j\sqrt{(R' + j\omega L')(G' + j\omega C')} = \omega \sqrt{L' C'} \left( 1 - j \frac{R'}{\omega L'} \right) \left( 1 - \frac{G'}{\omega C'} \right)
\]

(11.6.5)

\[
Z_c = \frac{Z'}{\sqrt{Y'}} = \frac{R' + j\omega L'}{G' + j\omega C'}
\]

The time-domain impulse response of such a line was given in Sec. 3.3. The real and imaginary parts of \( \beta_c = \beta - j\alpha \) define the propagation and attenuation constants. In the case of a lossless line, \( R' = G' = 0 \), we obtain using Eq. (11.1.6):

\[
\beta_c = \omega \sqrt{L' C'} = \omega \sqrt{Z_c} = \beta, \quad Z_c = \frac{L'}{C'} = Z
\]

(11.6.6)

In practice, we always assume a lossless line and then take into account the losses by evaluating the appropriate expressions that can be derived for each type of line, as we did for the parallel-plate, coaxial, and two-wire lines. The lossless solution (11.6.4) takes the form:

\[
V(z) = V_+ e^{-j\beta z} + V_- e^{j\beta z} = V_0 (z) + V_0 (z)
\]

I(z) = \left( \frac{1}{Z} \right) (V_+ e^{-j\beta z} - V_- e^{j\beta z}) = \frac{1}{Z} (V_+(z) - V_-(z))

(11.6.7)

This solution is identical to that of uniform plane waves of Chap. 5, provided we make the identifications:

\[
V(z) \rightarrow E(z), \quad I(z) \rightarrow H(z), \quad Z \rightarrow \eta
\]

\[
V_+(z) \rightarrow E_+(z), \quad V_-(z) \rightarrow E_-(z)
\]

### 11.7 Wave Impedance and Reflection Response

All the concepts of Chap. 5 translate verbatim to the transmission line case. For example, we may define the wave impedance and reflection response at location \( z \):

\[
Z(z) = \frac{V(z)}{I(z)} = Z_0 \frac{V_+(z) + V_-(z)}{V_+(z) - V_-(z)}, \quad \Gamma(z) = \frac{V_-(z)}{V_+(z)}
\]

(11.7.1)

To avoid ambiguity in notation, we will denote the characteristic impedance of the line by \( Z_0 \). It follows from Eq. (11.7.1) that \( Z(z) \) and \( \Gamma(z) \) are related by:

\[
Z(z) = Z_0 \frac{1 + \Gamma(z)}{1 - \Gamma(z)}, \quad \Gamma(z) = \frac{Z(z) - Z_0}{Z(z) + Z_0}
\]

(11.7.2)

For a forward-moving wave, the conditions \( \Gamma(z) = 0 \) and \( Z(z) = Z_0 \) are equivalent.

The propagation equations of \( Z(z) \) and \( \Gamma(z) \) between two points \( z_1, z_2 \) along the line separated by distance \( l = z_2 - z_1 \) are given by:

\[
Z_1 = Z_0 \frac{Z_2 + jZ_0 \tan \beta l}{Z_0 + jZ_2 \tan \beta l} \quad \Rightarrow \quad \Gamma_1 = \Gamma_2 e^{-2j\beta l}
\]

(11.7.3)

where we have the relationships between \( Z_1, Z_2 \) and \( \Gamma_1, \Gamma_2 \):

\[
Z_1 = Z_0 \frac{1 + \Gamma_1}{1 - \Gamma_1}, \quad Z_2 = Z_0 \frac{1 + \Gamma_2}{1 - \Gamma_2}
\]

(11.7.4)

We may also express \( Z_1 \) in terms of \( \Gamma_2 \):

\[
Z_1 = Z_0 \frac{1 + \Gamma_1}{1 - \Gamma_1} = Z_0 \frac{1 + \Gamma_2 e^{-2j\beta l}}{1 - \Gamma_2 e^{-2j\beta l}}\]

(11.7.5)

The relationship between the voltage and current waves at points \( z_1 \) and \( z_2 \) is obtained by the propagation matrix:

\[
\begin{bmatrix}
V_1 \\
I_1
\end{bmatrix} = \begin{bmatrix}
\cos \beta l & jZ_0 \sin \beta l \\
0 & \cos \beta l
\end{bmatrix} \begin{bmatrix}
V_2 \\
I_2
\end{bmatrix}
\]

(11.7.6)

Similarly, we may relate the forward/backward voltages at the points \( z_1 \) and \( z_2 \):

\[
\begin{bmatrix}
V_{1+} \\
V_{1-}
\end{bmatrix} = \begin{bmatrix}
e^{j\beta l} & 0 \\
0 & e^{-j\beta l}
\end{bmatrix} \begin{bmatrix}
V_{2+} \\
V_{2-}
\end{bmatrix}
\]

(11.7.7)

It follows from Eq. (11.6.7) that \( V_{1+}, V_{2-} \) are related to \( V_1, I_1 \) and \( V_2, I_2 \) by:

\[
V_{1+} = \frac{1}{2} (V_1 \pm Z_0 I_1), \quad V_{2-} = \frac{1}{2} (V_2 \pm Z_0 I_2)
\]

(11.7.8)

Fig. 11.7.1 depicts these various quantities. We note that the behavior of the line remains unchanged if the line is cut at the point \( z_2 \) and the entire right portion of the line is replaced by an impedance equal to \( Z_2 \), as shown in the figure.

This is so because in both cases, all the points \( z_1 \) to the left of \( z_2 \) see the same voltage-current relationship at \( z_2 \), that is, \( V_2 = Z_2 I_2 \).

Sometimes, as in the case of designing stub tuners for matching a line to a load, it is more convenient to work with the wave admittances. Defining \( Y_0 = 1/Z_0, Y_1 = 1/Z_1, \) and \( Y_2 = 1/Z_2 \), it is easily verified that the admittances satisfy exactly the same propagation relationship as the impedances:

\[
Y_1 = Y_0 \frac{Y_2 + jY_0 \tan \beta l}{Y_0 + jY_2 \tan \beta l}
\]

(11.7.9)

As in the case of dielectric slabs, the half- and quarter-wavelength separations are of special interest. For a half-wave distance, we have \( \beta l = 2\pi/2 = \pi \), which translates to \( l = \lambda/2 \), where \( \lambda = 2\pi/\beta \) is the wavelength along the line. For a quarter-wave, we have \( \beta l = 2\pi/4 = \pi/2 \) or \( l = \lambda/4 \). Setting \( \beta l = \pi r or \pi/2 \) in Eq. (11.7.3), we obtain:
11.8. Two-Port Equivalent Circuit

Any length-$l$ segment of a transmission line may be represented as a two-port equivalent circuit. Rearranging the terms in Eq. (11.7.6), we may write it in impedance-matrix form:

\[
\begin{bmatrix}
V_1 \\
V_2
\end{bmatrix} =
\begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
I_1 \\
I_2
\end{bmatrix}
\] (impedance matrix) \hspace{1cm} (11.8.1)

where the impedance elements are:

\[
\begin{align*}
Z_{11} &= Z_{22} = -jZ_0 \cot \beta l \\
Z_{12} &= Z_{21} = -jZ_0 \frac{1}{\sin \beta l}
\end{align*}
\] (11.8.2)

The negative sign, $-I_2$, conforms to the usual convention of having the currents coming into the two-port from either side. This impedance matrix can also be realized in a $T$-section configuration as shown in Fig. 11.8.1.

![Fig. 11.8.1 Length-$l$ segment of a transmission line and its equivalent $T$-section.](image)

Using Eq. (11.8.1) and some trigonometry, the impedances $Z_a, Z_b, Z_c$ of the $T$-section are found to be:

\[
\begin{align*}
Z_a &= Z_{11} - Z_{12} = jZ_0 \tan(\beta l/2) \\
Z_b &= Z_{22} - Z_{21} = jZ_0 \tan(\beta l/2) \\
Z_c &= Z_{12} = -jZ_0 \frac{1}{\sin \beta l}
\end{align*}
\] (11.8.3)

The MATLAB function `tsection.m` implements Eq. (11.8.3). Its usage is:

\[
[Za,Zc] = tsection(Z0,bl);
\]

11.9 Terminated Transmission Lines

We can use the results of the previous section to analyze the behavior of a transmission line connected between a generator and a load. For example in a transmitting antenna system, the transmitter is the generator and the antenna, the load. In a receiving system, the antenna is the generator and the receiver, the load.

Fig. 11.9.1 shows a generator of voltage $V_G$ and internal impedance $Z_G$ connected to the load impedance $Z_L$ through a length $d$ of a transmission line of characteristic
### 11.9. Terminated Transmission Lines

Terminated line and equivalent circuit.

![Terminated line and equivalent circuit](image)

Terminated line and equivalent circuit.

Fig. 11.9.1 Terminated line and equivalent circuit.

 impedance $Z_0$. We wish to determine the voltage and current at the load in terms of the generator voltage.

We assume that the line is lossless and hence $Z_0$ is real. The generator impedance is also assumed to be real but it does not have to be. The load impedance will have in general both a resistive and a reactive part, $Z_L = R_L + jX_L$.

At the load location, the voltage, current, and impedance are $V_L$, $I_L$, $Z_L$ and play the same role as the quantities $V_d$, $I_d$, $Z_d$ of the previous section. They are related by $V_L = Z_L I_L$. The reflection coefficient at the load will be:

$$\Gamma_L = \frac{Z_L - Z_0}{Z_L + Z_0} \quad \Leftrightarrow \quad Z_L = Z_0 \frac{1 + \Gamma_L}{1 - \Gamma_L}$$

(11.9.1)

The quantities $Z_L, \Gamma_L$ can be propagated now by a distance $d$ to the generator at the input to the line. The corresponding voltage, current, and impedance $V_d, I_d, Z_d$ play the role of $V_L, I_L, Z_L$ of the previous section, and are related by $V_d = Z_d I_d$. We have the propagation relationships:

$$Z_d = Z_0 + jZ_0 \tan \beta_d \quad \Leftrightarrow \quad \Gamma_d = \Gamma_L e^{-j\beta_d}$$

(11.9.2)

where

$$\Gamma_d = \frac{Z_d - Z_0}{Z_d + Z_0} \quad \Leftrightarrow \quad Z_d = Z_0 \frac{1 + \Gamma_d}{1 - \Gamma_d} = Z_0 \frac{1 + \Gamma_L e^{-j\beta_d}}{1 - \Gamma_L e^{-j\beta_d}}$$

(11.9.3)

At the line input, the entire length-$d$ line segment and load can be replaced by the impedance $Z_d$, as shown in Fig. 11.9.1. We have now a simple voltage divider circuit. Thus,

$$V_d = V_G - I_d Z_d = \frac{V_G Z_d}{Z_G + Z_d}, \quad I_d = \frac{V_G}{Z_G + Z_d}$$

(11.9.4)

Once we have $V_d, I_d$ in terms of $V_G$, we can invert the propagation matrix (11.7.6) to obtain the voltage and current at the load:

$$\begin{bmatrix} V_L \\ I_L \end{bmatrix} = \begin{bmatrix} \cos \beta d & -jZ_0 \sin \beta d \\ -jZ_0^{-1} \sin \beta d & \cos \beta d \end{bmatrix} \begin{bmatrix} V_d \\ I_d \end{bmatrix}$$

(11.9.5)

It is more convenient to express $V_d, I_d$ in terms of the reflection coefficients $\Gamma_d$ and $\Gamma_G$, the latter being defined by:

$$\Gamma_G = \frac{Z_G - Z_0}{Z_G + Z_0} \quad \Leftrightarrow \quad Z_G = Z_0 \frac{1 + \Gamma_G}{1 - \Gamma_G}$$

(11.9.6)

It is easy to verify using Eqs. (11.9.3) and (11.9.6) that:

$$Z_G + Z_d = 2Z_0 \frac{1 - \Gamma_G \Gamma_d}{(1 - \Gamma_d)(1 - \Gamma_d)} \quad , \quad Z_G + Z_0 = 2Z_0 \frac{1}{1 - \Gamma_G}$$

From these, it follows that:

$$V_d = \frac{V_G Z_0}{Z_G + Z_0} \frac{1 + \Gamma_d}{1 - \Gamma_d} \quad , \quad I_d = \frac{V_G}{Z_G + Z_0} \frac{1 - \Gamma_d}{1 - \Gamma_G}$$

(11.9.7)

where $\Gamma_d$ may be replaced by $\Gamma_d = \Gamma_L e^{-j\beta_d}$. If the line and load are matched so that $Z_L = Z_0$, then $\Gamma_L = 0$ and $I_d = 0$ and $Z_d = Z_0$ for any distance $d$. Eq. (11.9.7) then reduces to:

$$V_d = \frac{V_G Z_0}{Z_G + Z_0} \frac{1 + \Gamma_d}{1 - \Gamma_d} \quad , \quad I_d = \frac{V_G}{Z_G + Z_0} \frac{1 - \Gamma_d}{1 - \Gamma_G}$$

(11.9.8)

In this case, there is only a forward-moving wave along the line. The voltage and current at the load will correspond to the propagation of these quantities to location $l = 0$, which introduces a propagation phase factor $e^{-j\beta_d}$:

$$V_0 = \frac{V_G Z_0}{Z_G + Z_0} e^{-j\beta_d} \quad , \quad I_0 = \frac{V_G}{Z_G + Z_0} e^{-j\beta_d}$$

(11.9.9)

(matched load)

where $V_0, I_0$ denote $V_L, I_L$ when $Z_L = Z_0$. It is convenient also to express $V_L$ directly in terms of $V_d$ and the reflection coefficients $\Gamma_d$ and $\Gamma_L$. We note that:

$$V_L = V_{L+} (1 + \Gamma_L) \quad , \quad V_{L+} = V_d e^{-j\beta_d} \quad , \quad V_{d+} = \frac{V_d}{1 + \Gamma_d}$$

(11.9.10)

It follows that the voltage $V_L$ and current $I_L = V_L/Z_L$ are:

$$V_L = V_d e^{-j\beta_d} \frac{1 + \Gamma_L}{1 + \Gamma_d}, \quad I_L = I_d e^{-j\beta_d} \frac{1 - \Gamma_L}{1 - \Gamma_d}$$

(11.9.10)

Expressing $V_L$ and also $I_L = V_L/Z_L$ directly in terms of $V_G$, we have:

$$V_L = \frac{V_G Z_0}{Z_G + Z_0} \frac{1 + \Gamma_L}{1 - \Gamma_d} e^{-j\beta_d} \quad , \quad I_L = \frac{V_G}{Z_G + Z_0} \frac{1 - \Gamma_L}{1 - \Gamma_G} e^{-j\beta_d}$$

(11.9.11)
11.10  Power Transfer from Generator to Load

It should be emphasized that \( d \) refers to the fixed distance between the generator and the load. For any other distance, say \( l \), from the load (or, distance \( z = d - l \) from the generator), the voltage and current can be expressed in terms of the load voltage and current as follows:

\[
V_l = V_L e^{j\beta l} \left( \frac{1 + j\Gamma_l}{1 + j\Gamma_G} \right), \quad I_l = I_L e^{j\beta l} \left( \frac{1 - j\Gamma_G}{1 - j\Gamma_L} \right), \quad \Gamma_l = \Gamma_G e^{-j\beta l}
\]  

(11.9.12)

### 11.10  Power Transfer from Generator to Load

The total power delivered by the generator is dissipated partly in its internal resistance and partly in the load. The power delivered to the load is equal (for a lossless line) to the net power traveling to the right at any point along the line. Thus, we have:

\[
P_{\text{tot}} = P_d + P_G = P_L + P_G \quad \text{ (11.10.1)}
\]

This follows from \( V_G = V_d + I_d Z_G \), which implies

\[
V_G I_d^* = V_d I_d^* + Z_G |I_d|^2
\]  

(11.10.2)

Eq. (11.10.1) is a consequence of (11.10.2) and the definitions:

\[
P_{\text{tot}} = \frac{1}{2} \text{Re} (V_G^* I_d) = \frac{1}{2} \text{Re} [ (V_d + Z_G I_d)^* I_d]
\]

\[
P_G = \frac{1}{2} \text{Re} (Z_G I_d I_d^*) = \frac{1}{2} \text{Re} (Z_G |I_d|^2)
\]  

(11.10.3)

\[
P_d = \frac{1}{2} \text{Re} (V_d^* I_d) = \frac{1}{2} \text{Re} (V_L^* I_L) = P_L
\]

The last equality follows from Eq. (11.9.5) or from \( V_d = V_L e^{z j\beta d} \):

\[
\frac{1}{2} \text{Re} (V_d^* I_d) = \frac{1}{2 Z_0} ( |V_d|^2 - |V_d|^2 ) = \frac{1}{2 Z_0} ( |V_L|^2 - |V_L|^2 ) = \frac{1}{2} \text{Re} (V_L^* I_L)
\]

In the special case when the generator and the load are matched to the line, so that \( Z_G = Z_L = Z_0 \), then we find the standard result that half of the generated power is delivered to the load and half is lost in the internal impedance. Using Eq. (11.9.8) with \( Z_G = Z_0 \), we obtain \( V_d = I_d Z_G = V_G/2 \), which gives:

\[
P_{\text{tot}} = |V_G|^2 / 4 Z_0, \quad P_G = |V_G|^2 / 8 Z_0 = \frac{1}{2} P_{\text{tot}}, \quad P_d = P_L = |V_L|^2 / 8 Z_0 = \frac{1}{2} P_{\text{tot}} \quad \text{(11.10.4)}
\]

### Example 11.10.1:

A load \( Z_L = 50 + j10 \) ohm is connected to a generator \( V_G = 10 \angle 0^\circ \) volts with a 100-ft (30.48 m) cable of a 50-ohm transmission line. The generator’s internal impedance is 20 ohm, the operating frequency is 10 MHz, and the velocity factor of the line, 2/3.

Determine the voltage across the load, the total power delivered by the generator, the power dissipated in the generator’s internal impedance and in the load.

#### Solution:

The propagation speed is \( c = 2c_0/3 = 2 \times 10^8 \) m/sec. The line wavelength \( \lambda = c/f = 20 \text{ m} \) and the propagation wavenumber \( \beta = 2\pi/\lambda = 0.3142 \text{ rads/m} \). The electrical length is \( d/\lambda = 30.48/20 = 1.524 \) and the phase length \( bd = 9.5756 \) radians.

Next, we calculate the reflection coefficients:

\[
\Gamma_l = \frac{Z_L - Z_0}{Z_L + Z_0} = 0.0995 \angle 84.29^\circ, \quad \Gamma_G = \frac{Z_G - Z_0}{Z_G + Z_0} = -0.4286
\]

and \( \Gamma_d = \Gamma_G e^{-j\beta d} = 0.0995 \angle 67.01^\circ \). It follows that:

\[
Z_d = Z_0 \frac{1 + \Gamma_d}{1 - \Gamma_d} = 53.11 + j9.83, \quad V_d = \frac{V_G Z_d}{Z_G + Z_d} = 7.31 + j0.36 = 7.32 \angle 2.83^\circ
\]

The voltage across the load will be:

\[
V_L = V_d e^{-j\beta d} \frac{1 + \Gamma_l}{1 + \Gamma_d} = -7.09 + j0.65 = 7.12 \angle 174.75^\circ \text{ V}
\]

The current through the generator is:

\[
I_d = \frac{V_d}{Z_d} = 0.13 - j0.02 = 0.14 \angle -7.66^\circ \text{ A}
\]

It follows that the generated and dissipated powers will be:

\[
P_{\text{tot}} = \frac{1}{2} \text{Re} (V_G^* I_d) = 0.6718 \text{ W}
\]

\[
P_G = \frac{1}{2} \text{Re} (Z_G |I_d|^2) = 0.1838 \text{ W}
\]

\[
P_d = P_L = \frac{1}{2} \text{Re} (V_L^* I_L) = 0.4880 \text{ W}
\]

We note that \( P_{\text{tot}} = P_G + P_L \). \( \square \)

If the line is lossy, with a complex wavenumber \( \alpha = \beta - j\alpha \), the power \( P_d \) at the input of the line. Writing \( V_d = V_L e^{z j\alpha d} \), we find:

\[
P_d = \frac{1}{2 Z_0} ( |V_d|^2 - |V_d|^2 ) = \frac{1}{2 Z_0} ( |V_L|^2 e^{2z\alpha} - |V_L|^2 e^{-2z\alpha} )
\]

\[
P_L = \frac{1}{2 Z_0} ( |V_L|^2 - |V_L|^2 )
\]

We note that \( P_d > P_L \) for all \( \Gamma_l \). In terms of the incident forward power at the load, \( P_{\text{inc}} = |V_L|^2 / 2 Z_0 \), we have:

\[
P_d = P_{\text{inc}} ( e^{2z\alpha} - |\Gamma_L|^2 e^{-2z\alpha} ) = P_{\text{inc}} e^{2z\alpha} ( 1 - |\Gamma_l|^2 )
\]

\[
P_L = P_{\text{inc}} ( 1 - |\Gamma_L|^2 )
\]

(11.10.5)

where \( |\Gamma_d| = |\Gamma_L| e^{-2z\alpha} \). The total attenuation or loss of the line is \( P_d/P_L \) (the inverse \( P_L/P_d \) is the total gain, which is less than one.) In decibels, the loss is:
If the load is matched to the line, $Z_L = Z_0$, so that $\Gamma_L = 0$, the loss is referred to as the \textit{matched-line} loss and is due only to the transmission losses along the line:

$$L_M = 10 \log_{10} \left( e^{2\alpha d} \right) = 8.686 \alpha d$$  \hspace{1cm} (11.10.7)

Denoting the matched-line loss in absolute units by $a = 10^{L_M/10} = e^{2\alpha d}$, we may write Eq. (11.10.6) in the equivalent form:

$$L = 10 \log_{10} \left( \frac{a^2 - |I_L|^2}{a(1 - |I_L|^2)} \right)$$ \hspace{1cm} (total loss) \hspace{1cm} (11.10.8)

The additional loss due to the mismatched load is the difference:

$$L - L_M = 10 \log_{10} \left( \frac{1 - |I_L|^2}{1 - |I_L|^2} \right) = 10 \log_{10} \left( \frac{1 - |I_d|^2}{1 - |I_L|^2} \right)$$ \hspace{1cm} (11.10.9)

\textbf{Example 11.10.2:} A 150 ft long RG-58 coax is connected to a load $Z_L = 25 + 50j$ ohm. At the operating frequency of 10 MHz, the cable is rated to have 1.2 dB/100 ft of matched-line loss. Determine the total loss of the line and the excess loss due to the mismatched load.

\textbf{Solution:} The matched-line loss of the 150 ft cable is $L_M = 150 \times 1.2/100 = 1.8$ dB. We can use the MATLAB function $z2g$ to calculate the reflection coefficients $\Gamma_d$ and $\Gamma_L$.

$$|\Gamma_L| = \text{abs}(z2g(25 + 50j, 50)) = 0.62$$

It follows that the total loss will be:

$$L = 10 \log_{10} \left( \frac{a^2 - |I_L|^2}{a(1 - |I_L|^2)} \right) = 10 \log_{10} \left( \frac{1.51^2 - 0.62^2}{1.51(1 - 0.62^2)} \right) = 3.1 \text{ dB}$$

The excess loss due to the mismatched load is $3.1 - 1.8 = 1.3$ dB. At the line input, we have $|I_d| = |I_L|e^{-2\alpha d} = |I_L|/a = 0.62/1.51 = 0.41$. Therefore, from the point of view of the input the line appears to be more matched. \hfill \Box

\section*{11.11 Open- and Short-Circuited Transmission Lines}

Open- and short-circuited transmission lines are widely used to construct resonant circuits as well as matching stubs. They correspond to the special cases for the load impedance: $Z_L = \infty$ for an open-circuited line and $Z_L = 0$ for a short-circuited one. Fig. 11.11.1 shows these two cases.

Knowing the open-circuit voltage and the short-circuit current at the end terminals $a, b$, allows us also to replace the entire left segment of the line, including the generator, with a Thévenin-equivalent circuit. Connected to a load impedance $Z_L$, the equivalent circuit will produce the same load voltage and current $V_L, I_L$ as the original line and generator.

Setting $Z_L = \infty$ and $Z_L = 0$ in Eq. (11.9.2), we obtain the following expressions for the wave impedance $Z_i$ at distance $l$ from the open- or short-circuited termination:

$$Z_i = -jZ_0 \cot \beta l \hspace{1cm} (\text{open-circuited})$$

$$Z_i = jZ_0 \tan \beta l \hspace{1cm} (\text{short-circuited})$$ \hspace{1cm} (11.11.1)

The corresponding admittances $Y_i = 1/Z_i$ will be:

$$Y_i = jY_0 \tan \beta l \hspace{1cm} (\text{open-circuited})$$

$$Y_i = -jY_0 \cot \beta l \hspace{1cm} (\text{short-circuited})$$ \hspace{1cm} (11.11.2)

To determine the Thévenin-equivalent circuit that replaces everything to the left of the terminals $a, b$, we must find the open-circuit voltage $V_{th}$, the short-circuit current $I_{sc}$, and the Thévenin impedance $Z_{th}$.

The impedance $Z_{th}$ can be determined either by $Z_{th} = V_{th}/I_{sc}$, or by disconnecting the generator and finding the equivalent impedance looking to the left of the terminals $a, b$. It is obtained by propagating the generator impedance $Z_G$ by a distance $d$:

$$Z_{th} = Z_G + \frac{Z_G + jZ_0 \tan \beta d}{Z_0 + jZ_0 \tan \beta d} = Z_0 \frac{1 + \Gamma_{th}}{1 - \Gamma_{th}} \hspace{1cm} (11.11.3)$$

The open-circuit voltage can be determined from Eq. (11.9.11) by setting $Z_L = \infty$, which implies that $\Gamma_L = 1$, $\Gamma_d = e^{-2\beta d}$, and $\Gamma_G = e^{-2\beta d} = \Gamma_{th}$. The short-circuit current is also obtained from (11.9.11) by setting $Z_L = 0$, which gives $\Gamma_L = -1$, $\Gamma_d = -e^{-2\beta d}$, and $\Gamma_G = -e^{-2\beta d} = -\Gamma_{th}$. Then, we find:
11.11. Open- and Short-Circuited Transmission Lines

\[ V_{th} = \frac{V_G Z_0}{Z_G + Z_0} \] 2e^{-j\beta d}, \quad I_{sc} = \frac{V_G}{Z_G + Z_0} \] 2e^{-j\beta d} (11.11.4)

It follows that \( V_{th}/I_{sc} = Z_{th} \), as given by Eq. (11.11.3). A more convenient way of writing Eq. (11.11.4) is by noting the relationships:

\[ 1 - \Gamma_{th} = \frac{2Z_0}{Z_{th} + Z_0}, \quad 1 + \Gamma_{th} = \frac{2Z_{th}}{Z_{th} + Z_0} \]

Then, Eq. (11.11.4) becomes:

\[ V_{th} = V_0 \frac{Z_{th} + Z_0}{Z_0}, \quad I_{sc} = I_0 \frac{Z_{th} + Z_0}{Z_0} \] 0 (11.11.5)

where \( V_0, I_0 \) are the load voltage and currents in the matched case, given by Eq. (11.9.9).

The intuitive meaning of these expressions can be understood by writing them as:

\[ V_0 = V_{th} \frac{Z_0}{Z_{th} + Z_0}, \quad I_0 = I_w \frac{Z_{th}}{Z_{th} + Z_0} \] 0 (11.11.6)

These are recognized to be the ordinary voltage and current dividers obtained by connecting the Thévenin and Norton equivalent circuits to the matched load impedance \( Z_0 \), as shown in Fig. 11.11.2.

The quantities \( V_0, I_0 \) are the same as those obtained by connecting the actual line to the matched load, as was done in Eq. (11.9.9).

An alternative way of determining the quantities \( V_{th} \) and \( Z_{th} \) is by replacing the length-\( d \) transmission line segment by its \( T \)-section equivalent circuit, as shown in Fig. 11.11.3. This is recognized to be the ordinary voltage and current dividers obtained by connecting the Thévenin and Norton equivalent circuits to the matched load impedance \( Z_0 \), as shown in Fig. 11.11.2.

The Thévenin equivalent circuit to the left of the terminals \( a, b \) is easily determined by shorting the generator and finding the Thévenin impedance and then finding the open-circuit voltage. We have:

\[ Z_{th} = Z_b + \frac{Z_c(Z_a + Z_G)}{Z_c + Z_a + Z_G}, \quad V_{th} = \frac{V_G Z_c}{Z_c + Z_a + Z_G} \] (11.11.7)

11.12 Standing Wave Ratio

The line voltage at a distance \( l \) from the load is given by Eq. (11.9.12), which can be written as follows in terms of the forward wave \( V_L^+ = V_L/(1 + \Gamma_L) \):

\[ V_L = V_L^+ e^{j\beta l} (1 + \Gamma_L) \] (11.12.1)
11.12. Standing Wave Ratio

The magnitude of $V_l$ will be:

$$|V_l| = |V_{L+}||1 + \Gamma_l| = |V_{L+}|[1 + \Gamma_le^{-2j\beta l}]$$  \hspace{1cm} (11.12.2)

It follows that $|V_l|$ will vary sinusoidally as a function of $l$. Its limits of variation are determined by noting that the quantity $|1 + \Gamma_l|$ varies between:

$$1 - |\Gamma_l| = 1 - |\Gamma_l| \leq |1 + \Gamma_l| \leq 1 + |\Gamma_l| = 1 + |\Gamma_l|$$

where we used $|\Gamma_l| = |\Gamma_L|$. Thus, $|V_l|$ will vary over the limits:

$$V_{\text{min}} \leq |V_l| \leq V_{\text{max}}$$  \hspace{1cm} (11.12.3)

where

$$V_{\text{min}} = |V_{L+}| - |V_{L-}| = |V_{L+}| (1 - |\Gamma_L|)$$

$$V_{\text{max}} = |V_{L+}| + |V_{L-}| = |V_{L+}| (1 + |\Gamma_L|)$$  \hspace{1cm} (11.12.4)

We note that the reflection coefficient at a load $Z_L = R_L + jX_L$ has always magnitude less than unity, $|\Gamma_L| \leq 1$. Indeed, this follows from the positivity of $R_L$ and the following property:

$$Z_L = Z_0 \frac{1 + \Gamma_L}{1 - \Gamma_L} \Rightarrow R_L = \text{Re}(Z_L) = Z_0 \frac{1 - |\Gamma_L|^2}{|1 - \Gamma_L|^2}$$  \hspace{1cm} (11.12.5)

The voltage standing wave ratio (SWR) of a terminated transmission line is a measure of the degree of matching of the line to the load and is defined as the ratio of the maximum to minimum voltage along the line:

$$\text{SWR} = \frac{V_{\text{max}}}{V_{\text{min}}} = \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|} \Rightarrow |\Gamma_L| = \frac{S - 1}{S + 1}$$  \hspace{1cm} (11.12.6)

Because $|\Gamma_L| \leq 1$, the SWR will always be $S \geq 1$. A matched load, $\Gamma_L = 0$, has $S = 1$. The more unmatched the load, the larger the SWR. Indeed, $S \rightarrow \infty$ as $|\Gamma_L| \rightarrow 1$. A matched line has $V_{\text{min}} = |V_l| = V_{\text{max}}$ at all points $l$, and is sometimes referred to as a flat line. The MATLAB function swr.m calculates the SWR from Eq. (11.12.6):

```matlab
S = swr(Gamma);   \text{% calculates SWR from reflection coefficient } \Gamma
```

The SWR can be used to quantify the amount of power delivered to the load. The percentage of reflected power from the load is $|\Gamma_L|^2$. Therefore, the percentage of the power delivered to the load relative to the incident power will be:

$$\frac{P_l}{P_{\text{inc}}} = 1 - |\Gamma_L|^2 = \frac{4S}{(S + 1)^2}$$  \hspace{1cm} (11.12.7)

The larger the SWR, the smaller the percentage of delivered power. For example, if $S = 9$, the reflection coefficient will have magnitude $|\Gamma_L| = 0.8$, resulting in $1 - |\Gamma_L|^2 = 0.36$, that is, only 36 percent of the incident power gets transferred to the load.

Example 11.12.1: If the reflected wave at the load of a transmission line is 6 dB below the incident wave, what is the SWR at the load? What percentage of the incident power gets transferred to the load?

Solution: The relative power levels of the reflected and incident waves will be:

$$|\Gamma_L|^2 = \frac{|V_{L-}|^2}{|V_{L+}|^2} = 10^{-6/10} = \frac{1}{4} \Rightarrow |\Gamma_L| = \frac{1}{2} \Rightarrow S = \frac{1 + 0.5}{1 - 0.5} = 3$$

The fraction of power transferred to the load is $1 - |\Gamma_L|^2 = 0.75$, or 75 percent. \hspace{1cm} \Box

If both the line and load impedances are real-valued, then the standing wave ratio is $S = Z_L/Z_0$ if $Z_L \geq Z_0$, and $S = Z_0/Z_L$, if $Z_L \leq Z_0$. This follows from the identity:

$$S = \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|} = \frac{|Z_L + Z_0| + |Z_L - Z_0|}{|Z_L + Z_0| - |Z_L - Z_0|} = \frac{\max(Z_L, Z_0)}{\min(Z_L, Z_0)}$$  \hspace{1cm} (11.12.8)

or, explicitly:

$$S = \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|} = \begin{cases} \frac{Z_L}{Z_0}, & \text{if } Z_L \geq Z_0 \\ \frac{Z_0}{Z_L}, & \text{if } Z_L \leq Z_0 \end{cases}$$  \hspace{1cm} (11.12.9)

11.13 Determining an Unknown Load Impedance

Often a transmission line is connected to an unknown impedance, and we wish to determine that impedance by making appropriate measurements of the voltage along the line.

The SWR can be readily determined by measuring $|V_l|$ and finding its maximum and minimum values $V_{\text{max}}$ and $V_{\text{min}}$. From the SWR, we then determine the magnitude of the reflection coefficient $|\Gamma_L|$. The phase of $\Gamma_L$ can be determined by finding the locations along the line at which a voltage maximum or a voltage minimum is measured. If $\theta_L$ is the required phase, so that $\Gamma_L = |\Gamma_L|e^{\theta_L}$, then we have:

$$|V_l| = |V_{L+}||1 + \Gamma_L| = |V_{L+}||1 + \Gamma_Le^{-2j\beta l}| = |V_{L+}||1 + |\Gamma_L||e^{j(\theta_L - 2\beta l)}|$$

At all locations $l$ for which $\theta_L - 2\beta l = \pm 2\pi n$, where $n$ is an integer, we will have $\Gamma_L = |\Gamma_L|$ and $|V_l|$ will be equal to $V_{\text{max}}$. Similarly, at all locations for which $\theta_L - 2\beta l = \pm (2n + 1)\pi$, we will have $\Gamma_L = -|\Gamma_L|$ and $|V_l|$ will be equal to $V_{\text{min}}$.

We note that two successive maxima, or two successive minima, are separated by a distance $\lambda/2$ and a maximum is separated by the next minimum by a distance $\lambda/4$, so that $|V_{\text{max}}| - |V_{\text{min}}| = \lambda/4$.

Once such distances $l_{\text{max}}, l_{\text{min}}$ have been determined, the full reflection coefficient can be constructed from $\Gamma_L = |\Gamma_L|e^{j\beta l}$, where $\Gamma_L = \pm|\Gamma_L|$ depending on using a maximum- or minimum-voltage distance $l$. From $\Gamma_L$ and the knowledge of the line impedance $Z_0$, the load impedance $Z_L$ can be computed. Thus, we have:
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\[ |\Gamma_L|e^{j\theta_L} = |\Gamma_L|e^{j\beta L_{\min}} = |\Gamma_L|e^{j\beta L_{\max}} \Rightarrow Z_L = Z_0 \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|} \] (11.13.1)

If \( 0 \leq \theta_L \leq \pi \), the locations for the closest maxima and minima to the load are determined from the conditions:

\[ \theta_L - 2\beta L_{\max} = 0, \quad \theta_L - 2\beta L_{\min} = -\pi \]

resulting in the distances:

\[ l_{\max} = \frac{\theta_L}{4\pi} \lambda, \quad l_{\min} = \frac{\theta_L + \pi}{4\pi} \lambda, \quad (0 \leq \theta_L \leq \pi) \] (11.13.2)

Similarly, if \(-\pi \leq \theta_L \leq 0\), we must solve \( \theta_L - 2\beta L_{\max} = -2\pi \) and \( \theta_L - 2\beta L_{\min} = -\pi \):

\[ l_{\max} = \frac{\theta_L + 2\pi}{4\pi} \lambda, \quad l_{\min} = \frac{\theta_L + \pi}{4\pi} \lambda, \quad (-\pi \leq \theta_L \leq 0) \] (11.13.3)

Of course, one wants to solve for \( \theta_L \) in terms of the measured \( l_{\max} \) or \( l_{\min} \). Using \( l_{\min} \) is more convenient than using \( l_{\max} \) because \( \theta_L \) is given by the same expression in both cases. The lengths \( l_{\max}, l_{\min} \) may be assumed to be less than \( \lambda/2 \) if not, we may subtract enough multiples of \( \lambda/2 \) until they are.) Expressing \( \theta_L \) in terms of the measured \( l_{\min} \), we have:

\[ \theta_L = \frac{4\pi l_{\min}}{\lambda} - \pi = 2\beta l_{\min} - \pi \] (11.13.4)

Alternatively, we have in terms of \( l_{\max} \):

\[ \theta_L = \begin{cases} \frac{4\pi l_{\max}}{\lambda} = 2\beta l_{\max} & \text{if } 0 \leq l_{\max} \leq \frac{\lambda}{4} \\ \frac{4\pi l_{\max}}{\lambda} - 2\pi = 2\beta l_{\max} - 2\pi & \text{if } \frac{\lambda}{4} \leq l_{\max} \leq \frac{\lambda}{2} \end{cases} \] (11.13.5)

**Example 11.13.1:** A 50-ohm line is connected to an unknown impedance. Voltage measurements along the line reveal that the maximum and minimum voltage values are 1.75 and 0.25 volts, respectively. Moreover, the closest distance to the load at which a voltage maximum is observed is 0.125\( \lambda \).

Determine the reflection coefficient \( \Gamma_L \), the load impedance \( Z_L \), and the closest distance to the load at which a voltage minimum is observed.

For another load, the same maxima and minima are observed, but now the closest distance to the load at which a minimum is observed is 0.125\( \lambda \). Determine \( \Gamma_L \) and \( Z_L \).

**Solution:** The SWR is determined to be \( S = V_{\max}/V_{\min} = 1.75/0.25 = 7 \). Then, the magnitude of the reflection coefficient is found to be \( |\Gamma_L| = (S - 1)/(S + 1) = (7 - 1)/(7 + 1) = 0.75 \).

The reflection coefficient will be:

\[ \Gamma_L = |\Gamma_L|e^{j\theta_L} = 0.75e^{j\pi/2} = 0.75j \]

It follows that the load impedance will be:

\[ Z_L = Z_0 \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|} = 50 \frac{1 + 0.75j}{1 - 0.75j} = 14 + 48j \Omega \]

The closest voltage minimum will occur at \( l_{\min} = l_{\max} + \lambda/4 = 0.375\lambda = 3\lambda/8 \). Alternatively, we could have determined the phase from Eq. (11.13.4), \( \theta_L = 2\beta l_{\min} - \pi = 4\pi(3/8) - \pi = \pi/2 \). The left graph of Fig. 11.13.1 shows a plot of \( |V_l| \) versus \( l \).

![Standing Wave Pattern](image)

**Fig. 11.13.1** Standing wave patterns.

Note the locations of the closest voltage maxima and minima to the load, that is, \( \lambda/8 \) and \( 3\lambda/8 \). In the second case, we are given \( l_{\max} = \lambda/8 \). It follows that \( \theta_L = 2\beta l_{\min} - \pi = \pi/2 - \pi = -\pi/2 \). Alternatively, we may work with \( l_{\max} = l_{\min} + \lambda/4 = 3\lambda/8 \). Because \( l_{\max} > \lambda/4 \), Eq. (11.13.5) will give \( \theta_L = 2\beta l_{\max} - 2\pi = 4\pi(3/8) - 2\pi = -\pi/2 \). The reflection coefficient and load impedance will be:

\[ \Gamma_L = |\Gamma_L|e^{j\theta_L} = 0.75e^{j(\pi/2)} = -0.75j \Rightarrow Z_L = 14 - 48j \Omega \]

The right graph of Fig. 11.13.1 depicts the standing wave pattern in this case.

It is interesting also to determine the wave impedances at the locations along the line at which we have voltage maxima or minima, that is, at \( l = l_{\max} \) or \( l_{\min} \). The answers are expressed in terms of the SWR. Indeed, at \( l = l_{\max} \), we have \( \Gamma_l = |\Gamma_L| \) which gives:

\[ Z_{\max} = Z_0 \frac{1 + \Gamma_l}{1 - \Gamma_l} = Z_0 \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|} = S Z_0 \] (11.13.6)

Similarly, at \( l = l_{\min} \), we have \( \Gamma_l = -|\Gamma_L| \) and find:

\[ Z_{\min} = Z_0 \frac{1 + \Gamma_l}{1 - \Gamma_l} = Z_0 \frac{1 - |\Gamma_L|}{1 + |\Gamma_L|} = \frac{1}{S} Z_0 \] (11.13.7)
We note that \( Z_{\text{max}}Z_{\text{min}} = Z_0^2 \), as is expected because the points \( l_{\text{max}} \) and \( l_{\text{min}} \) are separated by a quarter-wavelength distance \( \lambda/4 \).

Because at \( l_{\text{max}} \) and \( l_{\text{min}} \) the wave impedances are real-valued, these points can be used as convenient locations at which to insert a quarter-wave transformer to match a line with real \( Z_0 \) to a complex load \( Z_L \). Given \( \theta_L \), the required locations are determined from Eq. (11.13.2) or (11.13.3). We discuss this matching method later on.

The MATLAB function \( \text{lmin, m} \) calculates the locations \( l_{\text{min}} \) and \( l_{\text{max}} \) from Eqs. (11.13.2) and (11.13.3), and the corresponding impedances \( Z_{\text{min}} \) and \( Z_{\text{max}} \). It has usage:

\[
[l_{\text{min}}, l_{\text{max}}] = \text{lmin}(Z_L, Z_0, '\text{min'});
\]

\[
[l_{\text{min}}, l_{\text{max}}] = \text{lmin}(Z_L, Z_0, '\text{max'});
\]

For a lossless line the power delivered to the load can be measured at any point \( l \) along the line, and in particular, at \( l_{\text{max}} \) and \( l_{\text{min}} \). Then, Eq. (11.12.7) can be written in the alternative forms:

\[
P_L = \frac{1}{2Z_0} (|V_L^+|^2 - |V_L^-|^2) = \frac{V_{\text{max}}V_{\text{min}}}{2Z_0} = \frac{V_{\text{max}}^2}{2Z_{\text{max}}} = \frac{V_{\text{max}}^2}{2S Z_0}
\]

The last expression shows that for a given maximum voltage that can be supported along a line, the power transmitted to the load is 5 times smaller than it could be if the load were matched.

Conversely, for a given amount \( P_L \) of transmitted power, the maximum voltage will be \( V_{\text{max}} = \sqrt{2P_L/Z_0} \). One must ensure that for a highly unmatched load, \( V_{\text{max}} \) remain less than the breakdown voltage of the line.

If the line is lossy, measurements of the SWR along its length will give misleading results. Because the reflected power attenuates as it propagates backwards away from the load, the SWR will be smaller at the line input than at the load.

For a lossy line with \( \beta_c = \beta - j\alpha \), the reflection coefficient at the line input will be:

\[
\Gamma_d = \Gamma_L e^{-2(\alpha + j\beta)d},
\]

which gives for the input SWR:

\[
S_d = \frac{1 + |\Gamma_d|}{1 - |\Gamma_d|} = \frac{1 + |\Gamma_L| e^{-2\alpha \beta}}{1 - |\Gamma_L| e^{-2\alpha \beta}} = \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|} = \frac{a + |\Gamma_L|}{a - |\Gamma_L|}
\]

where we expressed it in terms of the matched-line loss of Eq. (11.10.7).

**Example 11.13.2:** For the RG-58 coax cable of Example 11.10.2, we find the SWRs:

\[
S_L = \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|} = \frac{1 + 0.62}{1 - 0.62} = 4.26, \quad S_d = \frac{1 + |\Gamma_d|}{1 - |\Gamma_d|} = \frac{1 + 0.41}{1 - 0.41} = 2.39
\]

If one does not know that the line is lossy, and measures the SWR at the line input, one would think that the load is more matched than it actually is.

**Example 11.13.3:** The SWR at the load of a line is 9. If the matched-line loss is 10 dB, what is the SWR at the line input?

\[
|\Gamma_L| = \frac{S - 1}{S + 1} = \frac{9 - 1}{9 + 1} = 0.8
\]

The matched-line loss is \( a = 10\beta_{\text{c/10}} = 10\beta_{\text{1/10}} = 10 \). Thus, the reflection coefficient at the input will be \( |\Gamma_L| = |\Gamma_L|/a = 0.8/10 = 0.08 \). The corresponding SWR will be \( S = (1 + 0.08)/(1 - 0.08) = 1.17 \).

**Example 11.13.4:** A 50-ohm line feeds a half-wave dipole antenna with impedance of \( 73 + j42.5 \) ohms. The line has matched-line loss of 3 dB. What is the total loss of the line? What is the SWR at the load and at the line input? If the line length is doubled, what is the matched-line loss, the total loss, the input and load SWRs?

**Solution:** We calculate the reflection coefficient at the load:

\[
|\Gamma_L| = \frac{S - 1}{S + 1} = \frac{73 + j42.5 - 50}{73 + j42.5 + 50} = \frac{73 + j42.5 + 50}{73 + j42.5 - 50} = \text{abs}(2\beta(73 + j42.5, 50)) = 0.3713
\]

The SWR will be \( S = \text{swr}(0.3713) = 2.1814 \). The reflection coefficient at the line input will be \( |\Gamma_d| = |\Gamma_L| e^{-2\alpha \beta} = |\Gamma_L|/a = 0.1857 \), and its SWR, \( S = \text{swr}(0.1857) = 1.456 \).

If the line length is doubled, the matched-line loss in dB will double to 6 dB, since it is given by \( L_L = 8.686\alpha \). In absolute units, it is \( a = 2^4 = 4 \).

The corresponding reflection coefficient at the line input will be \( |\Gamma_d| = |\Gamma_L|/a = 0.0928 \), and its SWR, \( S = \text{swr}(0.0928) = 1.2047 \).

### 11.14 Smith Chart

The relationship between the wave impedance \( Z \) and the corresponding reflection response \( \Gamma \) along a transmission line \( Z_0 \) can be stated in terms the normalized impedance \( z = Z/Z_0 \) as follows:

\[
\Gamma = \frac{Z - 1}{Z + 1} \quad \Leftrightarrow \quad z = \frac{1 + \Gamma}{1 - \Gamma}
\]

It represents a mapping between the complex impedance \( z \)-plane and the complex reflection coefficient \( \Gamma \)-plane, as shown in Fig. 11.14.1. The mapping is similar to the bilinear transformation mapping in linear system theory between the \( z \)-plane (playing the role of the impedance plane) and the \( z \)-plane of the \( z \)-transform (playing the role of the \( \Gamma \)-plane). A complex impedance \( z = r + jx \) with positive resistive part, \( r > 0 \), gets mapped onto a point \( \Gamma \) that lies inside the unit-circle in the \( \Gamma \)-plane, that is, satisfying \( |\Gamma| < 1 \). An entire resistance line \( z = r \) (a vertical line on the \( z \)-plane) gets mapped onto a circle on the \( \Gamma \)-plane that lies entirely inside the unit-circle, if \( r > 0 \). Similarly, a reactance line \( z = jx \) (a horizontal line on the \( z \)-plane) gets mapped onto a circle on the \( \Gamma \)-plane, a portion of which lies inside the unit-circle.
11.14. Smith Chart

Fig. 11.14.1 Mapping between z-plane and $\Gamma$-plane.

The Smith chart is a graphical representation of the $\Gamma$-plane with a curvilinear grid of constant resistance and constant reactance circles drawn inside the unit-circle. In effect, the Smith chart is a curvilinear graph paper.

Any reflection coefficient point $\Gamma$ falls at the intersection of a resistance and a reactance circle, $r, x$, from which the corresponding impedance can be read off immediately as $z = r + jx$. Conversely, given $z = r + jx$ and finding the intersection of the $r, x$ circles, the complex point $\Gamma$ can be located and its value read off in polar or cartesian coordinates.

To determine the centers and radii of the resistance and reactance circles, we use the result that a circle with center $C$ and radius $R$ on the $\Gamma$-plane has the following two equivalent representations:

$$|\Gamma|^2 - C^*\Gamma - C\Gamma^* = B \Leftrightarrow |\Gamma - C| = R, \text{ where } B = R^2 - |C|^2 \quad (11.14.2)$$

Setting $z = r + jx$ in Eq. (11.14.1) and extracting the real and imaginary parts, we can write $r$ and $x$ in terms of $\Gamma$, as follows:

$$r = \text{Re} z = \frac{1 - |\Gamma|^2}{1 - |\Gamma|^2}, \quad x = \text{Im} z = \frac{j(\Gamma^* - \Gamma)}{|1 - |\Gamma|^2|} \quad (11.14.3)$$

In particular, the expression for the resistive part implies that the condition $r > 0$ is equivalent to $|\Gamma| < 1$. The $r, x$ circles are obtained by putting Eqs. (11.14.3) in the form of Eq. (11.14.2). We have:

$$r|\Gamma - 1|^2 = 1 - |\Gamma|^2 \Rightarrow r(1 - |\Gamma|^2 - \Gamma^* + 1) = 1 - |\Gamma|^2$$

and rearranging terms:

$$|\Gamma|^2 - \frac{r}{r + 1}\Gamma - \frac{r}{1 + r}\Gamma^* = \frac{1 - r}{1 + r} \Rightarrow |\Gamma - \frac{r}{1 + r}|^2 = \frac{1 - r}{1 + r} + \frac{r^2}{(1 + r)^2} = \left(\frac{1}{1 + r}\right)^2$$

Similarly, we have

$$x |\Gamma - 1|^2 = j(\Gamma^* - \Gamma) \Rightarrow x(|\Gamma|^2 - \Gamma - \Gamma^* + 1) = j(\Gamma^* - \Gamma)$$

which can be rearranged as:

$$|\Gamma|^2 - \left(1 - \frac{j}{x}\right)\Gamma - \left(1 + \frac{j}{x}\right)\Gamma^* = -1 \Rightarrow |\Gamma - \left(1 + \frac{j}{x}\right)|^2 = -1 + \left(1 + \frac{1}{x^2}\right) = \left(\frac{1}{x}\right)^2$$

To summarize, the constant resistance and reactance circles are:

$$|\Gamma - \frac{r}{1 + r}| = \frac{1}{1 + r} \quad \text{(resistance circles)}$$

$$|\Gamma - \left(1 + \frac{j}{x}\right)| = \frac{1}{|x|} \quad \text{(reactance circles)} \quad (11.14.4)$$

The centers of the resistance circles are on the positive half of the real axis on the $\Gamma$-plane, lying between $0 \leq |\Gamma| \leq 1$. When $r = 0$, the impedance circle is the entire unit-circle with center at $\Gamma = 0$. As $r$ increases, the radii become smaller and the centers move towards $|\Gamma| = 1$. The centers of the reactance circles lie on the tangent of the unit-circle at $|\Gamma| = 1$.

Example 11.14.1: Fig. 11.14.2 depicts the resistance and reactance circles for the following values of $r, x$:

$$r = [0.2, 0.5, 1.2, 5], \quad x = [0.2, 0.5, 1, 2, 5]$$

Because the point $A$ is at the intersection of the $r = 0.2$ and $x = 0.5$ circles, the corresponding impedance will be $z_A = 0.2 + 0.5j$. We list below the impedances and reflection coefficients at the points $A, B, C, D, E, S, P, O$:

- $z_A = 0.2 + 0.5j$, $\Gamma_A = -0.420 + 0.592j = 0.726\angle125.37^\circ$
- $z_B = 0.5 - j$, $\Gamma_B = 0.077 - 0.615j = 0.620\angle-82.88^\circ$
- $z_C = 2 - 2j$, $\Gamma_C = 0.539 - 0.308j = 0.620\angle-29.74^\circ$
- $z_D = j$, $\Gamma_D = j = 1\angle90^\circ$
- $z_E = -j$, $\Gamma_E = -j = 1\angle-90^\circ$

The points $S$ and $P$ correspond to a short-circuited and an open-circuited impedance. The center of the Smith chart at point $O$ corresponds to $z = 1$, that is, an impedance matched to the line.

The Smith chart helps one visualize the wave impedance as one moves away from or towards a load. Assuming a lossless line, the wave impedance and corresponding reflection response at a distance $l$ from the load are given by:

$$z_l = z_L + j\tan bl \frac{bl}{1 + jz_L \tan bl} \Leftrightarrow \Gamma_l = e^{-2jbl} \Gamma_L \quad (11.14.5)$$
Smith chart example.

The magnitude of \( \Gamma_l \) remains constant as \( l \) varies, indeed, \( |\Gamma_l| = |\Gamma_L| \). On the Smith chart, this represents a circle centered at the origin \( \Gamma = 0 \) of radius \( |\Gamma_L| \). Such circles are called **constant SWR circles** because the SWR is related to the circle radius by

\[
S = \frac{1 + |\Gamma_L|}{1 - |\Gamma_L|}.
\]

The relative phase angle between \( \Gamma_l \) and \( \Gamma_L \) is negative, \(-2\beta l\), and therefore, the point \( \Gamma_l \) moves clockwise along the constant SWR circle, as shown in Fig. 11.14.3. Conversely, if \( l \) is decreasing towards the load, the point \( \Gamma_l \) will be moving counter-clockwise.

Moving towards the generator along a constant SWR circle.

The rotation angle \( \phi_l = 2\beta l \) can be read off in degrees from the outer periphery of the Smith chart. The corresponding length \( l \) can also be read off in units of wavelengths towards the generator (WTG) or wavelengths towards the load (WTL). Moving towards the generator by a distance \( l = \lambda/8 \) corresponds to a clockwise rotation by an angle of \( \phi_l = 2(2\pi/8) = \pi/2 \), that is, 90°. Moving by \( l = \lambda/4 \) corresponds to a 180° rotation, and by \( l = \lambda/2 \), to a full 360° rotation.

Smith charts provide an intuitive geometrical representation of a load in terms of its reflection coefficient and help one design matching circuits—where matching means moving towards the center of the chart. However, the computational accuracy of the Smith chart is not very high, about 5–10%, because one must visually interpolate between the grid circles of the chart.

Smith charts are used widely to display \( S \)-parameters of microwave amplifiers and help with the design of matching circuits. Some of the tools used in such designs are the stability circles, gain circles, and noise figure circles of an amplifier, which are intuitively represented on a Smith chart. We discuss them in Chap. 14.

Various resources, including a history of the Smith chart and high-quality downloadable charts in Postscript format can be found on the web site [1841].

Laursen’s Smith chart MATLAB toolbox can be used to draw Smith charts. It is available from the Mathworks web site [1852]. Our MATLAB function smith.m can be used to draw simple Smith charts.

### 11.15 Time-Domain Response of Transmission Lines

So far we discussed only the sinusoidal response of transmission lines. The response to arbitrary time-domain inputs can be obtained by writing Eq. (11.6.3) in the time domain by replacing \( j\omega \to \partial/\partial t \). We will assume a lossless line and set \( R' = G' = 0 \). We obtain then the system of coupled equations:

\[
\frac{\partial V}{\partial z} = -L' \frac{\partial I}{\partial t}, \quad \frac{\partial I}{\partial z} = -C' \frac{\partial V}{\partial t} \tag{11.15.1}
\]

These are called **telegrapher’s equations**. By differentiating again with respect to \( z \), it is easily verified that \( V \) and \( I \) satisfy the uncoupled one-dimensional wave equations:

\[
\frac{\partial^2 V}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 V}{\partial t^2} = 0, \quad \frac{\partial^2 I}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 I}{\partial t^2} = 0
\]

where \( c = 1/\sqrt{L'C'} \). As in Sec. 2.1, it is better to deal directly with the first-order coupled system (11.15.1). This system can be uncoupled by defining the forward and backward wave components:

\[
V_+(t,z) = \frac{V(t,z) + Z_0 I(t,z)}{2}, \quad \text{where } Z_0 = \frac{L}{C} \tag{11.15.2}
\]

These satisfy the uncoupled equations:

\[
\frac{\partial V_+}{\partial z} = \pm \frac{1}{c} \frac{\partial V_+}{\partial t} \tag{11.15.3}
\]

At RF, \( R', G' \) may be small but cannot be assumed to be frequency-independent, for example, \( R' \) depends on the surface impedance \( R_s \), which grows like \( f^{1/2} \).
with general solutions given in terms of two arbitrary functions \( f(t), g(t) \):
\[
V_+(t,z) = f(t-z/c), \quad V_-(t,z) = g(t+z/c) \tag{11.15.4}
\]

These solutions satisfy the basic forward and backward propagation property:
\[
\begin{align*}
V_+(t+z\Delta z) &= V_+(t-\Delta t,z), \\
V_-(t+z\Delta z) &= V_-(t+\Delta t,z)
\end{align*}
\tag{11.15.5}
\]

In particular, we have:
\[
\begin{align*}
V_+(t,z) &= V_+(t-z/c,0) \\
V_-(t,z) &= V_-(t+z/c,0)
\end{align*}
\tag{11.15.6}
\]

These allow the determination of the line voltages at any point \( z \) along the line from the knowledge of the voltages at \( z = 0 \). Next, we consider a terminated line, shown in Fig. 11.15.1, driven by a generator voltage \( V_G(t) \), which is typically turned on at \( t = 0 \) as indicated by the closing of the switch.

![Fig. 11.15.1 Transient response of terminated line.](image)

In general, \( Z_G \) and \( Z_L \) may have inductive or capacitive parts. To begin with, we will assume that they are purely resistive. Let the length of the line be \( d \), so that the one- and two-way travel-time delays will be \( T = d/c \) and \( 2T = 2d/c \).

When the switch closes, an initial waveform is launched forward along the line. It reaches the load \( T \) seconds later, it gets reflected, picking up a factor of \( \Gamma_L \), and begins to travel backward. It reaches the generator \( T \) seconds later, or \( 2T \) seconds after the initial launch, and gets reflected there traveling forward again, and so on. The total forward- and backward-moving components \( V_s(t,z) \) include all the multiple reflections.

Before we sum up the multiple reflections, we can express \( V_s(t,z) \) in terms of the total forward-moving component \( V_+(t,z) \) at \( t \) by the help of (11.15.6). In fact, we have \( V_s(t,z) = V_+(t-z/c) \). Applying this at the load end \( z = d \), we have \( V_L^+(t) = V_+(t,d) = V_+(t-d/c) = V_+(t-T) \). Because of Ohm's law at the load, \( V_L(t) = Z_L I_L(t) \), we have for the forward/backward components:
\[
V_L^+(t) = \frac{V_L(t) + Z_L I_L(t)}{2} = \frac{Z_L + Z_0}{2} I_L(t) \quad \Rightarrow \quad V_L^-(t) = \frac{Z_L - Z_0}{Z_L + Z_0} V_L^+(t) = \Gamma_L V_+(t-T)
\]

Therefore, we find the total voltage at the load end:
\[
V_L(t) = V_L^+(t) + V_L^-(t) = (1 + \Gamma_L) V_+(t-T) \tag{11.15.7}
\]

Using (11.15.6), the backward component at \( z = 0 \) is:
\[
V_-(t+T) = V_-(t+d/c,0) = V_-(t,d) = V_L^-(t) = \Gamma_L V_+(t-T), \quad \text{or},
\]
\[
V_-(t) = \Gamma_L V_+(t-2T)
\]

Thus, the total line voltage at the generator end will be:
\[
V_d(t) = V_+(t) + V_-(t) = V_+(t) + \Gamma_L V_+(t-2T) \tag{11.15.8}
\]

More generally, the voltage at any point \( z \) along the line will be:
\[
V(t,z) = V_+(t,z) + V_-(t,z) = V_+(t-z/c) + \Gamma_L V_+(t+z/c - 2T) \tag{11.15.9}
\]

It remains to determine the total forward component \( V_s(t) \) in terms of the multiple reflections of the initially launched wave along the line. We find below that:
\[
\begin{align*}
V_+(t) &= \sum_{m=0}^{\infty} (\Gamma_G \Gamma_L)^m V(t-2mT) \\
&= V(t) + (\Gamma_G \Gamma_L) V(t-2T) + (\Gamma_G \Gamma_L)^2 V(t-4T) + \cdots
\end{align*}
\tag{11.15.10}
\]

where \( V(t) \) is the initially launched waveform:
\[
V(t) = \frac{Z_0}{Z_G + Z_0} V_G(t) \tag{11.15.11}
\]

Thus, initially the transmission line can be replaced by a voltage divider with \( Z_0 \) in series with \( Z_L \). For a right-sided signal \( V(t) \), such as that generated after closing the switch, the number of terms in (11.15.10) is finite, but growing with time. Indeed, the requirement that the argument of \( e^{i\omega T} \) remain within the range \( 0 \leq m \leq M \) where \( M \) is the floor of \( t/2T \) is necessary to have a finite series.

To justify (11.15.10) and (11.15.11), we may start with the single-frequency case discussed in Sec. 11.9 and perform an inverse Fourier transform. Defining the \( z \)-transform variable \( \zeta = e^{i\omega T} = e^{i\beta d} \), we may rewrite Eq. (11.9.7) in the form:
\[
V_L(t) = V \frac{1 + \Gamma_L \zeta^{-2}}{1 - \Gamma_G \Gamma_L \zeta^{-2}}, \quad \text{where} \quad V = \frac{V_G Z_0}{Z_G + Z_0}
\]

\[1\text{We use } \zeta \text{ instead of } z \text{ to avoid confusion with the position variable } z.\]
where in the last equation we indicated explicitly the dependence on \( \omega \). Using the delay theorem of Fourier transforms, it follows that the equation for \( V_d(\omega) \) is the Fourier transform of (11.15.8). Similarly, we have at the load end:

\[
V_L = \frac{V_G Z_0}{Z_G + Z_0} \frac{1 + \Gamma_L \zeta^{-2}}{1 - \Gamma_G \Gamma_L \zeta^2} \zeta^{-1} = (1 + \Gamma_L) \zeta^{-1} V_+
\]

which is recognized as the Fourier transform of Eq. (11.15.7). Next, we expand \( V_+ \) using the geometric series noting that \( |\Gamma_G \Gamma_L \zeta^{-2}| = |\Gamma_G \Gamma_L| < 1 \):

\[
V_+ = \frac{V}{1 - \Gamma_G \Gamma_L \zeta^{-2}} = V + (\Gamma_G \Gamma_L) \zeta^{-2} V + (\Gamma_G \Gamma_L)^2 \zeta^{-4} V + \cdots
\]

which is equivalent to the Fourier transform of Eq. (11.15.10). The same results can be obtained using a lattice timing diagram, shown in Fig. 11.15.2, like that of Fig. 5.6.1.

Each propagation segment introduces a delay factor \( \zeta^{-1} \), forward or backward, and each reflection at the load and generator ends introduces a factor \( \Gamma_L \) or \( \Gamma_G \). Summing up all the forward-moving waves at the generator end gives Eq. (11.15.14). Similarly, the summation of the backward terms at the generator, and the summation of the forward and backward terms at the load, give:

\[
\begin{align*}
V_+ &= V_L \zeta^{-2} [1 + (\Gamma_G \Gamma_L) \zeta^{-2} + (\Gamma_G \Gamma_L)^2 \zeta^{-4} + \cdots] = \Gamma_L \zeta^{-2} V_+
\end{align*}
\]

\[
\begin{align*}
V_G &= V \zeta^{-1} [1 + (\Gamma_G \Gamma_L) \zeta^{-2} + (\Gamma_G \Gamma_L)^2 \zeta^{-4} + \cdots] = \zeta^{-1} V_+
\end{align*}
\]

\[
\begin{align*}
V_+ &= \Gamma_L V \zeta^{-1} [1 + (\Gamma_G \Gamma_L) \zeta^{-2} + (\Gamma_G \Gamma_L)^2 \zeta^{-4} + \cdots] = \Gamma_L \zeta^{-1} V_+ + \Gamma_L V_G
\end{align*}
\]

Replacing \( V_+ (t) \) in terms of (11.15.10), we obtain from (11.15.7) and (11.15.8):

\[
\begin{align*}
V_d(t) &= V(t) + \left( 1 + \frac{1}{\Gamma_G} \right) \sum_{m=1}^{\infty} (\Gamma_G \Gamma_L)^m V(t - 2m T) \\
V_L(t) &= (1 + \Gamma_L) \sum_{m=0}^{\infty} (\Gamma_G \Gamma_L)^m V(t - (2m + 1) T)
\end{align*}
\]

The line voltage at an arbitrary location \( z \) along the line, can be determined from (11.15.9). The substitution of the series expansion of \( V_+ \) leads to the expression:

\[
V(t, z) = \sum_{m=0}^{\infty} (\Gamma_G \Gamma_L)^m V(t - z/c - 2m T) + \Gamma_L \sum_{k=0}^{\infty} (\Gamma_G \Gamma_L)^k V(t + z/c - 2k T - 2T)
\]

For a causal input \( V(t) \), the allowed ranges for the summation indices \( m, k \) are:

\[
0 \leq m \leq \text{floor} \left( \frac{1 - z/c}{2T} \right), \quad 0 \leq k \leq \text{floor} \left( \frac{1 + z/c - 2T}{2T} \right)
\]

**Example 11.15.1:** A terminated line has \( Z_0 = 50, Z_G = 450, Z_L = 150 \Omega \). The corresponding reflection coefficients are calculated to be: \( \Gamma_G = 0.8 \) and \( \Gamma_L = 0.5 \). For simplicity, we take \( c = 1, d = 1, T = d/c = 1 \). First, we consider the transient response of the line to a step generator voltage \( V_G(t) = 10 u(t) \). The initial voltage input to the line will be:

\[
V(t) = V_G(t) Z_0 / (Z_G + Z_0) = 10 u(t) \cdot 50 / (450 + 50) = u(t).
\]

It follows from (11.15.15) that:

\[
V_d(t) = u(t) + 2.25 \sum_{m=1}^{\infty} (0.4)^m u(t - 2m T), \quad V_L(t) = 1.5 \sum_{m=1}^{\infty} (0.4)^m u(t - (2m + 1) T)
\]

These functions are plotted in Fig. 11.15.3. The successive step levels are calculated by:

<table>
<thead>
<tr>
<th>( V_d(t) )</th>
<th>( V_L(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1 + 2.25(0.4)</td>
<td>1.5</td>
</tr>
<tr>
<td>1 + 2.25(0.4^2)</td>
<td>2.26</td>
</tr>
<tr>
<td>1 + 2.25(0.4 + 0.4^2)</td>
<td>2.40</td>
</tr>
<tr>
<td>1 + 2.25(0.4 + 0.4^2 + 0.4^3)</td>
<td>2.64</td>
</tr>
<tr>
<td>1 + 2.25(0.4 + 0.4^2 + 0.4^3 + 0.4^4)</td>
<td>2.44</td>
</tr>
</tbody>
</table>

Both \( V_d \) and \( V_L \) converge to the same asymptotic value:

\[
1 + 2.25(0.4^4 + 0.4^2 + 0.4^3 + 0.4^4 + \cdots) = 1.5 \cdot \frac{1 + 0.4^4}{1 - 0.4} = 2.5
\]
More generally, the asymptotic level for a step input $V_G(t) = V_G u(t)$ is found to be:

$$V_\infty = V - \frac{1 + \Gamma_L}{1 - \Gamma_G \Gamma_L} = \frac{V_G Z_0}{Z_G + Z_0} - \frac{1 + \Gamma_L}{1 - \Gamma_G \Gamma_L} = \frac{V_G Z_L}{Z_G + Z_L}$$  \hspace{1cm} (11.15.16)

Thus, the line behaves asymptotically like a lumped circuit voltage divider with $Z_0$ in series with $Z_L$. We consider next, the response to a pulse input $V_G(t) = 10[u(t) - u(t - \tau)]$, where $\tau$ is the pulse duration. Fig. 11.15.3 shows the generator and load line voltages for the case $\tau = T/10 = 1/10$. The pulse levels are:

$$[1, 2, 2.5, 3, 3.5, 4] \text{ m} = [1.0, 0.9, 0.8, 0.6, 0.4, 0.2] \text{ V} \quad \text{(at generator)}$$

$$[1, 5, 10, 20, 40, 80] \text{ m} = [1.5, 0.6, 0.2, 0.1, 0.04] \text{ V} \quad \text{(at load)}$$

The following MATLAB code illustrates the computation of $V_d(t)$:

```matlab
% SETUP PARAMETERS
d = 1; c=1; T = d/c; tau = T/10; VG = 10;
Z0 = 50; ZG = 450; ZL = 150; V = VG * Z0 / (ZG+Z0); gG = z2g(ZG,Z0); gL = z2g(ZL,Z0);
G = 1/2; d = 1/2;
for i=1:length(t),
    Vd(i) = V * upulse(t(i), tau);
end
plot(t, Vd, 'r');
```

where $\text{upulse}(t, \tau)$ generates the unit-pulse function $u(t) - u(t - \tau)$. The code can be adapted for any other input function $V(t)$.
Applying this result to the four cases, we find:

\[
V_d(t) = V_0 u(t) + V_0 [\Gamma_R + (1 - \Gamma_R) e^{-a(t-2T)}] u(t - 2T) \quad \text{(series R-L)}
\]
\[
V_d(t) = V_0 u(t) + V_0 [-1 + (1 + \Gamma_R) e^{-a(t-2T)}] u(t - 2T) \quad \text{(parallel R-L)}
\]
\[
V_d(t) = V_0 u(t) + V_0 [2 - (1 - \Gamma_R) e^{-a(t-2T)}] u(t - 2T) \quad \text{(series R-C)}
\]
\[
V_d(t) = V_0 u(t) + V_0 [\Gamma_R - (1 + \Gamma_R) e^{-a(t-2T)}] u(t - 2T) \quad \text{(parallel R-C)}
\]

In a similar fashion, we determine the load voltage:

\[
V(t) = V_0 [ (1 + \Gamma_R) + (1 - \Gamma_R) e^{-a(t-T)} ] u(t - T) \quad \text{(series R-L)}
\]
\[
V(t) = V_0 (1 + \Gamma_R) e^{-a(t-T)} u(t - T) \quad \text{(parallel R-L)}
\]
\[
V(t) = V_0 [2 - (1 - \Gamma_R) e^{-a(t-T)}] u(t - T) \quad \text{(series R-C)}
\]
\[
V(t) = V_0 (1 + \Gamma_R) [1 - e^{-a(t-T)}] u(t - T) \quad \text{(parallel R-C)}
\]

**Example 11.15.2:** We take \( V_0 = 1, Z_0 = 50, R = 150 \, \Omega \), and, as before, \( d = 1, c = 1, T = 1 \). We find \( \Gamma_R = 0.5 \). Fig. 11.15.4 shows the voltages \( V_d(t) \) and \( V_L(t) \) in the four cases.

In all cases, we adjusted \( L \) and \( C \) such that \( a = 1 \). This gives \( L = 200 \) and \( C = 1/200 \), and \( L = 37.5 \) and \( C = 1/37.5 \), for the series and parallel cases.

Asymptotically, the series R-L and the parallel R-C cases look like a voltage divider \( V_d = V_L = \frac{\Gamma_R}{1+\Gamma_R} V \), the parallel R-L case looks like a short-circuited load \( V_d = V_L = 0 \), and the series R-C looks like and open circuit so that \( V_d = V_L = V \).

Using the expressions for \( V(t) \) of Problem 11.40, the MATLAB file RLCommie.m makes a movie of the step input as it propagates to and gets reflected from the reactive load.

**11.16 Problems**

11.1 Design a two-wire line made of two AWG 20-gauge (diameter 0.812 mm) copper wires that has a 300-ohm impedance. Calculate its capacitance per unit length.

11.2 For the two-wire line shown in Fig. 11.5.1, show that the tangential component of the electric field vanishes on both cylindrical conductor surfaces. Show that the field and current densities on the positively charged conductor are given in terms of the azimuthal angle \( \phi \) as follows:

\[
\rho_s(\phi) = \frac{Q'}{2\pi a} \frac{k^2 - 1}{k^2 - 2k \cos \phi + 1}, \quad J_{sz}(\phi) = \frac{I}{2\pi a} \frac{k^2 - 1}{k^2 - 2k \cos \phi + 1}
\]

Show and interpret the following:

\[
\int_0^{2\pi} \rho_s(\phi) \, d\phi = Q', \quad \int_0^{2\pi} J_{sz}(\phi) \, d\phi = I
\]

11.3 For the two-wire line of the previous problem, show that the power loss per unit length due to ohmic conductor losses is given by:

\[
P'_{\text{loss}} = R_s \int_0^{2\pi} |J_{sz}(\phi)|^2 a \, d\phi = \frac{R_s |I|^2}{2\pi a} \frac{k^2 + 1}{k^2 - 1}
\]

From this result, derive Eq. (11.5.13) for \( R' \) and \( \alpha_c \).

11.4. A polyethylene-filled RG-59 coaxial cable has impedance of 75 ohm and velocity factor of 0.5. If the radius of the inner conductor is 0.322 mm, determine the radius of the outer conductor in mm. Determine the capacitance and inductance per unit length. Assuming copper conductors and a loss tangent of \( 7 \times 10^{-4} \) for the polyethylene dielectric, calculate the attenuation of the cable in dB/100 ft at 50 MHz and at 1 GHz. Finally, calculate the cutoff frequency of higher propagating modes.

11.5 Computer Experiment: Coaxial Cable Attenuation. Consider the attenuation data of an RG-8/U cable given in Example 11.4.3.

a. Reproduce the graph of that Example. Show that with the assumed characteristics of the cable, the total attenuation may be written as a function of frequency in the form, where \( \alpha \) is in dB per 100 ft and \( f \) is in GHz:

\[
\alpha(f) = 4.3412 f^{1/2} + 2.9131 f
\]

b. Carry out a least-squares fit of the attenuation data given in the table of that Example by fitting them to a function of the form \( \alpha(f) = A f^{1/2} + B f \), and determine the fitted coefficients \( A, B \). This requires that you find \( A, B \) by minimizing the weighted performance index:

\[
J = \sum \frac{w_t}{t} (\alpha_t - A f_t^{1/2} - B f_t)^2 = \min
\]
where you may take the weights \( w_i = 1 \). Show that the minimization problem gives rise to a \( 2 \times 2 \) linear system of equations in the unknowns \( A, B \), and solve this system with MATLAB.

Plot the resulting function of \( \alpha(f) \) on the same graph as that of part (a). How do the fitted coefficients compare with those of part (a)?

Given the fitted coefficients \( A, B \), extract from them the estimated values of the loss tangent \( \tan \theta \) and the refractive index \( n \) of the dielectric filling (assuming the cable radii \( a, b \) and conductivity \( \sigma \) are as given.)

c. Because it appears that the 5-GHz data point is not as accurate as the others, redo part (b) by assigning only 1/2 weight to that point in the least-squares fit. Finally, redo part (b) by assigning zero weight to that point (i.e., not using it in the fit.)

11.6 Computer Experiment—Optimum Coaxial Cables. Plot the three quantities \( E_d, P_r, \) and \( \alpha_c \) given in Eq. (11.4.10) versus the ratio \( b/a \) over the range \( 1.5 \leq b/a \leq 4 \). Indicate on the graphs the positions of the optimum ratios that correspond to the minima of \( E_d \) and \( \alpha_c \), and the maximum of \( P_r \).

Moreover, write a MATLAB function that solves iteratively (for example, using Newton’s method) the equation for minimizing \( \alpha_c \), that is, \( \ln x = 1 + 1/x \).

11.7 Let \( Z_l = R_l + jX_l \) be the wave impedance on a lossless line at a distance \( l \) from a purely resistive load \( Z_0 \). Derive explicit expressions for \( R_l \) and \( X_l \) in terms of \( Z_0 \) and the characteristic impedance \( Z_0 \) of the line for the distances \( l = n\lambda/8 \), where \( n = 1, 2, 3, 4, 5, 6, 7, 8 \).

Discuss the signs of \( X_l \) (inductive or capacitive) for the two cases \( Z_l > Z_0 \) and \( Z_l < Z_0 \). What happens to the above expressions when \( Z_l = Z_0 \)?

11.8 A dipole antenna operating in the 30-meter band is connected to a transmitter by a 15-meter long lossy coaxial cable having velocity factor of 0.667 and characteristic impedance of 50 ohm. The wave impedance at the transmitter end of the cable is measured and found to be 25.5 – 14.9j ohm. Determine the input impedance of the antenna.

11.9 It is desired to determine the characteristic impedance \( Z_0 \) and propagation constant \( \gamma = \alpha + j\beta \) of a lossy line. To this end, a length \( l \) of the line is short-circuited and its input impedance \( Z_{ic} \) is measured. Then, the segment is open-circuited and its input impedance \( Z_{oc} \) is measured. Explain how to extract the two unknown quantities \( \gamma \) and \( Z_0 \) from \( Z_{ic} \) and \( Z_{oc} \).

11.10 The wave impedances of a 100-meter long short- and open-circuited segment of a lossy transmission line were measured to be \( Z_{sc} = 68.45 + 128.13j \) ohm and \( Z_{oc} = 4.99 - 16.65j \) ohm at 10 MHz. Using the results of the previous problem, determine the characteristic impedance of the line \( Z_0 \), the attenuation constant \( \alpha \) in dB/100-m, and the velocity factor of the cable noting that the cable length is at least two wavelengths long.

11.11 For a lossless line, show the inequality:

\[
\frac{1 - |I_0|}{1 + |I_0|} \leq \frac{1 + |I_0| e^{-2\gamma l}}{1 - |I_0| e^{-2\gamma l}} \leq \frac{1 + |I_0|}{1 - |I_0|}
\]

where \( I_0 \) is the load reflection coefficient. Then, show that the magnitude of the wave impedance \( Z_l \) along the line varies between the limits:

\[
Z_{\text{min}} \leq |Z_l| \leq Z_{\text{max}}, \quad Z_{\text{min}} = \frac{1}{S} Z_0, \quad Z_{\text{max}} = S Z_0
\]

where \( Z_0 \) is the characteristic impedance of the line and \( S \), the voltage SWR.

11.12 For a lossless line, show that the current \( I_l \) at a distance \( l \) from a load varies between the limits:

\[
I_{\text{min}} \leq |I_l| \leq I_{\text{max}}, \quad \text{where} \quad I_{\text{min}} = \frac{1}{Z_0} V_{\text{min}}, \quad I_{\text{max}} = \frac{1}{Z_0} V_{\text{max}}
\]

where \( V_{\text{min}} \) and \( V_{\text{max}} \) are the minimum and maximum voltage along the line. Then, show that the minimum and maximum wave impedances of the previous problem can be written in the alternative forms:

\[
Z_{\text{max}} = \frac{V_{\text{max}}}{I_{\text{min}}}, \quad Z_{\text{min}} = \frac{V_{\text{min}}}{I_{\text{max}}}
\]

Recall from Sec. 11.13 that \( Z_{\text{max}}, Z_{\text{min}} \) correspond to the distances \( I_{\text{max}} \) and \( I_{\text{min}} \). However, show that \( I_{\text{min}} \) and \( I_{\text{max}} \) correspond to \( I_{\text{max}} \) and \( I_{\text{min}} \), respectively.

11.13 If 500 W of power are delivered to a load by a 50-ohm lossless line and the SWR on the line is 5, determine the maximum voltage \( V_{\text{max}} \) along the line. Determine also the quantities \( V_{\text{min}}, I_{\text{min}}, I_{\text{max}}, Z_{\text{max}}, \) and \( Z_{\text{min}} \).

11.14 A transmitter is connected to an antenna by an 80-ft length of coaxial cable of characteristic impedance of 50 ohm and matched-line loss of 0.6 dB/100-ft. The antenna impedance is \( 30 + 40j \) ohm. The transmitter delivers 1 kW of power into the line. Calculate the amount of power delivered to the load and the power lost in the line. Calculate the SWR at the antenna and transmitter ends of the line.

11.15 Let \( S_L \) and \( S_d \) be the SWRs at the load and at distance \( d \) from the load on a lossy and mismatched line. Then \( a = e^{2\gamma d} \) be the matched-line loss for the length-\( d \) segment. Show that the SWRs are related by:

\[
S_d = S_L - \frac{(a - 1)(S_L^2 - 1)}{a(S_L + 1) - (S_L - 1)} \quad \text{and} \quad S_L = S_d + \frac{(a - 1)(S_L^2 - 1)}{(S_d + 1) - a(S_d - 1)}
\]

Show that \( 1 \leq S_d \leq S_L \). When are the equalities valid? Show also that \( S_d \rightarrow 1 \) as \( d \rightarrow \infty \).

11.16 A 100-Ω lossless transmission line is terminated at an unknown load impedance. The line is operated at a frequency corresponding to a wavelength \( \lambda = 40 \) cm. The standing wave ratio along this line is measured to be \( S = 3 \). The distance from the load where there is a voltage minimum is measured to be 5 cm. Based on these two measurements, determine the unknown load impedance.

11.17 The wavelength on a 50 Ω transmission line is 80 cm. Determine the load impedance if the SWR on the line is 3 and the location of the first voltage minimum is 10 cm from the load. At what other distances from the load would one measure a voltage minimum? A voltage maximum?

11.18 A 75-ohm line is connected to an unknown load. Voltage measurements along the line reveal that the maximum and minimum voltage values are 6 V and 2 V. It is observed that a voltage maximum occurs at the distance from the load:

\[
l = 0.5\lambda - \frac{A}{4\pi} \tan(0.75) = 0.44879\lambda
\]

Determine the reflection coefficient \( \Gamma_L \) (in cartesian form) and the load impedance \( Z_L \).

11.19 A load is connected to a generator by a 30-ft long 75-ohm RG-59/U coaxial cable. The SWR is measured at the load and the generator and is found to be equal to 3 and 2, respectively. Determine the attenuation of the cable in dB/ft. Assuming the load is resistive, what are all possible values of the load impedance in ohm?
11.20 A lossless 50-ohm line with velocity factor of 0.8 is connected to an unknown load. The operating frequency is 1 GHz. Voltage measurements along the line reveal that the maximum and minimum voltage values are 6 V and 2 V. It is observed that a voltage minimum occurs at a distance of 3 cm from the load. Determine the load reflection coefficient \( \Gamma_L \) and the load impedance \( Z_L \).

11.21 The SWR on a lossy line is measured to be equal to 3 at a distance of 5 meters from the load, and equal to 4 at a distance of 1 meter from the load.

a. Determine the attenuation constant of the line in dB/m.

b. Assuming that the load is purely resistive, determine the two possible values of the load impedance.

11.22 A lossless 50-ohm transmission line of length \( d = 17 \) m is connected to an unknown load \( Z_L \) and to a generator \( V_G = 10 \) volts having an unknown internal impedance \( Z_G \), as shown below. The wavelength on the line is \( \lambda = 8 \) m. The current and voltage on the line at the generator end are measured and found to be \( I_d = 40 \) mA and \( V_d = 6 \) volts.

\[ V_G \quad \sim \quad I_d \quad \left( \frac{Z_G}{Z_0} \right) \quad V_d \quad \left( \frac{Z_0}{Z_L} \right) \quad V_L \quad \left( \frac{Z_0}{Z_l} \right) \quad I_L \quad d \]

a. Determine the wave impedance \( Z_d \) at the generator end, as well as the generator’s internal impedance \( Z_G \).

b. Determine the load impedance \( Z_L \).

c. What percentage of the total power produced by the generator is absorbed by the load?

11.23 The wavelength on a 50-ohm transmission line is 8 meters. Determine the load impedance if the SWR on the line is 3 and the location of the first voltage maximum is 1 meter from the load. At what other distances from the load would one measure a voltage minimum? A voltage maximum?

11.24 A 10-volt generator with a 25-ohm internal impedance is connected to a 100-ohm load via a 6-meter long 50-ohm transmission line. The wavelength on the line is 8 meters. Carry out the following calculations in the stated order:

a. Calculate the wave impedance \( Z_d \) at the generator end of the line. Then, using an equivalent voltage divider circuit, calculate the voltage and current \( V_d, I_d \). Then, calculate the forward and backward voltages \( V_{d+f}, V_{d-b} \) from the knowledge of \( V_d, I_d \).

b. Propagate \( V_{d+f}, V_{d-b} \) to the load end of the line to determine the values of the forward and backward voltages \( V_{L+f}, V_{L-b} \) at the load end. Then, calculate the corresponding voltage and current \( V_{L+f}, I_{L+f} \) and \( V_{L-b}, I_{L-b} \).

c. Assuming that the real-valued form of the generator voltage is \( V_G = 10 \cos(\omega t) \) determine the real-valued forms of the quantities \( V_d, V_L \) expressed in the sinusoidal form \( A \cos(\omega t + \phi) \).

11.25 A lossless 50-ohm transmission line is connected to an unknown load impedance \( Z_L \). Voltage measurements along the line reveal that the maximum and minimum voltage values are \( (\sqrt{2} + 1) \) volts and \( (\sqrt{2} - 1) \) volts. Moreover, a distance at which a voltage maximum is observed has been found to be \( l_{\text{max}} = 15 \lambda / 16 \).

a. Determine the load reflection coefficient \( \Gamma_L \) and the impedance \( Z_L \).

b. Determine a distance (in units of \( \lambda \)) at which a voltage minimum will be observed.

11.26 A 50-ohm transmission line is terminated at a load impedance:

\[ Z_L = 75 + j25 \Omega \]

a. What percentage of the incident power is reflected back into the line?

b. In order to make the load reflectionless, a short-circuited 50-ohm stub of length \( \ell \) is inserted in parallel at a distance \( l \) from the load. What are the smallest values of the lengths \( \ell \) and \( l \) in units of the wavelength \( \lambda \) that will make the load reflectionless? Show all work.

11.27 A load is connected to a generator by a 20-meter long 50-ohm coaxial cable. The SWR is measured at the load and the generator and is found to be equal to 3 and 2, respectively.

a. Determine the attenuation of the cable in dB/m.

b. Assuming that the load is resistive, determine the two possible values of the load impedance.

11.28 A 50-ohm lossless transmission line with velocity factor of 0.8 and operating at a frequency of 15 MHz is connected to an unknown load impedance. The voltage SWR is measured to be \( S = 3 + 2\sqrt{2} \). A voltage maximum is found at a distance of 1 m from the load.

a. Determine the unknown load impedance \( Z_L \).

b. Suppose that the line is lossy and that it is connected to the load found in part (a). Suppose that the SWR at a distance of 10 m from the load is measured to be \( S = 3 \). What is the attenuation of the line in dB/m?

11.29 A lossless 50-ohm transmission line is connected to an unknown load impedance. Voltage measurements along the line reveal that the maximum and minimum voltage values are 6 V and 2 V. Moreover, the closest distance to the load at which a voltage minimum is observed has been found to be \( l_{\text{min}} = 0.6 - 0.8j \). Determine the load reflection coefficient \( \Gamma_L \) and the impedance \( Z_L \).

11.30 A resonant dipole antenna operating in the 30-meter band is connected to a transmitter by a 30-meter long lossless coaxial cable having velocity factor of 0.8 and characteristic impedance of 50 ohm. The wave impedance at the transmitter end of the cable is measured to be 40 ohm. Determine the input impedance of the antenna.

11.31 The next four problems are based on Ref. [1124]. A lossless transmission line with real characteristic impedance \( Z_0 \) is connected to a series RLC circuit.

a. Show that the corresponding load impedance may be written as a function of frequency in the form (with \( f, f_0 \) in Hz):

\[ Z_L = R + jRQ \left( \frac{\frac{f}{f_0} - \frac{1}{f_0}}{\frac{f}{f_0} + \frac{1}{f_0}} \right) \]

11.32 A load is connected to a generator by a 50-ohm transmission line. The load reflection coefficient is 0.1. Determine the load impedance if the incident voltage is 10 volts.

11.33 A 50-ohm transmission line is terminated at a load impedance:

\[ Z_L = 50 + j50 \Omega \]

a. What percentage of the incident power is reflected back into the line?

b. In order to make the load reflectionless, a short-circuited 50-ohm stub of length \( \ell \) is inserted in parallel at a distance \( l \) from the load. What are the smallest values of the lengths \( \ell \) and \( l \) in units of the wavelength \( \lambda \) that will make the load reflectionless? Show all work.

11.34 A load is connected to a generator by a 20-meter long 50-ohm coaxial cable. The SWR is measured at the load and the generator and is found to be equal to 3 and 2, respectively.

a. Determine the attenuation of the cable in dB/m.

b. Assuming that the load is resistive, determine the two possible values of the load impedance.

11.35 A 50-ohm lossless transmission line with velocity factor of 0.8 and operating at a frequency of 15 MHz is connected to an unknown load impedance. The voltage SWR is measured to be \( S = 3 + 2\sqrt{2} \). A voltage maximum is found at a distance of 1 m from the load.

a. Determine the unknown load impedance \( Z_L \).

b. Suppose that the line is lossy and that it is connected to the load found in part (a). Suppose that the SWR at a distance of 10 m from the load is measured to be \( S = 3 \). What is the attenuation of the line in dB/m?
where \( f_0 \) and \( Q \) are the frequency and \( Q \)-factor at resonance. Such a load impedance provides a simplified model for the input impedance of a resonant dipole antenna. Show that the corresponding SWR \( S_L \) satisfies \( S_L \leq S_0 \) for all \( f \), where \( S_0 \) is the SWR at resonance, that is, corresponding to \( Z_L = R \).

b. The SWR bandwidth is defined by \( \Delta f = f_2 - f_1 \), where \( f_1, f_2 \) are the left and right bandedge frequencies at which the SWR \( S_L \) reaches a certain level, say \( S_L = S_B \), such that \( S_B > S_0 \). Often the choice \( S_B = 2 \) is made. Assuming that \( Z_0 \geq R \), show that the bandedge frequencies satisfy the conditions:

\[
\Gamma_L \sqrt{\frac{S_B}{S_0}} - (S_0 - 1)^2 = \frac{4(L_2 f_2 - f_0^2)}{Q^2(1 - \Gamma_L^2)} \quad \text{where} \quad \Gamma_L = \frac{S_B - 1}{S_B + 1}
\]

c. Show that the normalized bandwidth is given by:

\[
Q \frac{\Delta f}{f_0} = \sqrt{(S_B - S_0)(S_0 - S_B^{-1})} = \sqrt{\frac{4(L_2 f_2 - f_0^2)}{(1 - \Gamma_0^2)^2(1 - \Gamma_B^2)}} \quad \text{with} \quad \Gamma_0 = \frac{S_B - 1}{S_B + 1}
\]

Show that the left and right bandedge frequencies are given by:

\[
f_1 = \sqrt{f_0^2 + \frac{(\Delta f)^2}{4} - \frac{\Delta f^2}{2}}, \quad f_2 = \sqrt{f_0^2 + \frac{(\Delta f)^2}{4} + \frac{\Delta f^2}{2}}
\]

d. Show that the maximum bandwidth is realized for a mismatched load that has the following optimum SWR at resonance:

\[
S_B = \frac{S_0 + S_0^{-1}}{2}, \quad \Gamma_0 = \Gamma_L^2 \Rightarrow Q \frac{\Delta f_{\text{max}}}{f_0} = \frac{S_B - 1}{2S_0} = \frac{2T_B}{1 - \Gamma_L^2}
\]

For example, if \( S_B = 2 \), we have \( \Gamma_L = 1/3, S_0 = 1.25, \) and \( \Delta f/f_0 = 0.75/Q \), whereas for a matched load we have \( S_0 = 1 \) and \( \Delta f/f_0 = 0.5/Q \).

11.32 We assume now that the transmission line of the previous problem is lossy and that the RLC load is connected to a generator by a length- \( d \) segment of the line. Let \( a = e^{\text{ind}} \) be the matched-line loss. For such lossy line, we may define the bandwidth in terms of the SWR \( S_d \) at the generator end.

Show that the normalized bandwidth is given by the same expression as in the previous problem, but with the replacement \( \Gamma_L \rightarrow \Gamma_{LB} \), where \( \Gamma_{LB} = a \Gamma_L \):

\[
Q \frac{\Delta f}{f_0} = \sqrt{(S_{LB} - S_0)(S_0 - S_{LB}^{-1})} = \sqrt{\frac{4(L_2 f_2 - f_0^2)}{(1 - \Gamma_0)^2(1 - \Gamma_{LB})}}, \quad \text{where} \quad S_{LB} = 1 + \frac{\Gamma_{LB}}{1 - \Gamma_{LB}}
\]

Show that \( \Gamma_{LB} \), \( S_{LB} \) are the quantities \( \Gamma_L \), \( S_B \) referred to the load end of the line. Show that the meaningful range of the bandwidth formula is \( 1 \leq S_0 \leq S_{LB} \) in the lossy case, and \( 1 \leq S_0 \leq S_L \) for the lossless case. Show that for the same \( S_0 \) the bandwidth for the lossy case is always greater than the bandwidth of the lossless case.

Show that this definition of bandwidth makes sense as long as the matched line loss satisfies \( a \Gamma_L < 1 \). Show that the bandwidth vanishes at the \( S_0 \) that has \( f_0 = a \Gamma_L \). Show that the maximum bandwidth is realized for the optimum \( S_0 \):

\[
S_0 = \frac{S_{LB} + S_{LB}^{-1}}{2}, \quad \Gamma_0 = \Gamma_{LB}^2 \Rightarrow Q \frac{\Delta f_{\text{max}}}{f_0} = \frac{S_{LB} - 1}{2S_0} = \frac{2T_B}{1 - \Gamma_L^2}
\]

Show that the optimum \( S_0 \) is given at the load and generator ends of the line by:

\[
S_0 = \frac{1 + a \Gamma_B^2}{1 - a \Gamma_B^2}, \quad S_{LB} = \frac{1 + a \Gamma_B^2}{1 - a \Gamma_B^2}
\]

11.33 Assume now that \( Z_0 \leq R \) in the previous problem. Show that the normalized bandwidth is given by:

\[
Q \frac{\Delta f}{f_0} = \sqrt{(S_{LB} - S_0^{-1})(S_0 - S_{LB}^{-1})} = \sqrt{\frac{4(L_2 f_2 - f_0^2)}{(1 + \Gamma_0^2)(1 - \Gamma_{LB}^2)}}
\]

Show that the maximum always occurs at \( S_0 = 1 \). Show that the conditions \( a \Gamma_B < 1 \) and \( 0 \leq S_0 \leq S_{LB} \) are still required.

Show that, for the same \( S_0 \), the bandwidth of the case \( Z_0 \leq R \) is always smaller than that of the case \( Z_0 \geq R \).

11.34 Computer Experiment—Antenna Bandwidth. An 80-meter dipole antenna is resonant at \( f_0 = 3.75 \) MHz. Its input impedance is modeled as a series RLC circuit as in Problem 11.31. Its \( Q \)-factor is \( Q = 13 \) and its resistance \( R \) at resonance will be varied to achieve various values of the SWR \( S_0 \). The antenna is connected to a transmitter with a length of 75-ohm coaxial cable with matched-line loss of \( a = e^{\text{ind}} \).

a. For a lossless line (\( a = 0 \) dB), plot the normalized bandwidths \( Q \frac{\Delta f}{f_0} \) versus the SWR at the antenna at resonance \( S_0 \). Do two such plots corresponding to SWR bandwidth levels of \( S_0 = 2 \) and \( S_B = 1.75 \). On the same graphs, add the normalized bandwidth plots for the case of a lossy line with \( a = 2 \) dB. Identify on each graph the optimum bandwidth points and the maximum range of \( S_0 \) for convenience, use the same vertical and horizontal scales in all graphs.

b. Assume now that \( S_0 = 1.25 \). What are the two possible values of \( R \)? For these two cases and assuming a lossy line with \( a = 2 \) dB, plot the SWR at the antenna end of the line versus frequency in the interval \( 3.5 \leq f \leq 4 \) MHz. Then, plot the SWRs at the transmitter end of the line. Using common scales on all four graphs, add on each graph the left and right bandedge frequencies corresponding to the two SWR levels of \( S_0 = 2 \) and \( S_B = 1.75 \). Note the wider bandwidth in the lossy case and for the case having \( Z_0 \geq R \).

11.35 For the special case of a matched generator having \( Z_L = Z_0 \), or, \( \Gamma_L = 0 \), show that Eq. (11.15.15) reduces to:

\[
V_a(t) = V(t) + \Gamma_L V(t - 2T) \quad \text{and} \quad V_L(t) = (1 + \Gamma_L) V(t - T)
\]

11.36 A terminated transmission line may be thought of as a sampled-data linear system. Show that Eq. (11.15.15) can be written in the convolutional form:

\[
V_a(t) = \sum_{m=-\infty}^{\infty} h_a(t - mT) V(t - mT)
\]

so that \( V(t) \) may be considered to be the input and \( V_a(t) \) and \( V_L(t) \), the outputs. Show that the corresponding impulse responses have the sampled-data forms:

\[
h_a(t) = \delta(t) + \left( 1 + \frac{1}{a} \right) \sum_{m=0}^{\infty} (\Gamma_L)^m \delta(t - 2mT)
\]

\[
h_L(t) = (1 + \Gamma_L) \sum_{m=0}^{\infty} (\Gamma_L)^m \delta(t - (2m + 1)T)
\]
What are the corresponding frequency responses? Show that the effective time constant of the system may be defined as:

\[ \tau = 2T \ln \frac{\epsilon}{|G_L|} \]

where \( \epsilon \) is a small number, such as \( \epsilon = 10^{-2} \). Provide an interpretation of \( \tau \).

11.37 Computer Experiment—Rise Time and Propagation Effects. In digital systems where pulses are transmitted along various interconnects, a rule of thumb is used according to which if the rise time-constant of a pulse is \( \tau_r \leq 2.5T \), where \( T = d/c \) is the propagation delay along the interconnect, then propagation effects must be taken into account. If \( \tau_r > 5T \), then a lumped circuit approach may be used.

Consider the transmission line of Example 11.15.1. Using the MATLAB function up1se.m, generate four trapezoidal pulses of duration \( t_d = 20T \) and rise times \( t_r = 0, 2.5T, 5T, 10T \). You may take the fall-times to be equal to the rise-times.

For each pulse, calculate and plot the line voltages \( V_d(t) \), \( V_L(t) \) at the generator and load ends for the time period \( 0 \leq t \leq 80T \). Superimpose on these graphs the initial trapezoidal waveform that is launched along the line. Discuss the above rule of thumb in the light of your results.

11.38 Two coaxial transmission lines of lengths \( d_1, d_2 \), impedances \( Z_{01}, Z_{02} \), and propagation speeds \( c_1, c_2 \) are connected in cascade as shown below. Define the one-way travel times and \( z \)-transform variables by \( T_1 = d_1/c_1, T_2 = d_2/c_2, \zeta_1 = e^{\rho T_1}, \) and \( \zeta_2 = e^{\rho T_2} \).

Show that the reflection response at the left end of the junction is given by:

\[ \Gamma_L = \frac{\rho + \rho \zeta_1 \zeta_2^2}{1 + \rho \zeta_1 \zeta_2^2} = \rho + \Gamma_L(1 - \rho^2) \zeta_2 \]

where \( \rho = (Z_{02} - Z_0)/(Z_{02} + Z_0) \) and \( \Gamma_L \) is the load reflection coefficient. Show that the forward and backward voltages at the generator end and to the right of the junction are:

\[ V_+ = \frac{V}{1 - \Gamma_G \Gamma_L \zeta_1^2}, \quad V_- = \Gamma_L \zeta_1^2 V_+ \quad \text{where} \quad V = V_{G0} Z_0 + Z_{01} \]

\[ V'_+ = \frac{(1 + \rho) \zeta_1^{-1}}{1 + \rho \zeta_1 \zeta_2^2} V_+, \quad V'_- = \frac{(1 + \rho) \Gamma_L \zeta_1 \zeta_2^{-1}}{1 + \rho \zeta_1 \zeta_2^2} V_+ \]

Assume a matched generator, that is, having \( Z_G = Z_{01} \), or, \( \Gamma_G = 0 \), and a purely resistive load. Show that the time-domain forward and backward transient voltages are given by:

\[ V_+(t) = V(t) = \frac{1}{2} V_{G0}(t) \]

\[ V_-(t) = \rho V(t - 2T_1) + \Gamma_L(1 - \rho^2) \sum_{m=0}^{\infty} (-\rho \Gamma_L)^m V(t - 2MT_2 - 2T_2 - 2T_1) \]

\[ V'_+(t) = (1 + \rho) \sum_{m=0}^{\infty} (-\rho \Gamma_L)^m V(t - 2MT_2 - 2T_2 - T_1) \]

\[ V'_-(t) = \Gamma_L(1 + \rho) \sum_{m=0}^{\infty} (-\rho \Gamma_L)^m V(t - 2MT_2 - 2T_2 - T_1) \]

Show that the line voltage \( V(t, z) \) is given in terms of the above quantities by:

\[ V(t, z) = \begin{cases} V_+(t - z/c_1) + V_-(t + z/c_1), & \text{for } 0 \leq z \leq d_1 \\ V'_+(t - (z - d_1)/c_2) + V'_-(t + (z - d_1)/c_2), & \text{for } d_1 \leq z \leq d_1 + d_2 \end{cases} \]

11.39 Computer Experiment—Transient Response of Cascaded Lines. For the previous problem, assume the numerical values \( d_1 = 8, d_2 = 2, c_1 = c_2 = 1, Z_{01} = 50, Z_{02} = 200, Z_G = 50, \) and \( Z_L = 600 \) Ω.

Plot the line voltage \( V_d(t) = V_+(t) + V_-(t) \) at the generator end for \( 0 \leq t \leq 5T_1 \), in the two cases of (a) a step input \( V_{G0}(t) = 3.25 \) u(t) and (b) a pulse input of width \( \tau = T_1/20 \) defined by \( V_{G0}(t) = 3.25 \) [u(t) − u(t − τ)]. You may use the MATLAB functions ustep.m and up1se.m.

For case (a), explain also the initial and final voltage levels. In both cases, explain the reasons for the time variations of \( V_d(t) \).

The MATLAB file pulse2movie.m generates a movie of the pulse or step signal \( V(t, z) \) as it propagates through this structure.

11.40 Equations (11.15.21) and (11.15.22) represent the line voltages at the generator and load ends of a line terminated by a reactive load. Using inverse Laplace transforms, show that the line voltage at any point \( z \) along such a line is given by:

\[ V(t, z) = V_0 u(t - z/c) + V_1 \left[ \Gamma_R + (1 - \Gamma_R) e^{-a(t + z/c - 2T)} \right] u(t + z/c - 2T) \]

(series R-L)

\[ V(t, z) = V_0 u(t - z/c) + V_1 [1 - (1 + \Gamma_R) e^{a(t - z/c + 2T)}] u(t + z/c - 2T) \]

(parallel R-L)

\[ V(t, z) = V_0 u(t - z/c) + V_1 [1 - (1 - \Gamma_R) e^{a(t + z/c - 2T)}] u(t + z/c - 2T) \]

(series R-C)

\[ V(t, z) = V_0 u(t - z/c) + V_1 \left[ \Gamma_R - (1 + \Gamma_R) e^{-a(t + z/c - 2T)} \right] u(t + z/c - 2T) \]

(parallel R-C)

The MATLAB file RLmovie.m generates a movie of these waves as they propagate to and get reflected from the reactive load.

11.41 Time-domain reflectometry (TDR) is used in a number of applications, such as determining fault locations in buried transmission lines, or probing parts of circuit that would otherwise be inaccessible. As a fault-location example, consider a transmission line of impedance \( Z_0 \) matched at both the generator and load ends, having a fault at a distance \( d_f \) from the source, or distance \( d_f \) from the load, as shown below.

The fault is shown as a shunt or series capacitor \( C \). But \( C \) can equally well be replaced by an inductor \( L \), or a resistor \( R \). Assuming a unit-step input \( V_G(t) = 2V_0 u(t) \), show that the TDR voltage \( V_d(t) \) measured at the generator end will be given by:

\[ V_d(t) = V_0 u(t) - V_0 e^{-a(t - 2T_1)} u(t - 2T_1) \]

(series R)

\[ V_d(t) = V_0 u(t) - V_0 e^{-a(t - 2T_1)} u(t - 2T_1) \]

(parallel C)

\[ V_d(t) = V_0 u(t) - V_0 e^{-a(t - 2T_1)} u(t - 2T_1) \]

(shunt L)

\[ V_d(t) = V_0 u(t) - V_0 e^{-a(t - 2T_1)} u(t - 2T_1) \]

(shunt C)

\[ V_d(t) = V_0 u(t) - V_0 e^{-a(t - 2T_1)} u(t - 2T_1) \]

(shunt L)
where $T_1 = d_1 / c$ is the one-way travel time to the fault. Show that the corresponding time constant $\tau = 1 / a$ is in the four cases:

$$\tau = \frac{Z_0 C}{2}, \quad \tau = 2Z_0 C, \quad \tau = \frac{2L}{Z_0}, \quad \tau = \frac{L}{2Z_0}$$

For a resistive fault, show that $\Gamma_1 = -Z_0 / (2R + Z_0)$, or, $\Gamma_1 = R / (2R + Z_0)$, for a shunt or series $R$. Moreover, show that $\Gamma_1 = (Z_1 - Z_0) / (Z_1 + Z_0)$, where $Z_1$ is the parallel (in the shunt-R case) or series combination of $R$ with $Z_0$ and give an intuitive explanation of this fact. For a series $C$, show that the voltage wave along the two segments is given as follows, and also derive similar expressions for all the other cases:

$$V(t, z) = \begin{cases} V_0 u(t - z/c) + V_0 [1 - e^{-a(t + z/c - 2T_1)}] u(t + z/c - 2T_1), & \text{for } 0 \leq z < d_1 \\ V_0 e^{-a(t + z/c)} u(t - z/c), & \text{for } d_1 < z \leq d_1 + d_2 \end{cases}$$

Make a plot of $V_d(t)$ for $0 \leq t \leq 5T_1$, assuming $a = 1$ for the $C$ and $L$ faults, and $\Gamma_1 = \mp 1$ corresponding to a shorted shunt or an opened series fault.

The MATLAB file `TDRmovie.m` generates a movie of the step input as it propagates and gets reflected from the fault. The lengths were $d_1 = 6$, $d_2 = 4$ (in units such that $c = 1$), and the input was $V_0 = 1$.

### 12.1 Coupled Transmission Lines

Coupling between two transmission lines is introduced by their proximity to each other. Coupling effects may be undesirable, such as crosstalk in printed circuits, or they may be desirable, as in directional couplers where the objective is to transfer power from one line to the other.

In Sections 12.1–12.3, we discuss the equations, and their solutions, describing coupled lines and crosstalk [1059–1076]. In Sec. 12.4, we discuss directional couplers, as well as fiber Bragg gratings, based on coupled-mode theory [1077–1098]. Fig. 12.1.1 shows an example of two coupled microstrip lines over a common ground plane, and also shows a generic circuit model for coupled lines.

![Fig. 12.1.1 Coupled Transmission Lines.](image)

For simplicity, we assume that the lines are lossless. Let $L_i, C_i, i = 1, 2$ be the distributed inductances and capacitances per unit length when the lines are isolated from each other. The corresponding propagation velocities and characteristic impedances are: $v_i = 1 / \sqrt{L_i C_i}$, $Z_i = \sqrt{L_i / C_i}, i = 1, 2$. The coupling between the lines is modeled by introducing a mutual inductance and capacitance unit length, $L_m, C_m$. Then, the coupled versions of telegrapher’s equations (11.15.1) become:

$${}^1 C_1$$ is related to the capacitance to ground $C_{1g}$ via $C_1 = C_{1g} + C_m$, so that the total charge per unit length on line-1 is $Q_1 = C_1 V_1 - C_m V_2 = C_{1g} (V_1 - V_g) + C_m (V_1 - V_2)$, where $V_g = 0$. 
with the matrices \( F, G \) given by:

\[
F = \begin{bmatrix} \beta_1 & \kappa \\ \kappa & \beta_2 \end{bmatrix}, \quad G = \begin{bmatrix} 0 & X \\ X & 0 \end{bmatrix}
\]  

(12.1.8)

where \( \beta_1, \beta_2 \) are the uncoupled wavenumbers \( \beta_i = \omega / v_i = \omega \sqrt{L_i C_i}, i = 1, 2 \) and the coupling parameters \( \kappa, \chi \) are:

\[
\kappa = \frac{1}{2} \frac{L_m}{\sqrt{Z_1 Z_2}} \left( C_m \sqrt{Z_1 Z_2} \right), \quad \chi = \frac{1}{2} \frac{L_m}{\sqrt{Z_1 Z_2}} \left( C_m \sqrt{Z_1 Z_2} \right)
\]  

(12.1.9)

A consequence of the structure of the matrices \( F, G \) is that the total power \( P \) defined in (12.1.6) is conserved along \( z \). This follows by writing the power in the following form, where \( I \) is the \( 2 \times 2 \) identity matrix:

\[
P = a^\dagger a - b^\dagger b = [a^\dagger, b^\dagger] \left( \begin{bmatrix} I & 0 \\ 0 & -I \end{bmatrix} [a \ b] \right)
\]

Using (12.1.7), we find:

\[
\frac{dP}{dz} = j[a^\dagger, b^\dagger] \left( \left[ F^\dagger - G^\dagger \right] \left[ I \ 0 \right] - \left[ I \ 0 \right] \left[ F \ -G \right] \right) [a \ b] = 0
\]

the latter following from the conditions \( F^\dagger = F \) and \( G^\dagger = G \). Eqs. (12.1.6) and (12.1.7) form the basis of coupled-mode theory.

Next, we specialize to the case of two identical lines that have \( L_1 = L_2 = L_0 \) and \( C_1 = C_2 = C_0 \), so that \( \beta_1 = \beta_2 = \omega \sqrt{L_0 C_0} = \beta \) and \( Z_1 = Z_2 = \sqrt{L_0 C_0} = Z_0 \), and speed \( v_0 = 1 / \sqrt{L_0 C_0} \). Then, the \( a, b \) waves and the matrices \( F, G \) take the simpler forms:

\[
a = \frac{V + Z_0 I}{2 \sqrt{Z_0}}, \quad b = \frac{V - Z_0 I}{2 \sqrt{Z_0}} \Rightarrow \quad a = \frac{[a_1 \ a_2]}{d_2}, \quad b = \frac{[b_1 \ b_2]}{d_2}
\]  

(12.1.10)

\[
F = \begin{bmatrix} \beta & \kappa \\ \kappa & \beta \end{bmatrix}, \quad G = \begin{bmatrix} 0 & X \\ X & 0 \end{bmatrix}
\]  

(12.1.11)

where, for simplicity, we removed the common scale factor \( \sqrt{Z_0} \) from the denominator of the \( a, b \). The parameters \( \kappa, \chi \) are obtained by setting \( Z_1 = Z_2 = Z_0 \) in (12.1.9):

\[
\kappa = \frac{1}{2} \beta \left( L_m \sqrt{L_0} / C_0 \right), \quad \chi = \frac{1}{2} \beta \left( L_m \sqrt{L_0} + C_m \sqrt{L_0} / C_0 \right)
\]  

(12.1.12)

The matrices \( F, G \) commute with each other. In fact, they are both examples of matrices of the form:

\[
A = \begin{bmatrix} a_0 & a_1 \\ a_1 & a_0 \end{bmatrix} = a_0 I + a_1 J, \quad I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad J = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]  

(12.1.13)
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where \( a_0, a_1 \) are real such that \(|a_0| \neq |a_1|\). Such matrices form a commutative subgroup of the group of nonsingular 2×2 matrices. Their eigenvalues are \( \lambda_\pm = a_0 \pm a_1 \) and they can all be diagonalized by a common unitary matrix:

\[
Q = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad e_+ = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad e_- = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 \\ -1 \end{bmatrix}
\]

so that we have \( QQ^\dagger = Q^\dagger Q = I \) and \( A e_\pm = \lambda_\pm e_\pm \).

The eigenvectors \( e_\pm \) are referred to as the even and odd modes. To simplify subsequent expressions, we will denote the eigenvalues of \( A \) by \( \lambda_\pm = a_0 \pm a_1 \) and the diagonalized matrix by \( \tilde{A} \). Thus,

\[
\tilde{A} = Q\tilde{Q}^\dagger, \quad \tilde{A} = \begin{bmatrix} A_+ & 0 \\ 0 & A_- \end{bmatrix} = \begin{bmatrix} a_0 + a_1 & 0 \\ 0 & a_0 - a_1 \end{bmatrix}
\]

Such matrices, as well as any matrix-valued function thereof, may be diagonalized simultaneously. Three examples of such functions appear in the solution of Eqs. (12.1.7):

\[
B = \sqrt{(F + G)(F - G)} = Q\sqrt{(F + \tilde{G})(F - \tilde{G})}Q^\dagger
\]

\[
Z = Z_0\sqrt{(F + G)(F - G)}^{-1} = Z_0Q\sqrt{(F + \tilde{G})(F - \tilde{G})}^{-1}Q^\dagger
\]

\[
\Gamma = (Z - Z_0I)(Z + Z_0I)^{-1} = Q(\tilde{Z} - Z_0I)(\tilde{Z} + Z_0I)^{-1}Q^\dagger
\]

Using the property \( FG = GF \), and differentiating (12.1.7) one more time, we obtain the decoupled second-order equations, with \( B \) as defined in (12.1.16):

\[
\frac{d^2A}{dz^2} = -B^2A, \quad \frac{d^2b}{dz^2} = -B^2b
\]

However, it is better to work with (12.1.7) directly. This system can be decoupled by forming the following linear combinations of the \( a, b \) waves:

\[
\begin{bmatrix} A \\
B \end{bmatrix} = \begin{bmatrix} I & -I \\
I & I \end{bmatrix} \begin{bmatrix} a \\
b \end{bmatrix}
\]

Therefore, the \( A, B \) can be written in terms of \( V, I \) and the impedance matrix \( Z \) as follows:

\[
A = (2D)^{-1}(V + ZI) \quad \Rightarrow \quad V = D(A + B)
\]

\[
B = (2D)^{-1}(V - ZI) \quad \Rightarrow \quad ZI = D(A - B)
\]

Using (12.1.17), we find that \( A, B \) satisfy the decoupled first-order system:

\[
\frac{d}{dz} \begin{bmatrix} A \\
B \end{bmatrix} = -j \begin{bmatrix} 0 & 0 \\
0 & 0 \end{bmatrix} \begin{bmatrix} A \\
B \end{bmatrix} \quad \Rightarrow \quad \frac{dA}{dz} = -jBA, \quad \frac{dB}{dz} = jBB
\]

with solutions expressed in terms of the matrix exponentials \( e^{\pm jBz} \):

\[
A(z) = e^{-jBz}A(0), \quad B(z) = e^{jBz}B(0)
\]

Using (12.1.18), we obtain the solutions for \( V, I \):

\[
V(z) = D[e^{-jBz}A(0) + e^{jBz}B(0)]
\]

\[
ZI(z) = D[e^{-jBz}A(0) - e^{jBz}B(0)]
\]

To complete the solution, we assume that both lines are terminated at common generator and load impedances, that is, \( Z_{G1} = Z_{G2} = Z_G \) and \( Z_{L1} = Z_{L2} = Z_L \). The generator voltages \( V_{G1}, V_{G2} \) are assumed to be different. We define the generator voltage source and vector and load matrix reflection coefficients:

\[
V_G = \begin{bmatrix} V_{G1} \\
V_{G2} \end{bmatrix}, \quad \Gamma_G = (Z_G - Z)(Z_G + Z)^{-1}
\]

\[
\Gamma_L = (Z_L - Z)(Z_L + Z)^{-1}
\]

The terminal conditions for the line are at \( z = 0 \) and \( z = l \):

\[
V_G = V(0) + Z_GI(0), \quad V(I) = Z_LI(l)
\]

They may be re-expressed in terms of \( A, B \) with the help of (12.1.18):

\[
A(0) - \Gamma_GB(0) = D^{-1}Z(Z + Z_GI)^{-1}V_G, \quad B(I) = \Gamma_LA(I)
\]

But from (12.1.19), we have:

\[
e^{jBz}B(0) = B(I) = \Gamma_LA(I) = \Gamma_LE^{-jB}A(0) \Rightarrow B(0) = \Gamma_LE^{-jB}A(0)
\]

Inserting this into (12.2.4), we may solve for \( A(0) \) in terms of the generator voltage:

\[
A(0) = D^{-1}[I - \Gamma_G\Gamma_LE^{-jB}]^{-1}Z(Z + Z_GI)^{-1}V_G
\]

Using (12.1.26) into (12.2.1), we finally obtain the voltage and current at an arbitrary position \( z \) along the lines:

\[
V(z) = [e^{-jBz} + \Gamma_LE^{-jB}e^{jBz}]\left[Z(z + Z_GI)^{-1}V_G - \Gamma_G\Gamma_LE^{-jB}Z(z + Z_GI)^{-1}V_G\right]
\]

These are the coupled-line generalizations of Eqs. (11.9.7). Resolving \( V_G \) and \( V(z) \) into their even and odd modes, that is, expressing them as linear combinations of the eigenvectors \( e_\pm \), we have:

\[
V_G = V_Ge_+ + V_Ge_-, \quad \text{where} \quad V_Gz = \frac{V_{G1} \pm V_{G2}}{\sqrt{2}}
\]

\[
V(z) = V_+(z)e_+ + V_-(z)e_-, \quad V_+(z) = \frac{V_G(z) + V_G(z)}{\sqrt{2}}
\]

In this basis, the matrices in (12.1.27) are diagonal resulting in the equivalent solution:

\[
V(z) = \frac{e^{-jBz} + \Gamma_Le^{-jB}Ie^{jBz}}{1 - \Gamma_G\Gamma_Le^{-jB}}\frac{Z_+ + Z_Ge_+}{Z_+}V_Ge_+ + \frac{e^{jBz} + \Gamma_LE^{jB}Ie^{-jB}}{1 - \Gamma_G\Gamma_Le^{jB}}\frac{Z_- + Z_Ge_-}{Z_-}V_Ge_-
\]

The matrices \( D, \Gamma_G, \Gamma_L, I, B \) all commute with each other.
12.1. Coupled Transmission Lines

where $\beta_\pm$ are the eigenvalues of $B_z, Z_z$ the eigenvalues of $Z$, and $\Gamma_{Gz}, \Gamma_{Lz}$ are:

$$\Gamma_{Gz} = \frac{Z_0 - Z_z}{Z_0 + Z_z}, \quad \Gamma_{Lz} = \frac{Z_L - Z_z}{Z_L + Z_z}$$  (12.1.30)

The voltages $V_1(z), V_2(z)$ are obtained by extracting the top and bottom components of (12.1.29), that is, $V_{1,2}(z) = [V_1(z) \pm \mathcal{Z} \cdot V_2(z)] / \sqrt{2}$:

$$V_1(z) = \frac{e^{-j\beta_+ z} + \Gamma_{Lz} e^{-j\beta_+ z} + \Gamma_{Gz} e^{-j\beta_+ z}}{1 - \Gamma_{Gz} \Gamma_{Lz} e^{-j\beta_+ z}} V_0 + \frac{e^{-j\beta_- z} + \Gamma_{Lz} e^{-j\beta_- z} + \Gamma_{Gz} e^{-j\beta_- z}}{1 - \Gamma_{Gz} \Gamma_{Lz} e^{-j\beta_- z}} V_0$$

$$V_2(z) = \frac{e^{-j\beta_+ z} + \Gamma_{Lz} e^{-j\beta_+ z} + \Gamma_{Gz} e^{-j\beta_+ z}}{1 - \Gamma_{Gz} \Gamma_{Lz} e^{-j\beta_+ z}} V_0 + \frac{e^{-j\beta_- z} + \Gamma_{Lz} e^{-j\beta_- z} + \Gamma_{Gz} e^{-j\beta_- z}}{1 - \Gamma_{Gz} \Gamma_{Lz} e^{-j\beta_- z}} V_0$$

where we defined:

$$V_\pm = \frac{Z_z}{Z_\pm + Z_G} \frac{V_{Gz}}{\sqrt{2}} = \frac{1}{4} (1 - \Gamma_{Gz}) (V_{G1} \pm V_{G2})$$  (12.1.32)

The parameters $\beta_\pm, Z_z$ are obtained using the rules of Eq. (12.1.15). From Eq. (12.1.12), we find the eigenvalues of the matrices $F \pm G$:

$$(F + G) = \beta \pm (\kappa + \chi) = \frac{\beta}{\kappa} \left( \frac{L_m}{\kappa} \right) = \omega \frac{1}{\kappa} (L_0 \pm L_m)$$

$$(F - G) = \beta \pm (\kappa - \chi) = \frac{\beta}{\kappa} \left( \frac{C_m}{\kappa} \right) = \omega Z_0 (C_0 \mp C_m)$$

Then, it follows that:

$$\beta_+ = \sqrt{(F + G)} (F + G)_+ = \omega \sqrt{(L_0 + L_m)} (C_0 - C_m)$$  (12.1.33)

$$\beta_- = \sqrt{(F + G)} (F - G)_- = \omega \sqrt{(L_0 - L_m)} (C_0 + C_m)$$  (12.1.34)

$$Z_+ = Z_0 \sqrt{(F + G)} (F + G)_+ = \frac{L_0 + L_m}{C_0 - C_m}$$

Thus, the coupled system acts as two uncoupled lines with wavenumbers and characteristic impedances $\beta_\pm, Z_\pm$, propagation speeds $v_\pm = 1/\sqrt{(\mu \varepsilon \pm \mu L_m)} (C_0 \mp C_m)$, and propagation delays $T_\pm = 1/v_\pm$. The even mode is energized when $V_{G2} = V_{G1}$, or, $V_{Gz} \neq 0, V_{G-} = 0$, and the odd mode, when $V_{G2} = -V_{G1}$, or, $V_{Gz} = 0, V_{G-} \neq 0$.

When the coupled lines are immersed in a homogeneous medium, such as two parallel wires in air over a ground plane, then the propagation speeds must be equal to the speed of light within this medium [1069], that is, $v_+ = v_- = 1/\sqrt{\mu \varepsilon}$. This requires:

$$(L_0 + L_m) (C_0 - C_m) = \mu \varepsilon$$

$$(L_0 - L_m) (C_0 + C_m) = \mu \varepsilon$$

Therefore, $L_m/L_0 = C_m/C_0$, or, equivalently, $\kappa = 0$. On the other hand, in an inhomogeneous medium, such as for the case of the microstrip lines shown in Fig. 12.1.1, the propagation speeds may be different, $v_+ \neq v_-$, and hence $T_+ \neq T_-$.  

12.2 Crosstalk Between Lines

When only line-1 is energized, that is, $V_{G1} \neq 0, V_{G2} = 0$, the coupling between the lines induces a propagating wave in line-2, referred to as crosstalk, which also has some minor influence back on line-1. The near-end and far-end crosstalk are the values of $V_2(z)$ at $z = 0$ and $z = l$, respectively. Setting $V_{G2} = 0$ in (12.1.32), we have from (12.1.31):

$$V_2(0) = \frac{1}{2} \left( 1 - \Gamma_{Gz} \right) \left( 1 + \Gamma_{Lz} \right) V_0 - \frac{1}{2} \left( 1 - \Gamma_{Gz} \right) \left( 1 + \Gamma_{Lz} \right) V_0$$

$$V_2(l) = \frac{1}{2} \left( 1 - \Gamma_{Gz} \right) \left( 1 + \Gamma_{Lz} \right) V_0 - \frac{1}{2} \left( 1 - \Gamma_{Gz} \right) \left( 1 + \Gamma_{Lz} \right) V_0$$

where we defined $V = V_{G1}/2$ and introduced the $z$-transform delay variables $\zeta_\pm = e^{j\beta_\pm z}$. Assuming purely resistive termination impedances $Z_G, Z_L$, we may use Eq. (11.15.15) to obtain the corresponding time-domain responses:

$$V_2(0, t) = \frac{1}{2} \left( 1 - \Gamma_{Gz} \right) \left( 1 + \Gamma_{Lz} \right) V(t) + \left( 1 + \Gamma_{Gz} + \Gamma_{Lz} \right) \sum_{m=1}^{\infty} \left( \Gamma_{Gz} + \Gamma_{Lz} \right)^m V(t - 2mT_z)$$

$$V_2(l, t) = \frac{1}{2} \left( 1 - \Gamma_{Gz} \right) \left( 1 + \Gamma_{Lz} \right) V(t) + \left( 1 + \Gamma_{Gz} + \Gamma_{Lz} \right) \sum_{m=1}^{\infty} \left( \Gamma_{Gz} + \Gamma_{Lz} \right)^m V(t - 2mT_z)$$

where $V(t) = V_{G1}(t)/2$.

In this case, we find for the crosstalk signals:

$$V_2(0, t) = \frac{1}{2} \left( 1 + \Gamma_+ \right) \left( 1 - \Gamma_- \right) \sum_{m=1}^{\infty} \left( \Gamma_+ \right)^m V(t - 2mT_z)$$

$$V_2(l, t) = \frac{1}{2} \left( 1 + \Gamma_- \right) \left( 1 - \Gamma_+ \right) \sum_{m=1}^{\infty} \left( \Gamma_- \right)^m V(t - 2mT_z)$$

In this case, we find the crosstalk signals:

$$V_2(0) = \frac{1}{2} \left( 1 + \Gamma_+ \right) \left( 1 - \Gamma_- \right) \sum_{m=1}^{\infty} \left( \Gamma_+ \right)^m V(t - 2mT_z)$$

$$V_2(l) = \frac{1}{2} \left( 1 + \Gamma_- \right) \left( 1 - \Gamma_+ \right) \sum_{m=1}^{\infty} \left( \Gamma_- \right)^m V(t - 2mT_z)$$

1. $V(t)$ is the signal that would exist on a matched line-1 in the absence of line-2, $V = Z_0 V_{G1}/(Z_0 + Z_G) = V_{G1}/2$, provided $Z_G = Z_0$. 

---

(12.2.4)
Similarly, the near-end and far-end signals on the driven line are found by adding, instead of subtracting, the even- and odd-mode terms:

\[ V_1(0, t) = \frac{1}{2} (1 + \Gamma_+) \left[ V(t) - (1 - \Gamma_+) \sum_{m=1}^{\infty} I_m^{2m-1} V(t - 2mT_+) \right] \]

\[ + \frac{1}{2} (1 - \Gamma_-) \left[ V(t) - (1 - \Gamma_-) \sum_{m=1}^{\infty} I_m^{2m-1} V(t - 2mT_-) \right] \]  

(12.2.5)

\[ V_1(l, t) = \frac{1}{2} (1 - \Gamma^2) \sum_{m=0}^{\infty} I_m^{2m} V(t - 2mT_+ - T_+) \]

\[ + \frac{1}{2} (1 - \Gamma^2) \sum_{m=0}^{\infty} I_m^{2m} V(t - 2mT_- - T_-) \]

These expressions simplify drastically if we assume weak coupling. It is straightforward to verify that to first-order in the parameters \( L_m/L_0, C_m/C_0 \), or equivalently, to first-order in \( \kappa, \chi \), we have the approximations:

\[ \beta_+ = \beta \pm \Delta \beta = \beta \pm \kappa \], \( Z_+ = Z_0 \pm \Delta Z = Z_0 \pm Z_0 \frac{\chi}{2 \beta} \], \( V_+ = V_0 = \frac{1}{2} \frac{K}{\beta} \]

\[ \Gamma_+ = 0 \pm \Delta \Gamma = \pm \frac{\chi}{2 \beta} \], \( T_+ = T \mp \Delta T = T \mp \frac{\chi}{2 \beta} \)  

(12.2.6)

where \( T = 1/\nu_0 \). Because the \( \Gamma_+ \)'s are already first-order, the multiple reflection terms in the above summations are a second-order effect, and only the lowest terms will contribute, that is, the term \( m = 1 \) for the near-end, and \( m = 0 \) for the far end. Then,

\[ V_2(0, t) = \frac{1}{2} (\Gamma_+ - \Gamma_-) V(t) - \frac{1}{2} \left[ (\Gamma_+ V(t - 2T_+) - \Gamma_- V(t - 2T_-) \right] \]

\[ V_2(l, t) = \frac{1}{2} \left[ V(t - T_+) - V(t - T_-) \right] \]

Using a Taylor series expansion and (12.2.6), we have to first-order:

\[ V(t - 2T_+) = V(t - 2T \mp \Delta T) = V(t - 2T) \mp (\Delta T) V(t - 2T) \]

\[ V(t - T_+) = V(t - T \mp \Delta T) = V(t - T) \mp (\Delta T) V(t - T) \]

Therefore, \( \Gamma_+ V(t - 2T_+) = \Gamma_+ \left[ V(t - 2T) \mp (\Delta T) V \right] \approx \Gamma_+ V(t - 2T) \), when we ignored the second-order terms \( \Gamma_+ (\Delta T) V \). It follows that:

\[ V_2(0, t) = \frac{1}{2} \left( \Gamma_+ - \Gamma_- \right) \left[ V(t) - V(t - 2T) \right] = (\Delta \Gamma) \left[ V(t) - V(t - 2T) \right] \]

\[ V_2(l, t) = \frac{1}{2} \left[ V(t - T) - (\Delta T) V - V(t - T) - (\Delta T) V \right] = -\left( \Delta \Gamma \right) \frac{dV(t - T)}{dt} \]

These can be written in the commonly used form:

\[ V_2(0, t) = K_h \left[ V(t) - V(t - 2T) \right] \]

\[ V_2(l, t) = K_f \frac{dV(t - T)}{dt} \]

(near- and far-end crosstalk)  

(12.2.7)

where \( K_h, K_f \) are known as the backward and forward crosstalk coefficients:

\[ K_h = \frac{\chi}{2 \beta} = \frac{V_0}{4} \left( \frac{L_m}{Z_0} + C_m Z_0 \right) \]

\[ K_f = -\frac{1}{2} \frac{V_0 T}{\beta} \left( \frac{L_m}{Z_0} - C_m Z_0 \right) \]

(12.2.8)

where we may replace \( l = \nu_0 T \). The same approximations give for line-1, \( V_1(0, t) = V(t) \) and \( V_1(l, t) = V(t - T) \). Thus, to first-order, line-2 does not act back to disturb line-1.

**Example 12.2.1:** Fig. 12.2.1 shows the signals \( V_1(0, t), V_1(l, t), V_2(0, t), V_2(l, t) \) for a pair of coupled lines matched at both ends. The uncoupled line impedance was \( Z_0 = 50 \Omega \).

![Fig. 12.2.1 Near- and far-end crosstalk signals on lines 1 and 2.](image.png)

For the left graph, we chose \( L_m/L_0 = 0.4, C_m/C_0 = 0.3 \), which results in the even and odd mode parameters (using the exact formulas):

\[ \Gamma_+ = 0.17, \quad \Gamma_- = -0.19, \quad T_+ = 0.99 T, \quad T_- = 0.88 T, \quad \kappa = 0.175, \quad K_f = 0.05 \]

The right graph corresponds to \( L_m/L_0 = 0.8, C_m/C_0 = 0.7 \), with parameters:

\[ \Gamma_+ = 0.42, \quad \Gamma_- = -0.49, \quad T_+ = 0.73 T, \quad T_- = 0.58 T, \quad \kappa = 0.375, \quad K_f = 0.05 \]

The generator input to line-1 was a rising step with rise-time \( t_r = T/4 \), that is,

\[ V(t) = \frac{1}{2} V_G(t) = \frac{t}{t_r} \left[ u(t - u(t - t_r)) \right] \]

The weak-coupling approximations are more closely satisfied for the left case. Eqs. (12.2.7) predict for \( V_2(0, t) \) a trapezoidal pulse of duration \( 2T \) and height \( K_h \), and for \( V_2(l, t) \), a rectangular pulse of width \( t_r \) and height \( K_f t_r \). Starting at \( t = T \):

\[ V_2(l, t) = K_f \frac{dV(t - T)}{dt} = \frac{K_f}{t_r} \left[ u(t - u(t - t_r)) \right] \]

These predictions are approximately correct as can be seen in the figure. The approximation predicts also that \( V_1(0, t) = V(t) \) and \( V_1(l, t) = V(t - T) \), which are not quite true—the effect of line-2 on line-1 cannot be ignored completely.
12.3 Weakly Coupled Lines with Arbitrary Terminations

The interaction between the two lines is seen better in the MATLAB movie xtalkmovie.m, which plots the waves \( V_1(z,t) \) and \( V_2(z,t) \) as they propagate to and get reflected from their respective loads, and compares them to the uncoupled case \( V_0(z,t) = V(t-z/v_0) \).

The waves \( V_{1,2}(z,t) \) are computed by the same method as for the movie pulsemovie.m of Example 11.3.1, applied separately to the even and odd modes. □

### 12.3 Weakly Coupled Lines with Arbitrary Terminations

The even-odd mode decomposition can be carried out only in the case of identical lines both of which have the same load and generator impedances. The case of arbitrary terminations has been solved in closed form only for homogeneous media [1066,1069]. It has also been solved for arbitrary media under the weak coupling assumption [1076].

Following [1076], we solve the general equations (12.1.7)-(12.1.9) for weakly coupled lines assuming arbitrary terminating impedances \( Z_{Li}, Z_{Gi} \) with reflection coefficients:

\[
\Gamma_{Li} = \frac{Z_{Li} - Z_i}{Z_{Li} + Z_i}, \quad \Gamma_{Gi} = \frac{Z_{Gi} - Z_i}{Z_{Gi} + Z_i}, \quad i = 1, 2
\]

Working with the forward and backward waves, we write Eq. (12.1.7) as the \( 4 \times 4 \) matrix equation:

\[
\frac{dc}{dz} = -jMc, \quad c = \begin{bmatrix} a_1 \\ a_2 \\ b_1 \\ b_2 \end{bmatrix}, \quad M = \begin{bmatrix} \beta_1 & \kappa & 0 & -X \\ \kappa & \beta_2 & -X & 0 \\ 0 & \kappa & -\beta_1 & 0 \\ X & 0 & -\kappa & -\beta_2 \end{bmatrix}
\]

The weak coupling assumption consists of ignoring the coupling of \( a_1, b_1 \) on \( a_2, b_2 \). This amounts to approximating the above linear system by:

\[
\frac{dc}{dz} = -jMc, \quad M = \begin{bmatrix} \beta_1 & 0 & 0 & 0 \\ \kappa & \beta_2 & -X & 0 \\ 0 & \kappa & -\beta_1 & 0 \\ X & 0 & -\kappa & -\beta_2 \end{bmatrix}
\]

Its solution is given by \( c(z) = e^{-jMz}c(0) \), where the transition matrix \( e^{-jMz} \) can be expressed in closed form as follows:

\[
e^{-jMz} = \begin{bmatrix} e^{-j\beta_1 z} & 0 & 0 & 0 \\ \kappa(e^{-j\beta_1 z} - e^{-j\beta_2 z}) & e^{-j\beta_2 z} & X(e^{-j\beta_1 z} - e^{-j\beta_2 z}) & 0 \\ 0 & 0 & e^{j\beta_1 z} & e^{j\beta_2 z} \\ X(e^{-j\beta_1 z} - e^{-j\beta_2 z}) & 0 & \kappa(e^{-j\beta_1 z} - e^{-j\beta_2 z}) & e^{j\beta_2 z} \end{bmatrix}, \quad \kappa = \frac{\kappa}{\beta_1 - \beta_2}
\]

The transition matrix \( e^{-jMz} \) may be written in terms of the \( z \)-domain delay variables \( Z_i = e^{j\beta_1 l} = e^{j\omega T_i}, \ l = 1, 2 \), where \( T_i \) are the one-way travel times along the lines, that is, \( T_1 = T/z_1 \). Then, we find:

\[
\begin{bmatrix} a_1(l) \\ a_2(l) \\ b_1(l) \\ b_2(l) \end{bmatrix} = \begin{bmatrix} Z_1^{-1} & 0 & 0 & 0 \\ \kappa(Z_1^{-1} - Z_2^{-1}) & Z_2^{-1} & \kappa(Z_1^{-1} - Z_2^{-1}) & 0 \\ 0 & 0 & Z_1 & 0 \\ \hat{X}(Z_1^{-1} - Z_2^{-1}) & 0 & \hat{X}(Z_1^{-1} - Z_2^{-1}) & Z_2 \end{bmatrix} \begin{bmatrix} a_1(0) \\ a_2(0) \\ b_1(0) \\ b_2(0) \end{bmatrix}
\]

These must be appended by the appropriate terminating conditions. Assuming that only line-1 is driven, we have:

\[
V_1(0) + Z_{G1}I_1(0) = V_{G1}, \quad V_1(l) = Z_{L1}I_1(l) \\
V_2(0) + Z_{G2}I_2(0) = 0, \quad V_2(l) = Z_{L2}I_2(l)
\]

which can be written in terms of the \( a, b \) waves:

\[
a_1(0) - \Gamma_{L1}b_1(0) = U_1, \quad b_1(l) = \Gamma_{L1}a_1(l) \\
a_2(0) - \Gamma_{G2}b_2(0) = 0, \quad b_2(l) = \Gamma_{L2}a_2(l) \quad U_1 = \frac{2}{\sqrt{\lambda}}(1 - \Gamma_{G1})\frac{V_{G1}}{2}
\]

Eqs. (12.3.3) and (12.3.4) provide a set of eight equations in eight unknowns. Once these are solved, the near- and far-end voltages may be determined. For line-1, we find:

\[
V_1(0) = \frac{Z_1}{\sqrt{2}}[a_1(0) + b_1(0)] = \frac{1 + \Gamma_{L1}\zeta_1^2}{1 - \Gamma_{L1}\Gamma_{G1}\zeta_1^2} V \\
V_1(l) = \frac{Z_1}{\sqrt{2}}[a_1(l) + b_1(l)] = \frac{\zeta_1^2 (1 + \Gamma_{L1})}{1 - \Gamma_{G1}\Gamma_{L1}\zeta_1^2} V
\]

where \( V = (1 - \Gamma_{G1})V_{G1}/2 = Z_1V_G/(Z_1 + Z_G) \). For line-2, we have:

\[
V_2(0) = \frac{\hat{K}(Z_1^{-1} - Z_2^{-1})}{\Gamma_{L1}Z_1^{-1} + \Gamma_{G1}Z_2^{-1} + \hat{X}(0 - Z_1^{-1}Z_2^{-1})(1 + \Gamma_{L1}Z_2^{-1}Z_1^{-1})} V_{20} \\
V_2(l) = \frac{\hat{K}(Z_1^{-1} - Z_2^{-1})}{\Gamma_{L1}Z_1^{-1} + \Gamma_{G1}Z_2^{-1} + \hat{X}(0 - Z_1^{-1}Z_2^{-1})(1 + \Gamma_{L1}Z_2^{-1}Z_1^{-1})} V_{2l}
\]

where \( V_{20} = (1 + \Gamma_{G2})V = (1 + \Gamma_{G2})V_{G1}/2 \) and \( V_{2l} = (1 + \Gamma_{L2})V \), and we defined \( \hat{K}, \hat{X} \) by:

\[
\hat{K} = \frac{Z_2}{Z_1} \hat{K} = \frac{Z_2}{Z_1} \frac{\kappa}{\beta_1 - \beta_2} = \frac{\omega}{\beta_1 - \beta_2} \frac{1}{Z_1} \left( \frac{L_m}{Z_1} - C_mZ_2 \right) \\
\hat{X} = \frac{Z_2}{Z_1} \hat{X} = \frac{Z_2}{Z_1} \frac{\kappa}{\beta_1 - \beta_2} = \frac{\omega}{\beta_1 - \beta_2} \frac{1}{Z_1} \left( \frac{L_m}{Z_1} + C_mZ_2 \right)
\]

In the case of identical lines with \( Z_1 = Z_2 = Z_0 \) and \( \beta_1 = \beta_2 = \beta = \omega/v_0 \), we must take the limit:

\[
\lim_{\beta_2 \to \beta_1} e^{-j\beta_2 l} = \frac{d}{d\beta_1} e^{-j\beta_1 l} = -je^{-j\beta_1 l}
\]

Then, we obtain:

\[
\hat{K} = \frac{v_0}{4} \left( \frac{L_m}{Z_0} + C_mZ_0 \right)
\]

where \( K_t, K_b \) were defined in (12.2.8). Setting \( \zeta_1 = \zeta_2 = \zeta = e^{j\beta_1 l} = e^{j\omega T} \), we obtain the crosstalk signals:
12.4. Coupled-Mode Theory

In its simplest form, coupled-mode or coupled-wave theory provides a paradigm for the interaction between two waves and the exchange of energy from one of the other as they propagate. Reviews and earlier literature may be found in Refs. [1077-1098], see also [788-807] for the relationship to fiber Bragg gratings and distributed feedback lasers.

There are several mechanical and electrical analogs of coupled-mode theory, such as a pair of coupled pendula, or two masses at the ends of two springs with a third spring connecting the two, or two LC circuits with a coupling capacitor between them. In these examples, the exchange of energy is taking place over time instead of over space.

Coupled-wave theory is inherently directional. If two forward-moving waves are strongly coupled, then their interactions with the corresponding backward waves may be ignored. Similarly, if a forward- and a backward-moving wave are strongly coupled, then their interactions with the corresponding oppositely moving waves may be ignored. Fig. 12.4.1 depicts these two cases of co-directional and contra-directional coupling.

![Fig. 12.4.1 Directional Couplers.](image)

Eqs. (12.1.7) form the basis of coupled-mode theory. In the co-directional case, if we assume that there are only forward waves at $z = 0$, that is, $a(0) \neq 0$ and $b(0) = 0$, then it may show that the effect of the backward waves on the forward ones becomes a second-order effect in the coupling constants, and therefore, it may be ignored. To see this, we solve the second of Eqs. (12.1.7) for $b$ in terms of $a$, assuming zero initial conditions, and substitute it in the first:

$$
\mathbf{b}(z) = -j \int_0^z e^{iF(x-z')} G(a(z')) \, dz' = -j F a + \int_0^z e^{iF(x-z')} G(a(z')) \, dz'
$$

The second term is second-order in $G$, or in the coupling constant $\chi$. Ignoring this term, we obtain the standard equations describing a co-directional coupler:

$$
\frac{da}{dz} = -j F a \quad \Rightarrow \quad \frac{d}{dz} \begin{bmatrix} a_1 \ a_2 \end{bmatrix} = \begin{bmatrix} \beta_1 & -\kappa \\ \kappa & \beta_2 \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \end{bmatrix}
$$

The conserved powers are in the two cases:

$$
P = |a_1|^2 - |a_2|^2, \quad P = |a_1|^2 - |b_2|^2
$$

The solution of Eq. (12.4.1) is obtained using the help of the transition matrix $e^{-iFz}$:

$$
e^{-iFz} = e^{-i\beta z} \begin{bmatrix} \cos \sigma z - j \frac{\delta}{\sigma} \sin \sigma z & -j \frac{\kappa}{\sigma} \sin \sigma z \\ \frac{\kappa}{\sigma} \sin \sigma z & \cos \sigma z + j \frac{\delta}{\sigma} \sin \sigma z \end{bmatrix}
$$

where

$$
\beta = \frac{\beta_1 + \beta_2}{2}, \quad \delta = \frac{\beta_1 - \beta_2}{2}, \quad \sigma = \sqrt{\delta^2 + \kappa^2}
$$

Thus, the solution of (12.4.1) is:

$$
\begin{bmatrix} a_1(z) \\ a_2(z) \end{bmatrix} = e^{-i\beta z} \begin{bmatrix} \cos \sigma z - j \frac{\delta}{\sigma} \sin \sigma z & -j \frac{\kappa}{\sigma} \sin \sigma z \\ \frac{\kappa}{\sigma} \sin \sigma z & \cos \sigma z + j \frac{\delta}{\sigma} \sin \sigma z \end{bmatrix} \begin{bmatrix} a_1(0) \\ a_2(0) \end{bmatrix}
$$

Starting with initial conditions $a_1(0) = 1$ and $a_2(0) = 0$, the total initial power will be $P = |a_1(0)|^2 + |a_2(0)|^2 = 1$. As the waves propagate along the $z$-direction, power is exchanged between lines 1 and 2 according to:

$$
\begin{align*}
P_1(z) &= |a_1(z)|^2 = \cos^2 \sigma z + \frac{\delta^2}{\sigma^2} \sin^2 \sigma z \\
P_2(z) &= |a_2(z)|^2 = \frac{\kappa^2}{\sigma^2} \sin^2 \sigma z + 1 - P_1(z)
\end{align*}
$$

Fig. 12.4.2 shows the two cases for which $\delta/\kappa = 0$ and $\delta/\kappa = 0.5$. In both cases, maximum exchange of power occurs periodically at distances that are odd multiples of $z = \pi/2\sigma$. Complete power exchange occurs only in the case $\delta = 0$, or equivalently, when $\beta_1 = \beta_2$. In this case, we have $\sigma = \kappa$ and $P_1(z) = \cos^2 \kappa z$, $P_2(z) = \sin^2 \kappa z$. 
12.5 Fiber Bragg Gratings

As an example of contra-directional coupling, we consider the case of a fiber Bragg grating (FBG), that is, a fiber with a segment that has a periodically varying refractive index, as shown in Fig. 12.5.1.

The backward wave is generated by the reflection of a forward-moving wave incident on the interface from the left. The grating behaves very similarly to a periodic multilayer structure, such as a dielectric mirror at normal incidence, exhibiting high-reflectance bands. A simple model for an FBG is as follows [788–807]:

\[
\frac{d}{dz} \left[ \begin{array}{c} a(z) \\ b(z) \end{array} \right] = -j \left[ \begin{array}{cc} j \beta & ke^{-jkz} \\ -k* e^{jkz} & j \beta \end{array} \right] \left[ \begin{array}{c} a(z) \\ b(z) \end{array} \right] \tag{12.5.1}
\]

where \( K = 2\pi/\Lambda \) is the Bloch wavenumber, \( \Lambda \) is the period, and \( a(z), b(z) \) represent the forward and backward waves. The following transformation removes the phase factor \( e^{-jkz} \) from the coupling constant:

\[
\begin{align*}
A(z) \\
B(z)
\end{align*}
\begin{align*}
a(z) \\
b(z)
\end{align*}
\begin{align*}
e^{ikz/2}
0
\end{align*}
\begin{align*}
0
e^{-ikz/2}
\end{align*}
\begin{align*}
\frac{d}{dz} \left[ \begin{array}{c} A(z) \\ B(z) \end{array} \right] = -j \left[ \begin{array}{cc} \delta & \kappa \\ -k* & -\delta \end{array} \right] \left[ \begin{array}{c} A(z) \\ B(z) \end{array} \right] \tag{12.5.2}
\end{align*}

where \( \delta = \beta - K/2 \) is referred to as a detuning parameter. The conserved power is given by \( P(z) = |a(z)|^2 - |b(z)|^2 \). The fields at \( z = 0 \) are related to those at \( z = l \) by:

\[
\begin{align*}
\begin{bmatrix}
A(0) \\
B(0)
\end{bmatrix} = e^{iFl} \begin{bmatrix}
A(l) \\
B(l)
\end{bmatrix}, \text{ with } F = \begin{bmatrix}
\delta & \kappa \\
-K & -\delta
\end{bmatrix} \tag{12.5.4}
\end{align*}
\]

The transfer matrix \( e^{iFl} \) is given by:

\[
e^{iFl} = \begin{bmatrix}
\cos \sigma l + j \delta \sin \sigma l & j\kappa \sinh \sigma l \\
-j\kappa \cosh \sigma l & \cos \sigma l - j \delta \sin \sigma l
\end{bmatrix} = \begin{bmatrix}
U_{11} & U_{12} \\
U_{12}^* & U_{11}^*
\end{bmatrix} \tag{12.5.5}
\]

where \( \sigma = \sqrt{\delta^2 - |\kappa|^2} \). If \( |\delta| < |\kappa| \), then \( \sigma \) becomes imaginary. In this case, it is more convenient to express the transfer matrix in terms of the quantity \( y = \sqrt{|\kappa|^2 - \delta^2} \).

\[
e^{iFl} = \begin{bmatrix}
\cosh \gamma l + j \delta \sinh \gamma l & j\kappa \sinh \gamma l \\
-j\kappa \cosh \gamma l & \cosh \gamma l - j \delta \sinh \gamma l
\end{bmatrix} \tag{12.5.6}
\]

The transfer matrix has unit determinant, which implies that \( |U_{11}|^2 - |U_{12}|^2 = 1 \). Using this property, we may rearrange (12.5.4) into its scattering matrix form that relates the outgoing fields to the incoming ones:

\[
\begin{align*}
\begin{bmatrix}
B(0) \\
A(l)
\end{bmatrix} = \begin{bmatrix}
\Gamma & T \\
T^* & \Gamma^*
\end{bmatrix} \begin{bmatrix}
A(0) \\
B(l)
\end{bmatrix}, \quad \Gamma = \frac{U_{12}^*}{U_{11}}, \quad \Gamma^* = \frac{-U_{12}}{U_{11}}, \quad T = \frac{1}{U_{11}} \tag{12.5.7}
\end{align*}
\]

where \( \Gamma, \Gamma^* \) are the reflection coefficients from the left and right, respectively, and \( T \) is the transmission coefficient. We have explicitly,

\[
\Gamma = \frac{-j\kappa}{\cos \sigma l + j \delta \sin \sigma l}, \quad T = \frac{1}{\cos \sigma l + j \delta \sin \sigma l} \tag{12.5.8}
\]

If there is only an incident wave from the left, that is, \( A(0) \neq 0 \) and \( B(l) = 0 \), then (12.5.7) implies that \( B(0) = FA(0) \) and \( A(l) = TA(0) \).

A consequence of power conservation, \( |A(0)|^2 = |B(0)|^2 \), \( |A(l)|^2 = |B(l)|^2 \), is the unitarity of the scattering matrix, which implies the property \( |\Gamma|^2 + |T|^2 = 1 \). The reflectance \( |\Gamma|^2 \) may be expressed in the following two forms, the first being appropriate when \( |\delta| \geq |\kappa| \), and the second when \( |\delta| \leq |\kappa| \):

\[
|\Gamma|^2 = 1 - |T|^2 = \frac{|\kappa|^2 \cos^2 \sigma l + \delta^2 \sin^2 \sigma l}{\sigma^2 \cos^2 \sigma l + \delta^2 \sin^2 \sigma l} = \frac{|\kappa|^2 \sinh^2 y l}{y^2 \cosh^2 y l + \delta^2 \sinh^2 y l} \tag{12.5.9}
\]

Fig. 12.5.2 shows \( |\Gamma|^2 \) as a function of \( \delta \). The high-reflectance band corresponds to the range \( |\delta| \leq |\kappa| \). The left graph has \( k_\ell = 3 \) and the right one \( k_\ell = 6 \).

As \( k_\ell \) increases, the reflection band becomes sharper. The asymptotic width of the band is \( -|\kappa| \leq \delta \leq |\kappa| \). For any finite value of \( k_\ell \), the maximum reflectance achieved
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Fiber Bragg Grating, \( \lambda l = 3 \)

Fiber Bragg Grating, \( \lambda l = 6 \)

Fig. 12.5.2 Reflectance of fiber Bragg gratings.

at the center of the band, \( \delta = 0 \), is given by \( |\Gamma|^2 = \tanh^2 \left( \frac{|\kappa|}{2} \right) \). The reflectance at the asymptotic band edges is given by:

\[
|\Gamma|^2 = \frac{|\kappa|^2}{1 + |\kappa|^2}, \quad \text{at} \quad \delta = \pm |\kappa|.
\]

The zeros of the reflectance correspond to \( \sin \sigma l = 0 \), or, \( \sigma = m \pi / l \), which gives \( \delta = \pm \sqrt{|\kappa|^2 - (m \pi / l)^2} \), where \( m \) is a non-zero integer.

The Bragg wavelength \( \lambda_B \) is the wavelength at the center of the reflecting band, that is, corresponding to \( \delta = 0 \), or, \( \beta = K / 2 \), or \( \lambda_B = 2 \pi / \beta = 4 \pi / K = 2 \Lambda \).

By concatenating two identical FBGs separated by a “spacer” of length \( d = \lambda_B / 4 = \Lambda / 2 \), we obtain a quarter-wave phase-shifted FBG, which has a narrow transmission window centered at \( \delta = 0 \). Fig. 12.5.3 depicts such a compound grating. Within the spacer, the \( A, B \) waves propagate with wavenumber \( \beta \) as though they are uncoupled.

Fig. 12.5.3 Quarter-wave phase-shifted fiber Bragg grating.

The compound transfer matrix is obtained by multiplying the transfer matrices of the two FBGs and the spacer: \( V = U_{FBG} U_{spacer} U_{FBG} \), or, explicitly:

\[
\begin{bmatrix}
V_{11} & V_{12} \\
V_{21} & V_{22}
\end{bmatrix} =
\begin{bmatrix}
U_{11} & U_{12} \\
U_{21} & U_{22}
\end{bmatrix}
\begin{bmatrix}
e^{j \beta d} & 0 \\
0 & e^{-j \beta d}
\end{bmatrix}
\begin{bmatrix}
U_{11} & U_{12} \\
U_{21} & U_{22}
\end{bmatrix}
\]

(12.5.10)

where the \( U_{ij} \) are given in Eq. (12.5.5). It follows that the matrix elements of \( V \) are:

\[
V_{11} = U_{11} e^{j \beta d} + |U_{12}|^2 e^{-j \beta d}, \quad V_{12} = U_{12}(U_{11} e^{j \beta d} + U_{12}^* e^{-j \beta d})
\]

(12.5.11)

The reflection coefficient of the compound grating will be:

\[
\Gamma_{comp} = \frac{V_{22}^* V_{11}}{V_{11}} = \frac{U_{12}(U_{11} e^{j \beta d} + U_{12}^* e^{-j \beta d})}{U_{11} e^{j \beta d} + |U_{12}|^2 e^{-j \beta d}} = \frac{\Gamma(T^* e^{j \beta d} + |T|^2 e^{-j \beta d})}{T^* e^{j \beta d} + |T|^2 e^{-j \beta d}}
\]

(12.5.12)

where we replaced \( U_{12} = T / \Gamma \) and \( U_{11} = 1 / \Gamma \). Assuming a quarter-wavelength spacing \( d = \lambda_B / 4 = \Lambda / 2 \), we have \( \beta d = (\delta + \pi / 2) d = \delta d + \pi / 2 \). Replacing \( e^{j \beta d} = e^{j \delta d + j \pi / 2} = j e^{j \delta d} \), we obtain:

\[
\Gamma_{comp} = \frac{\Gamma(T^* e^{j \delta d} + T e^{-j \delta d})}{T^* e^{j \delta d} + |T|^2 e^{-j \delta d}}
\]

(12.5.13)

At \( \delta = 0 \), we have \( T = T^* = 1 / \cosh |\kappa| l \), and therefore, \( \Gamma_{comp} = 0 \). Fig. 12.5.4 depicts the reflectance, \( |\Gamma_{comp}|^2 \), and transmittance, \( 1 - |\Gamma_{comp}|^2 \), for the case \( \kappa l = 2 \).

Fig. 12.5.4 Quarter-wave phase-shifted fiber Bragg grating.

Quarter-wave phase-shifted FBGs are similar to the Fabry-Perot resonators discussed in Sec. 6.5. Improved designs having narrow and flat transmission bands can be obtained by cascading several quarter-wave FBGs with different lengths [788–808]. Some applications of FBGs in DWDM systems were pointed out in Sec. 6.7.

12.6 Diffuse Reflection and Transmission

Another example of contra-directional coupling is the two-flux model of Schuster and Kubelka-Munk describing the absorption and multiple scattering of light propagating in a turbid medium [1099–1115].

The model has a large number of applications, such as radiative transfer in stellar atmospheres, reflectance spectroscopy, reflection and transmission properties of powders, papers, paints, skin tissue, dental materials, and the sea.

The model assumes a simplified parallel-plane geometry, as shown in Fig. 12.6.1. Let \( I_z(z) \) be the forward and backward radiation intensities per unit frequency interval at location \( z \) within the material. The model is described by the two coefficients \( k, s \) of absorption and scattering per unit length. For simplicity, we assume that \( k, s \) are independent of \( z \).

Within a layer \( dz \), the forward intensity \( I_z \) will be diminished by an amount of \( I_z k dz \) due to absorption and an amount of \( I_z s dz \) due to scattering, and it will be increased by an amount of \( I_z s dz \) arising from the backward-moving intensity that is getting scattered.
The reflectance and transmittance corresponding to a black, non-reflecting, background are obtained by setting \( R_g = 0 \) in Eq. (12.6.4):

\[
R_0 = \frac{-U_{21}}{U_{22}} = \frac{s \sinh \beta l}{\beta \cosh \beta l + \alpha \sinh \beta l}
\]

\[
T_0 = \frac{1}{U_{22}} = \frac{\beta}{\beta \cosh \beta l + \alpha \sinh \beta l}
\]

(12.6.5)

The reflectance of an infinitely-thick medium is obtained in the limit \( l \to \infty \):

\[
R_\infty = \frac{s}{\alpha + \beta} = \frac{s}{k + s + \sqrt{k(k + 2s)}} \Rightarrow \frac{k}{s} = \frac{(R_\infty - 1)^2}{2R_\infty}
\]

(12.6.6)

For the special case of an absorbing but non-scattering medium \((k \neq 0, s = 0)\), we have \( \alpha = \beta = k \) and the transfer matrix (12.6.3) and Eq. (12.6.4) simplify into:

\[
U = e^{-Fl} = \begin{bmatrix} e^{-kl} & 0 \\ 0 & e^{kl} \end{bmatrix}, \quad R = e^{-2kl}R_g, \quad T = e^{-kl}
\]

(12.6.7)

These are in accordance with our expectations for exponential attenuation with distance. The intensities are related by \( I_z \) forward and a reverse path of length \( l \). Thus, the incremental changes are:

\[
\frac{dI}{dz} = -(k + s)I_z dz + sI_z dz
\]

or, written in matrix form:

\[
\frac{d}{dz} \begin{bmatrix} I_+(z) \\ I_-(z) \end{bmatrix} = \begin{bmatrix} k + s & -s \\ s & -k - s \end{bmatrix} \begin{bmatrix} I_+(z) \\ I_-(z) \end{bmatrix}
\]

(12.6.1)

This is similar in structure to Eq. (12.5.3), except the matrix coefficients are real. The solution at distance \( z = l \) is obtained in terms of the initial values \( I_+(0) \) by:

\[
\begin{bmatrix} I_+(l) \\ I_-(l) \end{bmatrix} = e^{-Fl} \begin{bmatrix} I_+(0) \\ I_-(0) \end{bmatrix}, \quad \text{with } F = \begin{bmatrix} k + s & -s \\ s & -k - s \end{bmatrix}
\]

(12.6.2)

The transfer matrix \( e^{-Fl} \) is:

\[
U = e^{-Fl} = \begin{bmatrix} \cosh \beta l - \frac{\alpha}{\beta} \sinh \beta l & \frac{s}{\beta} \sinh \beta l \\ \frac{s}{\beta} \sinh \beta l & \cosh \beta l + \frac{\alpha}{\beta} \sinh \beta l \end{bmatrix} = \begin{bmatrix} U_{11} & U_{12} \\ U_{21} & U_{22} \end{bmatrix}
\]

(12.6.3)

where \( \alpha = k + s \) and \( \beta = \sqrt{\alpha^2 - s^2} = \sqrt{k(k + 2s)} \).† The transfer matrix is unimodular, that is, \( \det U = U_{11}U_{22} - U_{12}U_{21} = 1 \).

†These are related to the normalized Kubelka [1105] variables \( a = \alpha/s, b = \beta/s \).

Of interest are the input reflectance (the albedo) \( R = I_-(0)/I_+(0) \) of the length-1 structure and its transmittance \( T = I_+(l)/I_+(0) \), both expressed in terms of the output, or background, reflectance \( R_g = I_-/(I_+/I_+) \). Using Eq. (12.6.2), we find:

\[
R = \frac{-U_{21} + U_{11}R_g}{U_{22} - U_{12}R_g} = \frac{s \sinh \beta l + (\beta \cosh \beta l - \alpha \sinh \beta l)R_g}{\beta \cosh \beta l + (\alpha - sR_g) \sinh \beta l}
\]

\[
T = \frac{1}{U_{22} - U_{12}R_g} = \frac{\beta}{\beta \cosh \beta l + (\alpha - sR_g) \sinh \beta l}
\]

(12.6.4)

12.7 Problems

12.1 Show that the coupled telegrapher’s equations (12.1.4) can be written in the form (12.1.7).

12.2 Consider the practical case in which two lines are coupled only over a middle portion of length \( l \), with their beginning and ending segments being uncoupled, as shown below:

Assuming weakly coupled lines, how should Eqs. (12.3.6) and (12.3.9) be modified in this case? [Hint: Replace the segments to the left of the reference plane \( A \) and to the right of plane \( B \) by their Thévenin equivalents.]
12.7. Problems

12.3 Derive the transition matrix $e^{-jMz}$ of weakly coupled lines described by Eq. (12.3.2).

12.4 Verify explicitly that Eq. (12.4.6) is the solution of the coupled-mode equations (12.4.1).

12.5 Computer Experiment—Fiber Bragg Gratings. Reproduce the results and graphs of Figures 12.5.2 and 12.5.3.
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Impedance Matching

13.1 Conjugate and Reflectionless Matching

The Thévenin equivalent circuits depicted in Figs. 11.11.1 and 11.11.3 also allow us to answer the question of maximum power transfer. Given a generator and a length-$d$ transmission line, maximum transfer of power from the generator to the load takes place when the load is conjugate matched to the generator, that is,

$$Z_L = Z_{th}^*$$  \hspace{1cm} (conjugate match) \hspace{1cm} (13.1.1)

The proof of this result is postponed until Sec. 16.4. Writing $Z_{th} = R_{th} + jX_{th}$ and $Z_L = R_L + jX_L$, the condition is equivalent to $R_L = R_{th}$ and $X_L = -X_{th}$. In this case, half of the generated power is delivered to the load and half is dissipated in the generator’s Thévenin resistance. From the Thévenin circuit shown in Fig. 11.11.1, we find for the current through the load:

$$I_L = \frac{V_{th}}{Z_{th} + Z_L} = \frac{V_{th}}{(R_{th} + R_L) + j(X_{th} + X_L)} = \frac{V_{th}}{2R_{th}}$$

Thus, the total reactance of the circuit is canceled. It follows then that the power delivered by the Thévenin generator and the powers dissipated in the generator’s Thévenin resistance and the load will be:

$$P_{tot} = \frac{1}{2} \text{Re}(V_{th}^* I_L) = \frac{|V_{th}|^2}{4R_{th}}$$

$$P_{th} = \frac{1}{2} R_{th} |I_L|^2 = \frac{|V_{th}|^2}{8R_{th}} = \frac{1}{2} P_{tot}, \quad P_L = \frac{1}{2} R_L |I_L|^2 = \frac{|V_{th}|^2}{8R_{th}} = \frac{1}{2} P_{tot}$$  \hspace{1cm} (13.1.2)

Assuming a lossless line (real-valued $Z_0$ and $\beta$), the conjugate match condition can also be written in terms of the reflection coefficients corresponding to $Z_L$ and $Z_{th}$:

$$\Gamma_L = \Gamma_{th}^* = \Gamma_G^* e^{2j\beta d}$$  \hspace{1cm} (conjugate match) \hspace{1cm} (13.1.3)

Moving the phase exponential to the left, we note that the conjugate match condition can be written in terms of the same quantities at the input side of the transmission line:
13.1. Conjugate and Reflectionless Matching

\[ \Gamma_d = \Gamma_L e^{-2j\beta d} = \Gamma_G^* \quad \Leftrightarrow \quad Z_d = Z_G^* \quad \text{(conjugate match)} \] (13.1.4)

Thus, the conjugate match condition can be phrased in terms of the input quantities and the equivalent circuit of Fig. 11.9.1. More generally, there is a conjugate match at every point along the line.

Indeed, the line can be cut at any distance \( l \) from the load and its entire left segment including the generator can be replaced by a Thévenin-equivalent circuit. The conjugate matching condition is obtained by propagating Eq. (13.1.3) to the left by a distance \( l \), or equivalently, Eq. (13.1.4) to the right by distance \( d - l \):

\[ \Gamma_l = \Gamma_L e^{-2j\beta l} = \Gamma_G^* e^{2j\beta(d-l)} \quad \text{(conjugate match)} \] (13.1.5)

Conjugate matching is not the same as reflectionless matching, which refers to matching the load to the line impedance, \( Z_L = Z_0 \), in order to prevent reflections from the load.

In practice, we must use matching networks at one or both ends of the transmission line to achieve the desired type of matching. Fig. 13.1.1 shows the two typical situations that arise.

![Reflectionless and conjugate matching of a transmission line.](image)

In the first, referred to as a flat line, both the generator and the load are matched so that effectively, \( Z_G = Z_L = Z_0 \). There are no reflected waves and the generator (which is typically designed to operate into \( Z_0 \)) transmits maximum power to the load, as compared to the case when \( Z_G = Z_0 \) but \( Z_L \neq Z_0 \).

In the second case, the load is connected to the line without a matching circuit and the generator is conjugate-matched to the input impedance of the line, that is, \( Z_d = Z_G^* \). As we mentioned above, the line remains conjugate matched everywhere along its length, and therefore, the matching network can be inserted at any convenient point, not necessarily at the line input.

Because the value of \( Z_d \) depends on \( Z_L \) and the frequency \( \omega \) (through \( \tan \beta d \)), the conjugate match will work as designed only at a single frequency. On the other hand, if the load and generator are purely resistive and are matched individually to the line, the matching will remain reflectionless over a larger frequency bandwidth.

Conjugate matching is usually accomplished using \( L \)-section reactive networks. Reflectionless matching is achieved by essentially the same methods as antireflection coating. In the next few sections, we discuss several methods for reflectionless and conjugate matching, such as (a) quarter-wavelength single- and multi-section transformers; (b) two-section series impedance transformers; (c) single, double, and triple stub tuners; and (d) \( L \)-section lumped-parameter reactive matching networks.

13.2 Multisection Transmission Lines

Multisection transmission lines are used primarily in the construction of broadband matching terminations. A typical multisection line is shown in Fig. 13.2.1.

![Multi-section transmission line.](image)

It consists of \( M \) segments between the main line and the load. The \( i \)th segment is characterized by its characteristic impedance \( Z_i \), length \( l_i \), and velocity factor, or equivalently, refractive index \( n_i \). The speed in the \( i \)th segment is \( c_i = c_0 / n_i \). The phase thicknesses are defined by:

\[ \delta_i = \beta i l_i = \frac{\omega}{c_i} l_i = \frac{\omega}{c_0} n_i l_i, \quad i = 1, 2, \ldots, M \] (13.2.1)

We may define the electrical lengths (playing the same role as the optical lengths of dielectric slabs) in units of some reference free-space wavelength \( \lambda_0 \) or corresponding frequency \( f_0 = c_0 / \lambda_0 \) as follows:

\[ (\text{electrical lengths}) \quad L_i = \frac{n_i l_i}{\lambda_0} = \frac{l_i}{\lambda_i}, \quad i = 1, 2, \ldots, M \] (13.2.2)

where \( \lambda_i = \lambda_0 / n_i \) is the wavelength within the \( i \)th segment. Typically, the electrical lengths are quarter-wavelengths, \( L_i = 1/4 \). It follows that the phase thicknesses can be expressed in terms of \( L_i \) as \( \delta_i = \omega n_i l_i / c_0 = 2\pi f_0 n_i l_i / (f_0 \lambda_0) \), or,

\[ (\text{phase thicknesses}) \quad \delta_i = \beta i l_i = 2\pi L_i f_0 = 2\pi L_i \frac{\lambda_0}{\lambda_i}, \quad i = 1, 2, \ldots, M \] (13.2.3)
where \( f \) is the operating frequency and \( \lambda = c_0/f \) the corresponding free-space wavelength. The wave impedances, \( Z_i \), are continuous across the \( M + 1 \) interfaces and are related by the recursions:

\[
Z_i = Z_i Z_{i+1} + j Z_i \tan \delta_i, \quad i = M, \ldots, 1
\]

and initialized by \( Z_{M+1} = Z_L \). The corresponding reflection responses at the left of each interface, \( \Gamma_i = (Z_i - Z_{i-1})/(Z_i + Z_{i-1}) \), are obtained from the recursions:

\[
\Gamma_i = \frac{\rho_i + \Gamma_{i+1} e^{-2j \delta_i}}{1 + \rho_i \Gamma_{i+1} e^{-2j \delta_i}}, \quad i = M, \ldots, 1
\]

and initialized at \( \Gamma_{M+1} = \Gamma_L = (Z_L - Z_M)/(Z_L + Z_M) \), where \( \rho_i \) are the elementary reflection coefficients at the interfaces:

\[
\rho_i = \frac{Z_i - Z_{i-1}}{Z_i + Z_{i-1}}, \quad i = 1, 2, \ldots, M + 1
\]

where \( Z_{M+1} = Z_L \). The MATLAB function \texttt{multiline} calculates the reflection response \( \Gamma_1(f) \) at interface-1 as a function of frequency. Its usage is:

\[
\text{Gamma1 = multiline(Z,L,ZL,f);}
\]

where \( Z = [Z_0, Z_1, \ldots, Z_M] \) and \( L = [L_1, L_2, \ldots, L_M] \) are the main line and segment impedances and the segment electrical lengths.

The function \texttt{multiline} implements Eq. (13.2.6) and is similar to \texttt{multidiel}, except here the load impedance \( Z_L \) is a separate input in order to allow it to be a function of frequency. We will see examples of its usage below.

### 13.3 Quarter-Wavelength Chebyshev Transformers

Quarter-wavelength Chebyshev impedance transformers allow the matching of real-valued load impedances \( Z_L \) to real-valued line impedances \( Z_0 \) and can be designed to achieve desired attenuation and bandwidth specifications.

The design method has already been discussed in Sec. 6.8. The results of that section translate verbatim to the present case by replacing refractive indices \( n_i \) by line admittances \( Y_i = 1/Z_i \). Typical design specifications are shown in Fig. 6.8.1.

In an \( M \)-section transformer, all segments have equal electrical lengths, \( L_i = l_i/\lambda = n_i l_i/\lambda_0 = 1/4 \) at some operating wavelength \( \lambda_0 \). The phase thicknesses of the segments are all equal and are given by \( \delta_i = 2 \pi f l_i/\lambda_0 \), or, because \( L_i = 1/4 \):

\[
\delta = \frac{\pi f}{2 \lambda_0}
\]

The reflection response \( |\Gamma_1(f)|^2 \) at the left of interface-1 is expressed in terms of the order-\( M \) Chebyshev polynomials \( T_M(x) \), where \( x \) is related to the phase thickness by \( x = x_0 \cos \delta \):

\[
|\Gamma_1(f)|^2 = \frac{e_0^2 T_M^2(x_0 \cos \delta)}{1 + e_0^2 T_M^2(x_0 \cos \delta)}
\]

where \( e_0 = e_0/T_M(x_0) \) and \( e_0 \) is given in terms of the load and main line impedances:

\[
e_0^2 = \frac{(Z_L - Z_0)^2}{4Z_L Z_0}, \quad \Gamma_L = \frac{Z_L - Z_0}{Z_L + Z_0}
\]

The parameter \( x_0 \) is related to the desired reflectionless bandwidth \( \Delta f \) by:

\[
x_0 = \frac{1}{\sin \left( \frac{\pi \Delta f}{f_0} \right)}
\]

and \( T_M(x_0) \) is related to the attenuation \( A \) in the reflectionless band by:

\[
A = 10 \log_{10} \frac{T_M^2(x_0) + e_0^2}{1 + e_0^2}
\]

Solving for \( M \) in terms of \( A \), we have (rounding up to the next integer):

\[
M = \text{ceil} \left( \frac{\text{acosh} \left( \frac{\sqrt{1 + e_0^2}}{10^{A/20}} \right)}{\text{acosh}(x_0)} \right)
\]

where \( A \) is in dB and is measured from dc, or equivalently, with respect to the reflection response \( |\Gamma_L| \) of the unmatched line. The maximum equiripple level within the reflectionless band is given by

\[
|\Gamma_1|_{\text{max}} = |\Gamma_L|^{10^{-A/20}} \Rightarrow A = 20 \log_{10} \left( \frac{|\Gamma_1|}{|\Gamma_1|_{\text{max}}} \right)
\]

This condition can also be expressed in terms of the maximum SWR within the desired bandwidth. Indeed, setting \( S_{\text{max}} = (1 + |\Gamma_1|_{\text{max}})/(1 - |\Gamma_1|_{\text{max}}) \) and \( S_L = (1 + |\Gamma_L|)/(1 - |\Gamma_L|) \), we may rewrite (13.3.7) as follows:

\[
A = 20 \log_{10} \left( \frac{|\Gamma_1|}{|\Gamma_1|_{\text{max}}} \right) = 20 \log_{10} \left( \frac{S_L - 1}{S_L + 1} \frac{S_{\text{max}} + 1}{S_{\text{max}} - 1} \right)
\]

where we must demand \( S_{\text{max}} < S_L \) or \( |\Gamma_1|_{\text{max}} < |\Gamma_L| \). The MATLAB functions \texttt{chebtr}, \texttt{chebtr2}, and \texttt{chebtr3} implement the design steps. In the present context, they have usage:

\[
[Y, a, b] = \text{chebtr}(Y_0, Y_L, A, DF); \quad \text{Chebyshev multisection transformer design}
\]

\[
[Y, a, b, A] = \text{chebtr2}(Y_0, Y_L, M, DF); \quad \text{Specify order and bandwidth}
\]

\[
[Y, a, b, DF] = \text{chebtr3}(Y_0, Y_L, M, A); \quad \text{Specify order and attenuation}
\]

The outputs are the admittances \( Y = [Y_0, Y_1, Y_2, \ldots, Y_M, Y_L] \) and the reflection and transmission polynomials \( Y, a, b \). In \texttt{chebtr2} and \texttt{chebtr3}, the order \( M \) is given. The designed segment impedances \( Z_i, i = 1, 2, \ldots, M \) satisfy the symmetry properties:

\[
Z_i Z_{M+1-i} = Z_0 Z_L, \quad i = 1, 2, \ldots, M
\]
13.3. Quarter-Wavelength Chebyshev Transformers

Using Eq. (13.3.10), we obtain the matching condition at \( f = f_0 \), or at \( \delta = \pi/2 \):

\[
Z_1 = \frac{Z_1^2}{Z_L} = Z_0
\]  

(13.3.15)

**Example 13.3.1:** Single-section quarter wavelength transformer. Design a single-section transformer that will match a 200-ohm load to a 50-ohm line at 100 MHz. Determine the bandwidth over which the SWR on the line remains less than 1.5.

**Solution:** The quarter-wavelength section has impedance \( Z_0 = 50 \) ohm.

\[
\rho_1 = \frac{Z_1 - Z_0}{Z_1 + Z_0} = \frac{Z_L - Z_1}{Z_L + Z_1} = \rho_2
\]  

(13.3.11)

Because the Chebyshev polynomial of order-1 is \( T_1(x) = x \), the reflection response (13.3.2) takes the form:

\[
|\Gamma_1(f)|^2 = \left( \frac{e_0^2}{1 + e_0^2} \right) \cos^2 \delta \tag{13.3.12}
\]

Using Eq. (13.3.11), we can easily verify that \( e_0 \) is related to \( \rho_1 \) by

\[
e_0^2 = \frac{4\rho_1^2}{(1 - \rho_1^2)^2}
\]

Then, Eq. (13.3.12) can be cast in the following equivalent form, which is recognized as the propagation of the load reflection response \( \Gamma_2 = \rho_2 = \rho_1 \) by a phase thickness \( \delta \) to interface-1:

\[
|\Gamma_1(f)|^2 = \frac{\rho_1 (1 + Z^{-1})}{1 + \rho_1 Z^{-1}}^2 \tag{13.3.13}
\]

where \( Z = e^{j\delta} \). The reflection response has a zero at \( Z = -1 \) or \( \delta = \pi/2 \), which occurs at \( f = f_0 \) and at odd multiples of \( f_0 \). The wave impedance at interface-1 will be:

\[
Z_1 = Z_1 \frac{Z_L + jZ_1 \tan \delta}{Z_0 + jZ_L \tan \delta} \tag{13.3.14}
\]
13.3. Quarter-Wavelength Chebyshev Transformers

\[
G_1 = \text{abs(multiline}(Z(1:2), L, ZL, f/f_0)); \quad \% \text{reflection response } |F_1(f)|
\]

\[
S = \text{swr}(G1); \quad \% \text{calculate SWR versus frequency}
\]

\[
\text{plot(f,G1); figure; plot(f,S)};
\]

The reflection response \( |F_1(f)| \) is computed by multiline with frequencies normalized to the desired operating frequency of \( f_0 = 100 \) MHz. The impedance inputs to multiline were \([Z_0, Z_1]\) and \(Z_2\) and the electrical length of the segment was \(L = 1/4\). The resulting bandwidth is \(\Delta f = 35.1\) MHz. The reflection polynomials are:

\[
b = [b_0, b_1] = [\rho_1, \rho_1], \quad a = [a_0, a_1] = [1, \rho_1], \quad \rho_1 = \frac{Z_1 - Z_0}{Z_1 + Z_0} = \frac{1}{3}
\]

Two alternative ways to compute the reflection response are by using MATLAB’s built-in function freqz, or the function dtft:

\[
delta = \pi f / f_0 / 2;
\]

\[
G_1 = \text{abs(freqz(b, a, 2*delta))};
\]

\%

\[
G_1 = \text{abs(dtft(b, 2*delta) . \ dtft(a, 2*delta))};
\]

where \(2\delta = \pi f / f_0\) is the digital frequency, such that \(z = e^{j\delta}\). The bandwidth \(\Delta f\) can be computed from Eqs. (13.3.4) and (13.3.5), that is,

\[
A = 10 \log_{10} \left( \frac{x_0^2 + e^{2\delta}}{1 + e^{2\delta}} \right) \Rightarrow x_0 = \sqrt{(1 + e^{2\delta})^{10^{4/10} - e^{2\delta}}, \quad \Delta f = f_0 \frac{4}{\pi} \sin \left( \frac{1}{x_0} \right)
\]

where we replaced \(T_0(x_0) = x_0\).

\[\Box\]

Example 13.3.2: Three- and four-section quarter-wavelength Chebyshev transformers. Design a Chebyshev transformer that will match a 200-ohm load to a 50-ohm line. The line SWR is required to remain less than 1.25 over the frequency band [50, 150] MHz. Repeat the design if the SWR is required to remain less than 1.1 over the same bandwidth.

Solution: Here, we let the design specifications determine the number of sections and their characteristic impedances. In both cases, the unmatched reflection coefficient is the same as in the previous example, \(\Gamma_0 = 0.6\). Using \(S_{\text{max}} = 1.25\), the required attenuation in dB is for the first case:

\[
A = 20 \log_{10} \left( \frac{S_{\text{max}} + 1}{S_{\text{max}} - 1} \right) = 20 \log_{10} \left( \frac{0.125 + 1}{1.25 - 1} \right) = 14.65 \text{ dB}
\]

The reflection coefficient corresponding to \(S_{\text{max}}\) is \(|F_0|_{\text{max}} = (1.25 - 1)/(1.25 + 1) = 1/9 = 0.111\). In the second case, we use \(S_{\text{max}} = 1.1\) to find \(A = 22.0074\) dB and \(|F_1|_{\text{max}} = (1.1 - 1)/(1.1 + 1) = 1/21 = 0.0476\).

In both cases, the operating frequency is at the middle of the given bandwidth, that is, \(f_0 = 100\) MHz. The normalized bandwidth is \(\Delta F = \Delta f / f_0 = (150 - 50) / 100 = 1\). With these values of \(A, \Delta F\), the function chebtr calculates the required number of sections and their impedances. The typical code is as follows:

\[
f = \text{linspace}(0, 2*\pi*0.401); \quad \% \text{plot over [0, 200] MHz}
\]

\[
M = \text{length}(Z)-2; \quad \% \text{number of sections}
\]

\[
L = \text{ones}(1, 0.401); \quad \% \text{quarter-wave lengths}
\]

\[
G1 = \text{abs(multiline}(Z(1:M+1), L, ZL, f/f_0)); \quad \% \text{ZL is a separate input}
\]

\[
G1 = \text{abs(freqz}(b, a, pi*f/f_0)); \quad \% \text{alternative way of computing } G_1
\]

\[
S = \text{swr}(G1); \quad \% \text{SWR on the line}
\]

\[
\text{plot(f,G1); figure; plot(f,S)};
\]

For the first case, the resulting number of sections is \(M = 3\), and the corresponding output vector of impedances \(Z\), reflection coefficients at the interfaces, and reflection polynomials \(a, b\) are:

\[
Z = [Z_0, Z_1, Z_2, Z_3, Z_4, Z_5] = [50, 66.4185, 100, 150.5604, 200]
\]

\[
\rho = [\rho_1, \rho_2, \rho_3, \rho_4] = [0.1410, 0.2018, 0.2018, 0.1410]
\]

\[
b = [b_0, b_1, b_2, b_3, b_4] = [0.1410, 0.2115, 0.2115, 0.1410]
\]

\[
a = [a_0, a_1, a_2, a_3, a_4] = [1, 0.0976, 0.0577, 0.0199]
\]

In the second case, we find \(M = 4\) sections with design parameters:

\[
Z = [Z_0, Z_1, Z_2, Z_3, Z_4, Z_5] = [50, 59.1294, 81.7978, 122.2527, 169.1206, 200]
\]

\[
\rho = [\rho_1, \rho_2, \rho_3, \rho_4] = [0.0837, 0.1609, 0.1983, 0.1609, 0.0837]
\]

\[
b = [b_0, b_1, b_2, b_3, b_4] = [0.0837, 0.1673, 0.2091, 0.1673, 0.0837]
\]

\[
a = [a_0, a_1, a_2, a_3, a_4] = [1, 0.0907, 0.0601, 0.0274, 0.0070]
\]

The reflection responses and SWRs are plotted versus frequency in Fig. 13.3.3. The upper two graphs correspond to the case, \(S_{\text{max}} = 1.25\), and the bottom two graphs, to the case \(S_{\text{max}} = 1.1\).
13. Impedance Matching

\[ |\Gamma_1(f)|^2 = \frac{e^{j f_2 T_2^2(x_0 \cos \delta)}}{1 + e^{j f_2 T_2^2(x_0 \cos \delta)}}, \quad \delta = \frac{\pi f}{2 f_0} \tag{13.4.1} \]

where \( f_0 \) is the frequency at which the sections are quarter-wavelength. The second-order Chebyshev polynomial is \( T_2(x) = 2x^2 - 1 \) and has roots at \( x = \pm 1/\sqrt{2} \). We require that these two roots correspond to the frequencies \( f_1 \) and \( 2f_1 \), that is, we set:

\[ x_0 \cos \delta_1 = \frac{1}{\sqrt{2}}, \quad x_0 \cos 2\delta_1 = -\frac{1}{\sqrt{2}}, \quad \delta_1 = \frac{\pi f_1}{2 f_0} \tag{13.4.2} \]

These conditions have the unique solution (such that \( x_0 \geq 1 \)):

\[ x_0 = \sqrt{2}, \quad \delta_1 = \frac{\pi f_1}{2 f_0} \Rightarrow f_0 = \frac{3}{2} f_1 \tag{13.4.3} \]

Thus, at \( f_1 \) the phase length is \( \delta_1 = \pi / 3 = 2\pi / 6 \), which corresponds to section lengths of \( f_1 = l_1 = \lambda_1 / 6 \), where \( \lambda_1 = \sqrt{v f_1} \), and \( v \) is the propagation speed. Defining also \( \lambda_0 = \sqrt{v f_0} \), we note that \( \lambda_0 = 2\lambda_1 / 3 \). According to Sec. 6.6, the most general two-section reflection response is expressed as the ratio of the second-order polynomials:

\[ \frac{\Gamma_1(f)}{A_1(z)} = \frac{\rho_1 + \rho_2 (1 + \rho_1 \rho_2) z^{-1} + \rho_3 z^{-2}}{1 + \rho_2 (1 + \rho_3) z^{-1} + \rho_1 \rho_3 z^{-2}} \tag{13.4.4} \]

where

\[ z = e^{j \delta}, \quad \delta = \frac{\pi f}{2 f_0} = \frac{\pi f}{3 f_1} \tag{13.4.5} \]

and we used the relationship \( 2f_0 = 3f_1 \) to express \( \delta \) in terms of \( f_1 \). The polynomial \( B_1(z) \) must have zeros at \( z = e^{j \delta_1} = e^{j \pi / 3} \) and \( z = e^{j (2\delta_1)} = e^{j 2\pi / 3} = e^{-2j \pi / 3} \), hence, it must be (up to the factor \( \rho_1 \)):

\[ B_1(z) = \rho_1 (1 - e^{j \pi / 3} z^{-1}) (1 - e^{-j \pi / 3} z^{-1}) = \rho_1 (1 + z^{-1} + z^{-2}) \tag{13.4.6} \]

Comparing this with (13.4.4), we arrive at the conditions:

\[ \rho_3 = \rho_1, \quad \rho_2 (1 + \rho_1 \rho_3) = \rho_1 \Rightarrow \rho_2 = \frac{\rho_1}{1 + \rho_1^2} \tag{13.4.7} \]

We recall from the previous section that the condition \( \rho_1 = \rho_3 \) is equivalent to \( Z_1 Z_2 = Z_0 Z_L \). Using (13.4.7) and the definition \( \rho_2 = (Z_2 - Z_1)/(Z_2 + Z_1) \), or its inverse, \( Z_2 = Z_1 (1 + \rho_2) / (1 - \rho_2) \), we have:

\[ Z_1 Z_0 = Z_1 Z_2 Z_1^2 \frac{1 + \rho_2}{1 - \rho_2} = Z_1^2 \frac{\rho_1^2 + \rho_1 + 1}{\rho_1^2 - \rho_1 + 1} = Z_1^2 \frac{3Z_1^2 + Z_0^2}{Z_1^2 + 3Z_0^2} \tag{13.4.8} \]
where in the last equation, we replaced \( \rho_1 = (Z_1 - Z_0) / (Z_1 + Z_0) \). This gives a quadratic equation in \( Z_1 \). Picking the positive solution of the quadratic equation, we find:

\[
Z_1 = \sqrt{\frac{Z_0}{6}} \left[ Z_L - Z_0 + \sqrt{(Z_L - Z_0)^2 + 36Z_LZ_0} \right]
\]  

(13.4.9)

Once \( Z_1 \) is known, we may compute \( Z_2 = Z_LZ_0/Z_1 \). Eq. (13.4.9) is equivalent to the expression given by Monzon [1132].

The sections are quarter-wavelength at \( f_0 \) and sixth-wavelength at \( f_1 \), that is, \( l_1 = l_2 = \lambda_1/6 = \lambda_0/4 \). We note that the frequency \( f_0 \) lies exactly in the middle between \( f_1 \) and \( 2f_1 \). Viewed as a quarter-wavelength transformer, the bandwidth will be:

\[
\sin \left( \frac{\pi \Delta f}{f_0} \right) = \frac{1}{\sqrt{2}} \quad \Rightarrow \quad \Delta f = f_0/1.5f_1
\]  

(13.4.10)

which spans the interval \([f_0 - \Delta f/2, f_0 + \Delta f/2] = [0.75f_1, 2.25f_1]\). Using \( T_2(x_0) = 2x_0^2 - 1 = 3 \) and Eq. (13.3.6), we find the attenuation achieved over the bandwidth \( \Delta f \):

\[
\sqrt{1 + e_0^2} 10^{4/10} - e_0^2 = T_2(x_0) = 3 \quad \Rightarrow \quad A = 10 \log_{10} \left( \frac{9 + e_0^2}{1 + e_0^2} \right)
\]  

(13.4.11)

As an example, we consider the matching of \( Z_L = 200 \, \Omega \) to \( Z_0 = 50 \, \Omega \). The section impedances are found from Eq. (13.4.9) to be: \( Z_1 = 80.02 \, \Omega \), \( Z_2 = 124.96 \, \Omega \). More simply, we can invoke the function chebtr2 with \( M = 2 \) and \( \Delta F = \Delta f / f_0 = 1 \).

Fig. 13.4.2 shows the designed reflection response normalized to its dc value, that is, \(|\Gamma_1(f)|^2 / |\Gamma_1(0)|^2\). The response has exact zeros at \( f_1 \) and \( 2f_1 \). The attenuation was \( A = 7.9 \, \text{dB} \). The reflection coefficients were \( \rho_1 = \rho_3 = 0.2309 \) and \( \rho_2 = \rho_1 / (1 + \rho_1^2) = 0.2192 \), and the reflection polynomials:

\[
B_1(z) = 0.2309 (1 + z^{-1} + z^{-2}) \quad \text{and} \quad A_1(z) = 1 + 0.1012 z^{-1} + 0.0533 z^{-2}
\]

\[Z_0 = 50; Z_L = 100; x_0 = \sqrt{2}; e_0 = (Z_L - Z_0)^2/(4Z_L Z_0); e_1 = e_0/9;\]

\[\text{[Y,al,b1,A]} = \text{chebtr2}(1/Z_0, 1/Z_L, 2, 1); \quad \text{[a1,b1]} = [1, 0.1012, 0.0533]; \]

\[\text{[b1]} = [0.2309, 0.2309, 0.2309]; \quad Z = [50, 80.02, 124.96, 200]; \quad \text{[r, p]} = [0.2309, 0.2302, 0.2309]; \quad \text{[f]} \text{ is in units of } f_1\]

\[\text{G1} = \text{abs} (\text{freqz} (b1,a1, 2*delta)); \quad \text{G2} = \text{abs} (\text{freqz} (b1,a1, 2*delta)); \quad \text{G1} = \text{abs} (\text{chebtr2}(1/Z_0, 1/Z_L, 2, 1)); \]

\[\text{G1} = \text{abs} (\text{freqz} (b1,a1, 2*delta)); \quad \text{G2} = \text{abs} (\text{freqz} (b1,a1, 2*delta)); \]

\[\text{plot}(f, G1/G1(1)); \quad \text{plot}(f, G1/G1(1));\]

The above design method is not restricted to the first and second harmonics. It can be generalized to any two frequencies \( f_1, f_2 \) at which the two-section transformer is required to be reflectionless [1133,1134]. Possible applications are the matching of dual-band antennas operating in the cellular/PCS, GSM/DCS, WLAN, GPS, and ISM bands, and other dual-band RF applications for which the frequency \( f_2 \) is not necessarily \( 2f_1 \).

We assume that \( f_1 < f_2 \) and define \( r = f_2/f_1 \), where \( r \) can take any value greater than unity. The reflection polynomial \( B_1(z) \) is constructed to have zeros at \( f_1, f_2 \):

\[
B_1(z) = \rho_1 (1 - e^{2j\delta_1/z^{-1}} (1 - e^{-2j\delta_2/z^{-1}}) \quad \text{and} \quad \delta_1 = \pi f_1/2f_0 \quad \text{and} \quad \delta_2 = \pi f_2/2f_0
\]

(13.4.12)

The requirement that the segment impedances, and hence the reflection coefficients \( \rho_1, \rho_2, \rho_0 \), be real-valued implies that the zeros of \( B_1(z) \) must be conjugate pairs. This can be achieved by choosing the quarter-wavelength normalization frequency \( f_0 \) to lie half-way between \( f_1, f_2 \), that is, \( f_0 = (f_1 + f_2)/2 = (r + 1)f_1/2 \). This implies that:

\[
\delta_1 = \pi f_0/r + 1 \quad \text{and} \quad \delta_2 = r \delta_1 = \pi - \delta_1
\]

(13.4.13)

The phase length at any frequency \( f \) will be:

\[
\delta = \pi r f / 2f_0 = \pi f / r + 1
\]

(13.4.14)

The section lengths become quarter-wavelength at \( f_0 \) and \( 2(r + 1) \)-th wavelength at \( f_1 \):

\[
l_1 = l_2 = \lambda_0 / 4 = \lambda_1 / 2(r+1)
\]

(13.4.15)

It follows now from Eq. (13.4.13) that the zeros of \( B_1(z) \) are complex-conjugate pairs:

\[
e^{2j\delta_2} = e^{2j\pi \delta_1/2} = e^{-2j\delta_1}
\]

(13.4.16)

Then, \( B_1(z) \) takes the form:

\[
B_1(z) = \rho_1 (1 - e^{2j\delta_1/z^{-1}} (1 - e^{-2j\delta_1/z^{-1}}) = \rho_1 (1 - 2 \cos 2\delta_1 z^{-1} + z^{-2})
\]

(13.4.17)
Comparing with Eq. (13.4.4), we obtain the reflection coefficients:
\[ \rho_1 = \rho_1, \quad \rho_2 = -\frac{2\rho_1 \cos 2\delta_1}{1 + \rho_1^2} \]  
(13.4.18)

Proceeding as in (13.4.8) and using the identity \( \tan^2 \delta_1 = (1 - \cos 2\delta_1) / (1 + \cos 2\delta_1) \), we find the following equation for the impedance \( Z_1 \) of the first section:
\[ Z_L Z_0 = Z_1 Z_2 = \frac{1 + \rho_2}{1 - \rho_2} \left( \frac{Z_1^2 - \rho_1^2}{Z_1^2 + \rho_1^2} \right) + \frac{1 + \rho_2}{1 - \rho_2} \left( \frac{Z_1^2 \tan^2 \delta_1 + Z_2^2}{Z_1^2 + Z_2^2 \tan^2 \delta_1} \right) \]  
(13.4.19)

with solution for \( Z_1 \) and \( Z_2 \):
\[ Z_1 = \sqrt\frac{Z_0}{2 \tan^2 \delta_1} \left[ Z_L - Z_0 + \sqrt{(Z_L - Z_0)^2 + 4Z_L Z_0 \tan^2 \delta_1} \right], \quad Z_2 = \frac{Z_0 Z_L}{Z_1} \]  
(13.4.20)

Equations (13.4.13), (13.4.15), and (13.4.20) provide a complete solution to the two-section transformer design problem. The design equations have been implemented by the MATLAB function \texttt{dualband}:
\[ \texttt{[a1, b1]} = \texttt{dualband}(20, \text{Zl}, \text{r}); \quad \% \text{two-section dual-band Chebyshev transformer} \]

where \( a_1, b_1 \) are the coefficients of \( A_1(z) \) and \( B_1(z) \). Next, we show that \( B_1(z) \) is indeed proportional to the Chebyshev polynomial \( T_2(z) \). Setting \( z = e^{j\delta} \), where \( \delta \) is given by (13.4.14), we find:
\[ B_1(z) = \rho_1 (z + z^{-1} - 2 \cos 2\delta_1) z^{-1} = \rho_1 (2 \cos 2\delta - 2 \cos 2\delta_1) e^{-j2\delta} \]
\[ = 4\rho_1 \cos^2 \delta - \cos^2 \delta_1) e^{-j2\delta} = 4\rho_1 \cos^2 \delta_1 (\frac{\cos^2 \delta_1}{\cos^2 \delta} - 1) e^{-j2\delta} \]  
(13.4.21)

\[ = 4\rho_1 \cos^2 \delta_1 (2\sin^2 \delta - 1) e^{-j2\delta} = 4\rho_1 \cos^2 \delta_1 T_2(x_0 \cos \delta) e^{-j2\delta} \]

where we defined:
\[ x_0 = \frac{1}{\sqrt{2} \cos \delta_1} \]  
(13.4.22)

We may also show that the reflection response \( |\Gamma_1(f)|^2 \) is given by Eq. (13.4.4). At zero frequency, \( \delta = 0 \), we have \( T_2(x_0) = 2x_0^2 - 1 = \tan^2 \delta_1 \). As discussed in Sec. 6.8, the sum of the coefficients of the polynomial \( B_1(z) \), or equivalently, its value at \( \delta = 0 \) or \( z = 1 \), must be given by \( |B_1(1)|^2 = \sigma^2 e_0^2 \) where
\[ \sigma^2 = (1 - \rho_1^2)(1 - \rho_2^2)(1 - \rho_2^4), \quad e_0^2 = \frac{(Z_L - Z_0)^2}{4Z_L Z_0} \]  
(13.4.23)

Using Eq. (13.4.21), this condition reads \( \sigma^2 e_0^2 = |B_1(1)|^2 = 16\rho_1^4 \cos^4 \delta_1 T_2^2(x_0) \), or, \( \sigma^2 e_0^2 = 16\rho_1^4 \sin^4 \delta_1 \). This can be verified with some tedious algebra. Because \( e_1^2 = e_0^2 T_2^2(x_0) \), the same condition reads \( \sigma^2 e_1^2 = 16\rho_1^4 \cos^4 \delta_1 \).

It follows that \( |B_1(z)|^2 = \sigma^2 e_1^2 T_2^2(x) \). On the other hand, according to Sec. 6.6, the denominator polynomial \( A_1(z) \) in (13.4.4) satisfies \( |A_1(z)|^2 - |B_1(z)|^2 = \sigma^2 \), or, \( |A_1(z)|^2 = \sigma^2 + |B_1(z)|^2 \). Therefore,
\[ |\Gamma_1(f)|^2 = \left( \frac{|B_1(z)|^2}{|A_1(z)|^2} \right)^2 = \left( \frac{|B_1(z)|^2}{\sigma^2 + |B_1(z)|^2} \right)^2 = \frac{\sigma^2 e_1^2 T_2^2(x)}{\sigma^2 + \sigma^2 e_1^2 T_2^2(x)} = \frac{e_1^2 T_2^2(x)}{1 + e_1^2 T_2^2(x)} \]  
(13.4.24)

Thus, the reflectance is identical to that of a two-section Chebyshev transformer. However, the interpretation as a quarter-wavelength transformer, that is, a transformer whose attenuation at \( f_0 \) is less than the attenuation at dc, is valid only for a limited range of values, that is, \( 1 < r < 3 \). For this range, the parameter \( x_0 \) defined in (13.4.22) is \( x_0 \geq 1 \). In this case, the corresponding bandwidth about \( f_0 \) can be meaningfully defined through Eq. (13.3.4), which gives:
\[ \sin \left( \frac{r}{2} \frac{\Delta f}{f_1} \right) = \sqrt{2} \cos \delta_1 = \sqrt{2} \cos \left( \frac{\pi}{r + 1} \right) \]  
(13.4.25)

For \( 1 < r < 3 \), the right-hand side is always less than unity. On the other hand, when \( r > 3 \), the parameter \( x_0 \) becomes \( x_0 < 1 \), the bandwidth \( \Delta f \) loses its meaning, and the reflectance at \( f_0 \) becomes greater than that at dc, that is, a gain. For any value of \( r \), the attenuation or gain at \( f_0 \) can be calculated from Eq. (13.3.5) with \( M = 2 \):
\[ A = 10 \log_{10} \left( \frac{T_2^2(x_0) + e_0^2}{1 + e_0^2} \right) = 10 \log_{10} \left( \frac{\tan^4 \delta_1 + e_0^2}{1 + e_0^2} \right) \]  
(13.4.26)

The quantity \( A \) is positive for \( 1 < r < 3 \) or \( \tan \delta_1 > 1 \), and negative for \( r > 3 \) or \( \tan \delta_1 < 1 \). For the special case of \( r = 3 \), we have \( \delta_1 = \pi/4 \) and \( \tan \delta_1 = 1 \), which gives \( A = 0 \). Also, it follows from (13.4.18) that \( \rho_2 = 0 \), which means that \( Z_1 = Z_2 \) and (13.4.19) gives \( Z_1 = Z_1 Z_0 \). The two sections combine into a single section of double length \( 2f_1 = \lambda_1/4 \) at \( f_1 \), that is, a single-section quarter wavelength transformer, which, as is well known, has zeros at odd multiples of its fundamental frequency.

For the case \( r = 2 \), we have \( \delta_1 = \pi/3 \) and \( \tan \delta_1 = \sqrt{3} \). The design equation (13.4.20) reduces to that given in [1132] and the section lengths become \( \lambda_1/6 \).

Fig. 13.4.3 shows two examples, one with \( r = 2.5 \) and one with \( r = 3.5 \), both transforming \( Z_L = 200 \) into \( Z_0 = 50 \) ohm.

**Fig. 13.4.3** Dual-band transformers at frequencies \( |f_1|, 2.5|f_1| \) and \( |f_1|, 3.5|f_1| \).

The reflectances are normalized to unity gain at dc. For \( r = 2.5 \), we find \( Z_1 = 89.02 \) and \( Z_2 = 112.33 \) ohm, and attenuation \( A = 2.9 \) dB. The section lengths at \( f_1 \) are \( I_1 = I_2 = \lambda_1/(2(2.5 + 1)) = \lambda_1/7 \). The bandwidth \( \Delta f \) calculated from Eq. (13.4.25) is shown.
on the left graph. For the case \( r = 3.5 \), we find \( Z_1 = 112.39 \) ohm and section lengths \( l_1 = l_2 = \lambda_1 / 9 \). The quantity \( A \) is negative, \( A = -1.7 \) dB, signifying a gain at \( f_0 \). The polynomial coefficients were in the two cases:

\[
\begin{align*}
\text{for } r = 2.5, \quad & a_1 = [1, \ 0.0650, \ 0.0788], \quad b_1 = [0.2807, \ 0.1249, \ 0.2807] \\
\text{for } r = 3.5, \quad & a_1 = [1, -0.0893, \ 0.1476], \quad b_1 = [0.3842, -0.1334, \ 0.3842]
\end{align*}
\]

The bandwidth about \( f_1 \) and \( f_2 \) corresponding to any desired bandwidth level can be obtained in closed form. Let \( \Gamma_B \) be the desired bandwidth level. Equivalently, \( \Gamma_B \) can be determined from a desired SWR level \( S_B \) through \( \Delta f_B = (S_B - 1) / (S_B + 1) \). The bandwidth frequencies can be derived from Eq. (13.4.24) by setting:

\[
|\Gamma(f)|^2 = \Gamma_B^2
\]

Solving this equation, we obtain the left and right bandedge frequencies:

\[
\begin{align*}
\Gamma_L &= \frac{2 f_0}{\pi} \text{asin} \left( \sqrt{1 - \frac{1}{\Delta f_B}} \sin \delta_1 \right), \\
\Gamma_R &= \frac{2 f_0}{\pi} \text{asin} \left( \sqrt{1 + \frac{1}{\Delta f_B}} \sin \delta_1 \right),
\end{align*}
\]

(13.4.27)

where \( f_0 = (f_1 + f_2) / 2 \) and \( \delta_1 \) is defined in terms of \( \Gamma_B \) and \( \Gamma_L \) by:

\[
\delta_1 = \left[ \frac{\Gamma_B^2 - 1}{\Gamma_B^2 - 1} \right]^{1/2} = \Gamma_L \frac{1}{\Gamma_L} \frac{\sqrt{S_L}}{\sqrt{S_L} - 1} \quad \text{for } \Delta f_B \leq 1
\]

(13.4.28)

where \( \Gamma_L = (Z_L - Z_0) / (Z_L + Z_0) \) and \( S_L = (1 + |\Gamma_L|) / (1 - |\Gamma_L|) \). We note the symmetry relations: \( f_{1L} + f_{2R} = f_{1R} + f_{2L} = 2 f_0 \). These imply that the bandwidths about \( f_1 \) and \( f_2 \) are the same:

\[
\Delta f_{1L} = \Gamma_{1L} \Gamma_{1R} = f_{2L} = f_{2R}
\]

(13.4.29)

The MATLAB function `dualbw` implements Eqs. (13.4.27):

\[
[f_{1L}, f_{1R}, f_{2L}, f_{2R}] = \text{dualbw}(ZL, Z0, r, GB);
\]

% bandwidths of dual-band transformer

The bandwidth \( \Delta f_B \) is shown in Fig. 13.4.3. For illustration purposes, it was computed at a level such that \( \Gamma_B^2 = \Gamma_L^2 = 0.2 \).

13.5 Quarter-Wavelength Transformer With Series Section

One limitation of the Chebyshev quarter-wavelength transformer is that it requires the load to be real-valued. The method can be modified to handle complex loads, but generally the wide bandwidth property is lost. The modification is to insert the quarter-wavelength transformer not at the load, but at a distance from the load corresponding to a voltage minimum or maximum.

For example, Fig. 13.5.1 shows the case of a single quarter-wavelength section inserted at a distance \( L_{\text{min}} \) from the load. At that point, the wave impedance seen by the quarter-wave transformer will be real-valued and given by \( Z_{\text{min}} = Z_0 / S_L \), where \( S_L \) is the

\[
\text{Fig. 13.5.1 Quarter-wavelength transformer for matching a complex load.}
\]

SWR of the unmatched load. Alternatively, one can choose a point of voltage maximum \( L_{\text{max}} \) at which the wave impedance will be \( Z_{\text{max}} = Z_0 S_L \).

As we saw in Sec. 11.13, the electrical lengths \( L_{\text{min}} \) or \( L_{\text{max}} \) are related to the phase angle \( \theta_L \) of the load reflection coefficient \( \Gamma_L \) by Eqs. (11.13.2) and (11.13.3). The MATLAB function `fmin` can be called to calculate these distances and corresponding wave impedances.

The calculation of the segment length, \( L_{\text{min}} \) or \( L_{\text{max}} \), depends on the desired matching frequency \( f_0 \). Because a complex impedance can vary rapidly with frequency, the segment will have the wrong length at other frequencies.

Even if the segment is followed by a multisection transformer, the presence of the segment will tend to restrict the overall operating bandwidth to essentially that of a single quarter-wavelength section. In the case of a single section, its impedance can be calculated simply as:

\[
Z_L = \sqrt{Z_0 Z_{\text{max}}} = \frac{1}{\sqrt{S_L}} Z_0 \quad \text{and} \quad Z_1 = \sqrt{Z_0 Z_{\text{max}}} = \sqrt{S_L} Z_0
\]

(13.5.1)

Example 13.5.1: Quarter-wavelength matching of a complex load impedance. Design a quarter-wavelength transformer of length \( L = 1.35 \) that will match the complex impedance \( Z_L = 200 + j100 \) ohm to a 50-ohm line at \( f_0 = 100 \) MHz. Perform the design assuming the maximum reflection coefficient level of \( |\Gamma_L|_{\text{max}} = 0.1 \). Assume that the inductive part of \( Z_L \) arises from an inductance, replace the complex load by \( Z_L = 200 + j100 f_0 \) at other frequencies. Plot the corresponding reflection response \( |\Gamma(f)|^2 \) versus frequency.

Solution: At \( f_0 \), the load is \( Z_L = 200 + j100 \) and its reflection coefficient and SWR are found to be \( |\Gamma_L| = 0.6695 \) and \( S_L = 5.0521 \). It follows that the line segments corresponding to a voltage minimum and maximum will have parameters:

\[
L_{\text{min}} = 0.2665, \quad Z_{\text{min}} = \frac{1}{S_L} Z_0 = 9.897, \quad L_{\text{max}} = 0.0165, \quad Z_{\text{max}} = S_L Z_0 = 252.603
\]

For either of these cases, the effective load reflection coefficient seen by the transformer will be \( |\Gamma| = (S_L - 1) / (S_L + 1) = 0.6695 \). It follows that the design attenuation specification for the transformer will be:

\[
A = 20 \log_{10} \left( \frac{|\Gamma|}{|\Gamma|_{\text{max}}} \right) = 20 \log_{10} \left( \frac{0.6695}{0.1} \right) = 16.5155 \text{ dB}
\]

With the given number of sections \( M \) and this value of the attenuation \( A \), the following MATLAB code will design the transformer and calculate the reflection response of the overall structure:
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\[ Z_0 = 50; \quad Z_{L0} = 200 + 100j; \]

\[ [\text{Lmin}, \text{zn}in] = \text{lmin}(Z_{L0}, Z_0, 'min'); \]

\[ \text{Gmin} = \text{abs}(\text{z2g}(\text{zn}in, Z_0)); \quad \text{G} \text{max} = 0.1; \]

\[ A = 20^{\text{log10}}(\text{Gmin}/\text{Gmax}); \]

\[ M = 3; \]

\[ Z = 1./\text{chebtr3}(1/Z_0, 1/\text{zn}in, M, A); \]

\[ \text{Ztot} = [Z(1:M+1), Z_0]; \]

\[ L_{\text{min}} = \text{Gmin}/\text{Gmax}; \]

\[ \text{Ztot} = [\text{ones}(1, M)4, L_{\text{min}}]; \]

\[ f_0 = 100; \quad f = \text{linspace}(0,2f_0, 801); \quad \text{ZL} = 200 + j*100*f/f_0; \]

\[ \text{G}1 = \text{abs}(\text{multiline}(\text{Ztot}, L_{\text{tot}}, \text{ZL}, f/f_0)); \]

where the designed impedances and quarter-wavelength segments are concatenated with the last segment of impedance \( Z_0 \) and length \( L_{\text{min}} \) or \( L_{\text{max}} \). The corresponding frequency reflection responses are shown in Fig. 13.5.2.

\[ L_{\text{min}} = 0.2665, \quad Z_{\text{min}} = 9.897 \]

\[ L_{\text{max}} = 0.0165, \quad Z_{\text{max}} = 252.603 \]

<table>
<thead>
<tr>
<th>( M )</th>
<th>( L_{\text{min}} )</th>
<th>( Z_{\text{min}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2665</td>
<td>9.897</td>
</tr>
<tr>
<td>3</td>
<td>0.0165</td>
<td>252.603</td>
</tr>
</tbody>
</table>

Fig. 13.5.2 Matching a complex impedance.

The calculated vector outputs of the transformer impedances are in the \( L_{\text{min}} \) case:

\[ Z = [50, 50/\sqrt{2}, 50/S_2]; \]

\[ Z = [50, 36.5577, 22.2452, 13.5361, 9.897]; \]

\[ Z = [50, 40.5325, 31.0371, 22.2452, 15.9437, 12.2087, 9.897]; \]

and in the \( L_{\text{max}} \) case:

\[ Z = [50, 50/\sqrt{2}, 50/S_2]; \]

\[ Z = [50, 112.3840, 252.603]; \]

\[ Z = [50, 68.3850, 112.3840, 184.6919, 252.603]; \]

\[ Z = [50, 61.6789, 80.5486, 112.3840, 156.8015, 204.7727, 252.603]; \]

We note that there is essentially no difference in bandwidth over the desired design level of \( |F1|_{\text{min}} = 0.1 \) in the \( L_{\text{min}} \) case, and very little difference in the \( L_{\text{max}} \) case.

13.6 Quarter-Wavelength Transformer With Shunt Stub

Two other possible methods of matching a complex load are to use a shorted or opened stub connected in parallel with the load and adjusting its length or its line impedance so that its susceptance cancels the load susceptance, resulting in a real load that can then be matched by the quarter-wave section.

In the first method, the stub length is chosen to be either \( \lambda/8 \) or \( 3\lambda/8 \) and its impedance is determined in order to provide the required cancellation of susceptance.

In the second method, the stub's characteristic impedance is chosen to have a convenient value and its length is determined in order to provide the susceptance cancellation.

These methods are shown in Fig. 13.6.1. In practice, they are mostly used with microstrip lines that have easily adjustable impedances. The methods are similar to the stub matching methods discussed in Sec. 13.8 in which the stub is not connected at the load but rather after the series segment.

\[ Y_a = Y_L + Y_{\text{stub}} = G_L + j(B_L - Y_2 \cot \beta d) = G_L \Rightarrow Y_2 \cot \beta d = B_L \quad (13.6.1) \]

For an opened stub the condition becomes \( Y_2 \tan \beta d = -B_L \). In the first method, the stub length is \( d = \lambda/8 \) or \( 3\lambda/8 \) with phase thicknesses \( \beta d = \pi/4 \) or \( 3\pi/4 \). The

The MATLAB function \texttt{qwt1} implements this matching method. Its inputs are the complex load and line impedances \( Z_L, Z_0 \) and its outputs are the quarter-wavelength section impedance \( Z_1 \) and the electrical length \( L_m \) of the \( Z_0 \)-section. It has usage:

\[ [Z1, Lm] = \text{qwt1}(ZL, Z0, \text{type}); \]

where \text{type} is one of the strings 'min' or 'max', depending on whether the first section gives a voltage minimum or maximum.
corresponding values of the cotangents and tangents are \( \cot \beta d = \tan \beta d = 1 \) or \( \cot \beta d = \tan \beta d = -1 \).

Then, the susceptance cancellation condition becomes \( Y_2 = B_L \) for a shorted \( \lambda/8 \)-stub or an open-ended \( 3\lambda/8 \)-stub, and \( Y_2 = -B_L \) for a shorted \( 3\lambda/8 \)-stub or an open-ended \( \lambda/8 \)-stub. The case \( Y_2 = B_L \) must be chosen when \( B_L > 0 \) and \( Y_2 = -B_L \) when \( B_L < 0 \).

In the second method, \( Z_2 \) is chosen and the length \( d \) is determined from the condition (13.6.1), \( \cot \beta d = \beta d = -1 \). The corresponding values of the cotangents and tangents are \( \cot \beta d = \beta d = -1 \). The case \( Y_2 = B_L \) must be chosen when \( B_L > 0 \) and \( Y_2 = -B_L \) when \( B_L < 0 \).

The resulting \( d \) must be reduced modulo \( \lambda/2 \) to a positive value.

With the cancellation of the load susceptance, the impedance looking to the right of point \( a \) will be real-valued, \( Z_a = 1/Z_0 = 1/G_L \). Therefore, the quarter-wavelength section will have impedance:

\[
Z_4 = Z_0 \frac{\sqrt{Z_0 Z_a}}{G_L} \quad \text{(13.6.2)}
\]

The MATLAB functions \texttt{qwt2} and \texttt{qwt3} implement the two matching methods. Their usage is as follows:

\[
\begin{align*}
[Z1,Z2] &= \texttt{qwt2}(ZL,Z0) \quad \% \lambda/4 \text{-transformer with } \lambda/8 \text{ shunt stub} \\
[Z1,d] &= \texttt{qwt3}(ZL,Z0,Z2,\text{type}) \quad \% \lambda/4 \text{-transformer with shunt stub of given impedance}
\end{align*}
\]

where \texttt{type} takes on the string values ‘s’ or ‘o’ for shorted or opened stubs.

**Example 13.6.1:** Design quarter-wavelength matching circuits to match the load impedance \( Z_L = 15 + 20j \) \( \Omega \) to a 50-ohm generator at 5 GHz using series sections and shunt stubs. Use microstrip circuits with a Duroid substrate \((\epsilon_r = 2.2)\) of height \( h = 1 \) mm. Determine the lengths and widths of all required microstrip sections, always choosing the shortest possible lengths.

**Solution:** For the quarter-wavelength transformer with a series section, it turns out that the shortest length corresponds to a voltage maximum. The impedance \( Z_1 \) and section length \( L_{\text{max}} \) are computed with the MATLAB function \texttt{qwt1}:

\[
[Z_1,L_{\text{max}}] = \texttt{qwt1}(Z_L,Z_0,\text{max}) \Rightarrow Z_1 = 98.8809 \Omega, \quad L_{\text{max}} = 0.1849 \text{ cm}
\]

The widths and lengths of the microstrip sections are designed with the help of the functions \texttt{mstripr} and \texttt{mstripa}. For the quarter-wavelength section \( Z_1 \), the corresponding width-to-height ratio \( u_1 = w_1/h \) is calculated from \texttt{mstripr} and then used in \texttt{mstripa} to get the effective permittivity, from which the wavelength and length of the segment can be calculated:

\[
\begin{align*}
u_1 &= \texttt{mstripr}(\epsilon_r,Z_1) = 0.9164, \quad w_1 = u_1 h = 0.9164 \text{ mm} \\
\epsilon_{\text{eff}} &= \texttt{mstripa}(\epsilon_r,u_1) = 1.7659, \quad \lambda_1 = \frac{\lambda_0}{\sqrt{\epsilon_{\text{eff}}}} = 4.5151 \text{ cm}, \quad l_1 = \frac{\lambda_1}{4} = 1.1288 \text{ cm}
\end{align*}
\]

where the free-space wavelength is \( \lambda_0 = 6 \text{ cm} \). Similarly, we find for the series segment with impedance \( Z_2 = Z_0 \) and length \( L_2 = L_{\text{max}}:

\[
\begin{align*}
u_2 &= \texttt{mstripr}(\epsilon_r,Z_2) = 3.0829, \quad w_2 = u_2 h = 3.0829 \text{ mm} \\
\epsilon_{\text{eff}} &= \texttt{mstripa}(\epsilon_r,u_2) = 1.8813, \quad \lambda_2 = \frac{\lambda_0}{\sqrt{\epsilon_{\text{eff}}}} = 4.3745 \text{ cm}, \quad l_2 = L_2 \lambda_2 = 0.8090 \text{ cm}
\end{align*}
\]

For the case of the \( \lambda/8 \) shunt stub, we find from \texttt{qwt2}:

\[
[Z_1,Z_2] = \texttt{qwt2}(Z_L,Z_0) = [45.6435, -31.2500] \Omega
\]

where the negative \( Z_2 \) means that we should use either a shorted \( \lambda/8 \) stub or an open-ended \( \lambda/8 \) one. Choosing the latter and setting \( Z_2 = 31.25 \Omega \), we can go on to calculate the microstrip widths and lengths:

\[
\begin{align*}
u_1 &= \texttt{mstripr}(\epsilon_r,Z_1) = 3.5241, \quad w_1 = u_1 h = 3.5241 \text{ mm} \\
\epsilon_{\text{eff}} &= \texttt{mstripa}(\epsilon_r,u_1) = 1.8965, \quad \lambda_1 = \frac{\lambda_0}{\sqrt{\epsilon_{\text{eff}}}} = 4.3569 \text{ cm}, \quad l_1 = \frac{\lambda_1}{4} = 1.0892 \text{ cm} \\
u_2 &= \texttt{mstripr}(\epsilon_r,Z_2) = 5.9067, \quad w_2 = u_2 h = 5.9067 \text{ mm} \\
\epsilon_{\text{eff}} &= \texttt{mstripa}(\epsilon_r,u_2) = 1.9367, \quad \lambda_2 = \frac{\lambda_0}{\sqrt{\epsilon_{\text{eff}}}} = 4.2894 \text{ cm}, \quad l_2 = \frac{\lambda_2}{8} = 0.5362 \text{ cm}
\end{align*}
\]

For the third matching method, we use a shunt stub of impedance \( Z_s = 30 \Omega \). It turns out that the short-circuited version has the shorter length. We find with the help of \texttt{qwt3}:

\[
[Z_1,d] = \texttt{qwt3}(Z_L,Z_0,Z_s,\text{type}) \Rightarrow Z_1 = 45.6435 \Omega, \quad d = 0.3718
\]

The microstrip width and length of the quarter-wavelength section \( Z_1 \) are the same as in the previous case, because the two cases differ only in the way the load susceptance is canceled. The microstrip parameters of the shunt stub are:

\[
\begin{align*}
u_2 &= \texttt{mstripr}(\epsilon_r,Z_s) = 6.2258, \quad w_2 = u_2 h = 6.2258 \text{ mm} \\
\epsilon_{\text{eff}} &= \texttt{mstripa}(\epsilon_r,u_2) = 1.9628, \quad \lambda_2 = \frac{\lambda_0}{\sqrt{\epsilon_{\text{eff}}}} = 4.2826 \text{ cm}, \quad l_2 = d \lambda_2 = 1.5921 \text{ cm}
\end{align*}
\]

Had we used a 50 \( \Omega \) shunt segment, its width and length would be \( w_2 = 3.0829 \text{ mm} \) and \( l_2 = 1.7983 \text{ cm} \). Fig. 13.6.2 depicts the microstrip matching circuits.

\[\Box\]

**Fig. 13.6.2** Microstrip matching circuits.

### 13.7 Two-Section Series Impedance Transformer

One disadvantage of the quarter-wavelength transformer is that the required impedances of the line segments are not always easily realized. In certain applications, such as microwave integrated circuits, the segments are realized by microstrip lines whose impedances can be adjusted easily by changing the strip widths. In other applications, however, such as matching antennas to transmitters, we typically use standard 50- and 75-ohm coaxial cables and it is not possible to re-adjust their impedances.
The two-section series impedance transformer, shown in Fig. 13.7.1, addresses this problem [1121,1122]. It employs two line segments of known impedances $Z_1$ and $Z_2$ that have convenient values and adjusts their (electrical) lengths $L_1$ and $L_2$ to match a complex load $Z_L$ to a main line of impedance $Z_0$. Fig. 13.7.1 depicts this kind of transformer.

The design method is identical to that of designing two-layer antireflection coatings discussed in Sec. 6.2. Here, we modify that method slightly in order to handle complex load impedances. We assume that $Z_0$, $Z_1$, and $Z_2$ are real and the load complex, $Z_L = R_L + jX_L$.

![Fig. 13.7.1 Two-section series impedance transformer.](image)

Defining the phase thicknesses of the two segments by $\delta_1 = 2\pi n_1 L_1 / \lambda_0 = 2\pi L_1$, and $\delta_2 = 2\pi n_2 L_2 / \lambda_0 = 2\pi L_2$, the reflection responses $\Gamma_1$ and $\Gamma_2$ at interfaces 1 and 2 are:

$$\Gamma_1 = \frac{\rho_1 + \rho_2 e^{-j\delta_2}}{1 + \rho_1 \rho_2 e^{-j\delta_2}}, \quad \Gamma_2 = \frac{\rho_2 + \rho_3 e^{-j\delta_3}}{1 + \rho_2 \rho_3 e^{-j\delta_3}}$$

where the elementary reflection coefficients are:

$$\rho_1 = \frac{Z_1 - Z_0}{Z_1 + Z_0}, \quad \rho_2 = \frac{Z_2 - Z_1}{Z_2 + Z_1}, \quad \rho_3 = \frac{Z_3 - Z_2}{Z_3 + Z_2}$$

The coefficients $\rho_1, \rho_2$ are real, but $\rho_3$ is complex, and we may represent it in polar form $\rho_3 = |\rho_3| e^{i\phi_3}$. The reflectionless matching condition is $\Gamma_1 = 0$ (at the operating free-space wavelength $\lambda_0$). This requires that $\rho_1 + \Gamma_2 e^{-j\delta_2} = 0$, which implies:

$$e^{2j\delta_1} = -\frac{\Gamma_2}{\rho_1}$$

(13.7.1)

Because the left-hand side has unit magnitude, we must have the condition $|\Gamma_2| = |\rho_1|$, or, $|\Gamma_2|^2 = \rho_1^2$, which is written as:

$$\left| \frac{\rho_2 + \rho_1 |e^{i\phi_2} e^{-j\delta_2}|}{1 + \rho_2 |e^{i\phi_3} e^{-j\delta_3}|} \right|^2 = \rho_1^2 + |\rho_1|^2 + 2\rho_2 |\rho_3| \cos(2\delta_2 - \theta_3)$$

(13.7.2)

Using the identity $\cos(2\delta_2 - \theta_3) = 2 \cos^2(\delta_2 - \theta_3/2) - 1$, we find:

$$\cos^2\left(\delta_2 - \frac{\theta_3}{2}\right) = \frac{\rho_2^2 (1 - \rho_2 |\rho_3|)^2 - (\rho_2 - |\rho_3|)^2}{4\rho_2 |\rho_3| (1 - \rho_2^2)}$$

$$\sin^2\left(\delta_2 - \frac{\theta_3}{2}\right) = \frac{(\rho_2 + |\rho_3|)^2 - \rho_2^2 (1 + \rho_2 |\rho_3|)^2}{4\rho_2 |\rho_3| (1 - \rho_2^2)}$$

(13.7.3)

Equation (13.7.2) is as follows:

If the reflection coefficient $\delta_2$ is negative, it may be shifted by $\pi$ or $2\pi$ to make it positive, and then solve for the electrical length $L_2 = \delta_2 / 2\pi$. An alternative way of writing Eqs. (13.7.2) is in terms of the segment impedances (see also Problem 6.6):

$$\cos^2\left(\frac{\delta_2 - \theta_3}{2}\right) = \frac{Z_2^2 - Z_0 Z_1 (Z_0 Z_2^* - Z_0 Z_2^*)}{Z_0 (Z_2^* - Z_2) (Z_1^* - Z_1)}$$

$$\sin^2\left(\frac{\delta_2 - \theta_3}{2}\right) = \frac{Z_0 (Z_2 - Z_0) (Z_1^* - Z_1 Z_0 Z_3)}{Z_0 (Z_2^* - Z_2) (Z_1^* - Z_1)}$$

where $Z_1$ is an equivalent "resistive" termination defined in terms of the load impedance through the relationship:

$$\frac{Z_3 - Z_2}{Z_2 + Z_2} = \frac{Z_3 - Z_2}{Z_L + Z_L}$$

(13.7.4)

Clearly, if $Z_L$ is real and greater than $Z_2$, then $Z_3 = Z_L$, whereas if it is less than $Z_2$, then $Z_3 = Z_2^*/Z_L$. Eq. (13.7.4) shows more clearly the conditions for existence of solutions. In the special case when section-2 is a section of the main line, so that $Z_2 = Z_0$, then (13.7.4) simplifies to:

$$\cos^2\left(\frac{\delta_2 - \theta_3}{2}\right) = \frac{Z_1^* - Z_1}{(Z_1 + Z_0) (Z_1^* - Z_0)}$$

$$\sin^2\left(\frac{\delta_2 - \theta_3}{2}\right) = \frac{Z_0 (Z_1^* - Z_0)}{(Z_1 + Z_0) (Z_1^* - Z_0)}$$

(13.7.5)

It is easily verified from these expressions that the condition for the existence of solutions is that the equivalent load impedance $Z_3$ lie within the intervals:

$$\frac{Z_0}{Z_1^*} \leq Z_3 \leq \frac{Z_0}{Z_1^*}, \quad \text{if} \quad Z_1 > Z_0$$

(13.7.6)

They may be combined into the single condition:

$$\frac{Z_0}{Z_1^*} \leq Z_3 \leq \frac{Z_0}{Z_1^*}, \quad \text{if} \quad Z_1 < Z_0$$

(13.7.7)

$$\frac{Z_0 S}{2} \leq Z_3 \leq \frac{Z_0 S}{Z_0}, \quad S = \max\left(Z_1, Z_0\right) = \min\left(Z_1, Z_0\right) = \text{swr}(Z_1, Z_0)$$

(13.7.8)
Example 13.7.1: Matching range with 50- and 75-ohm lines. If \( Z_0 = 50 \) and \( Z_1 = 75 \) ohm, then the following loads can be matched by this method:

\[
\frac{50^2}{75^2} \leq Z_3 \leq \frac{75^2}{50} \Rightarrow 22.22 \leq Z_3 \leq 112.50 \Omega
\]

And, if \( Z_0 = 75 \) and \( Z_1 = 50 \), the following loads can be matched:

\[
\frac{75^2}{50^2} \leq Z_3 \leq \frac{50^2}{75^2} \Rightarrow 33.33 \leq Z_3 \leq 168.75 \Omega
\]

In general, the farther \( Z_1 \) is from \( Z_0 \), the wider the range of loads that can be matched.

Example 13.7.2: Matching an antenna with coaxial cables. A 29-MHz amateur radio antenna with input impedance of 38 ohm is to be fed by a 50-ohm RG-58/U cable. Design a two-section series impedance transformer consisting of a length of RG-59/U 75-ohm cable inserted into the main line at an appropriate distance from the antenna [1122]. The velocity factor of both cables is 0.79.

Solution: Here, we have \( Z_0 = 50, Z_1 = 75, Z_2 = Z_0, \) and \( Z_4 = 38 \) ohm. The call to the function \texttt{twosect} in the MATLAB output for the electrical lengths of the segments:

\[
L_{12} = \text{twosect}(Z_0, Z_1, Z_2, Z_L); \quad \% \text{two-section series impedance transformer}
\]

The essential code in this function is as follows:

\[
r1 = (Z1-Z0)/(Z1+Z0);
\]

\[
r2 = (Z2-Z1)/(Z2+Z2);
\]

\[
r3 = \text{abs}((ZL-Z2)/(ZL+Z2));
\]

\[
\text{th3} = \text{angle}((ZL-Z2)/(ZL+Z2));
\]

\[
s = (r2 + r3) \times (1 + r2^2) \times (1 + r3^2) / (4 \times r2 \times r3 \times (1 - r2^2) - r3^2);
\]

\[
\text{if } (s<0) \text{ or } (s>1), \text{fprintf('no solution exists'); return; end }
\]

\[
der2 = \text{th3}/2 + \text{asinf}((s-1) / 2) \text{;} \quad \% \text{construct two solutions}
\]

\[
\text{G2} = (r2 + r3 \times \text{exp}(j \times \text{th3} - 2 \times j \times \text{de2})) / (1 + r2 + r3 \times \text{exp}(j \times \text{th3} - 2 \times j \times \text{de2}));
\]

\[
\text{de2} = \text{de2} / 2；
\]

\[
\text{L1} = \text{L1} / 2；
\]

\[
\text{L2} = \text{L2} / 2；
\]

\[
\text{L12} = \text{mod}([L1, L2], 0.5)； \quad \% \text{reduce modulo } \lambda / 2
\]

Solution: The MATLAB call

Using the given velocity factor, the operating wavelength is \( \lambda = 0.79 \alpha_0 = 0.79 c_0 / f_0 = 8.1724 \) m, where \( f_0 = 29 \) MHz. Therefore, the actual physical lengths for the segments are, for the first possible solution:

\[
l_1 = 0.0536 \lambda = 0.4379 \text{ m} = 1.4367 \text{ ft,} \quad l_2 = 0.3462 \lambda = 2.8290 \text{ m} = 9.2813 \text{ ft}
\]

And for the second solution:

\[
l_1 = 0.4464 \lambda = 3.6483 \text{ m} = 11.9695 \text{ ft,} \quad l_2 = 0.1538 \lambda = 1.2573 \text{ m} = 4.1248 \text{ ft}
\]

Fig. 13.7.2 depicts the corresponding reflection responses at interface-1, \( |G_1(f)| \), as a function of frequency. The standing wave ratio on the main line is also shown, that is, the quantity \( S_1(f) = (1 + |G_1(f)|) / (1 - |G_1(f)|) \).

Example 13.7.3: Matching a complex load. Design a 75-ohm series section to be inserted into a 300-ohm line that feeds the load 600 + 900j ohm [1122].

Solution: The MATLAB call
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L12 = twosect(300, 75, 300, 600+900j);

produces the solutions: \( L_1 = [0.3983, 0.1017] \) and \( L_2 = [0.2420, 0.3318] \).

One-section series impedance transformer

We mention briefly also the case of the one-section series impedance transformer, shown in Fig. 13.7.3. This is one of the earliest impedance transformers [1116–1120]. It has limited use in that not all complex loads can be matched, although its applicability can be extended somewhat [1120].

One-section series impedance transformer 

Both the section impedance \( Z_1 \) and length \( L_1 \) are treated as unknowns to be fixed by requiring the matching condition \( \Gamma_1 = 0 \) at the operating frequency. It is left as an exercise (see Problem 13.9) to show that the solution is given by:

\[
Z_1 = \sqrt{Z_0 R_L - \frac{Z_0 X_L^2}{Z_0 - R_L}} \quad \text{and} \quad L_1 = \frac{1}{2\pi} \arctan \left[ \frac{Z_1 (Z_0 - R_L)}{Z_0 X_L} \right] \tag{13.7.9}
\]

provided that either of the following conditions is satisfied:

\[
Z_0 < R_L \quad \text{or} \quad Z_0 > R_L + \frac{X_L^2}{R_L} \tag{13.7.10}
\]

In particular, there is always a solution if \( Z_L \) is real. The MATLAB function `onesect` implements this method. It has usage:

\[
[Z1,L1] = \text{onesect}(ZL,Z0); \quad \% \text{one-section series impedance transformer}
\]

where \( L_1 \) is the normalized length \( L_1 = l_1/\lambda_1 \), with \( l_1 \) and \( \lambda_1 \) the physical length and wavelength of the \( Z_1 \) section. The routine outputs the smallest positive \( L_1 \).

13.8 Single Stub Matching

Stub tuners are widely used to match any complex load\(^\text{†}\) to a main line. They consist of shorted or opened segments of the line, connected in parallel or in series with the line at appropriate distances from the load.

\(^\text{†}\)The resistive part of the load must be non-zero. Purely reactive loads cannot be matched to a real line impedance by this method nor by any of the other methods discussed in this chapter. This is so because the transformation of a reactive load through the matching circuits remains reactive.

In coaxial cable or two-wire line applications, the stubs are obtained by cutting appropriate lengths of the main line. Shorted stubs are usually preferred because opened stubs may radiate from their opened ends. However, in microwave integrated circuits employing microstrip lines, radiation is not as a major concern because of their smaller size, and either opened or shorted stubs may be used.

The single stub tuner is perhaps the most widely used matching circuit and can match any load. However, it is sometimes inconvenient to connect to the main line if different loads are to be matched. In such cases, double stubs may be used, but they cannot match all loads. Triple stubs can match any load. A single stub tuner is shown in Figs. 13.8.1 and 13.8.2, connected in parallel and in series.

Fig. 13.8.1 Parallel connection of single stub tuner.

\[
Y_a = \frac{1}{Z_a} = \frac{1 - \Gamma_1}{1 + \Gamma_1} + Y_{\text{stub}}
\]

where \( \Gamma_1 = \Gamma_{le} e^{-2j\beta l} \). The admittance of a short-circuited stub is \( Y_{\text{stub}} = -jY_0 \cot \beta d \), and of an open-circuited one, \( Y_{\text{stub}} = jY_0 \tan \beta d \). The matching condition is that \( Y_a = Y_0 \). Assuming a short-circuited stub, we have:
The load impedance \( Z_L = 10 - j5 \) ohm is to be matched to a 50-ohm line. The load admittance is \( Y_L = Y_0 = \frac{1}{2} + j\frac{1}{2} \) ohm. We find for the two values of \( \beta L \):

\[
Z_a = Z_L + Z_{\text{stub}} = Z_0 \frac{1 + jY_0}{1 + Y_0} \Rightarrow Z_a = \frac{1 + jY_0}{1 + Y_0} = 1
\]
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The parameter \( \text{type} \) takes on the string values 'ps', 'po', 'ss', 'so', for parallel/short, parallel/open, series/short, series/open stubs.

Example 13.8.1: The load impedance \( Z_L = 10 - j5 \) ohm is to be matched to a 50-ohm line. The normalized load is \( Z_L = Z_L/Z_0 = 0.2 - j0.1j \). The MATLAB calls, \( d1 = \text{stub1}(ZL, \text{type}) \), result into the following solutions for the cases of parallel/short, parallel/open, series/short, series/open stubs:

\[
\begin{bmatrix}
0.0806 & 0.4499 \\
0.4494 & 0.0831 \\
0.3306 & 0.4499 \\
0.1694 & 0.3331
\end{bmatrix}, \begin{bmatrix}
0.1694 & 0.3331 \\
0.0806 & 0.1999
\end{bmatrix}
\]

Each row represents a possible solution for the electrical lengths \( d/\lambda \) and \( l/\lambda \). We illustrate below the solution details for the parallel/short case.

Given the load impedance \( Z_L = 0.2 - 0.1j \), we calculate the reflection coefficient and put it in polar form:

\[
\Gamma_L = \frac{Z_L - j}{Z_L + j} = \frac{0.6552 - 0.1379j}{0.6552 + 0.1379j} \Rightarrow |\Gamma_L| = 0.6695, \quad \theta_L = -2.9341 \text{ rad}
\]

Then, the solution of Eq. (13.8.4) is:

\[
\beta L = \frac{2\pi l}{\lambda} = \left[ -0.3149 \text{ rad} \right] \Rightarrow l = \frac{\lambda}{2\pi} \left[ -0.3149 \text{ rad} \right] = \left[ -0.0501 \lambda \right]
\]

These may be brought into the interval \([0, \lambda/2]\) by adding enough multiples of \( \lambda/2 \). The built-in MATLAB function \( \text{asind} \) does just that. In this case, a single multiple of \( \lambda/2 \) suffices, resulting in:

\[
l = \left[ -0.0501 \lambda + 0.5 \lambda \right] = \left[ 0.4499 \lambda \right] \Rightarrow \beta L = \left[ 2.8267 \text{ rad} \right]
\]

With these values of \( \beta L \), we calculate the stub length \( d \):

\[
\beta d = \tan(\frac{1}{2} \tan(2\beta L - \theta_L)) = \left[ 0.5064 \text{ rad} \right] \Rightarrow d = \left[ 0.0806 \lambda \right]
\]

The MATLAB function \( \text{stub1} \) implements these equations. Its input is the normalized load impedance, \( Z_L = Z_L/Z_0 \), and the desired type of stub. Its outputs are the dual solutions for the lengths \( d, l \), arranged in the rows of a 2x2 matrix \( d1 \). Its usage is as follows:
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In microstrip realizations of single-stub tuners, balanced stubs are often used to reduce the transitions between the series and shunt segments. Fig. 13.9.1 depicts two identical balanced stubs connected at opposite sides of the main line.

Because of the parallel connection, the total admittance of the stubs will be double that of each leg, that is, \( Y_{\text{bal}} = 2Y_{\text{stub}} \). A single unbalanced stub of length \( d \) can be converted into an equivalent balanced stub of length \( db \) by requiring that the two configurations provide the same admittance. Depending on whether shorted or opened stubs are used, we obtain the relationships between \( db \) and \( d \):

\[
2 \cot \beta db = \cot \beta d \quad \Rightarrow \quad db = \frac{\lambda}{2\pi} \cot(0.5 \cot \beta d) \quad \text{(shorted)}
\]

\[
2 \tan \beta db = \tan \beta d \quad \Rightarrow \quad db = \frac{\lambda}{2\pi} \tan(0.5 \tan \beta d) \quad \text{(opened)}
\]

The microstrip realization of such a balanced stub is shown in Fig. 13.9.2. The figure also shows the use of balanced stubs for quarter-wavelength transformers with a shunt stub as discussed in Sec. 13.6.

If the shunt stub has length \( \lambda/8 \) or \( 3\lambda/8 \), then the impedance \( Z_2 \) of each leg must be double that of the single-stub case. On the other hand, if the impedance \( Z_2 \) is fixed, then the stub length \( db \) of each leg may be calculated by Eq. (13.9.1).
13.10 Double and Triple Stub Matching

Because the stub distance \( l \) from the load depends on the load impedance to be matched, the single-stub tuner is inconvenient if several different load impedances are to be matched, each requiring a different value for \( l \).

The double-stub tuner, shown in Fig. 13.10.1, provides an alternative matching method in which two stubs are used, one at the load and another at a fixed distance \( l \) from the load, where typically, \( l = \lambda/8 \). Only the stub lengths \( d_1, d_2 \) need to be adjusted to match the load impedance.

![Double stub tuner](image)

**Fig. 13.10.1** Double stub tuner.

The two stubs are connected in parallel to the main line and can be short- or open-circuited. We discuss the matching conditions for the case of shorted stubs.

Let \( Y_L = 1/Z_L = G_L + jB_L \) be the load admittance, and define its normalized version \( y_L = Y_L/Y_0 = g_L + jb_L \), where \( g_L, b_L \) are the normalized load conductance and susceptance. At the connection points \( a, b \), the total admittance is the sum of the wave admittance of the line and the stub admittance:

\[
\begin{align*}
y_a &= y_L + y_{\text{stub,1}} = \frac{y_b + j \tan \beta l}{1 + jy_b \tan \beta l} - j \cot \beta d_1 \\
y_b &= y_L + y_{\text{stub,2}} = g_L + j(b_L - \cot \beta d_2)
\end{align*}
\]

The matching condition is \( y_a = 1 \), which gives rise to two equations that can be solved for the unknown lengths \( d_1, d_2 \). It is left as an exercise (see Problem 13.10) to show that the solutions are given by:

\[
\begin{align*}
\cot \beta d_2 &= b_L - b, & \cot \beta d_1 &= \frac{1 - b \tan \beta l - g_L}{g_L \tan \beta l},
\end{align*}
\]

where

\[
b = \cot \beta l \pm \sqrt{g_L \left( g_{\text{max}} - g_L \right)}, \quad g_{\text{max}} = 1 + \cot^2 \beta l = \frac{1}{\sin^2 \beta l}
\]

Evidently, the condition for the existence of a real-valued \( b \) is that the load conductance \( g_L \) be less than \( g_{\text{max}} \), that is, \( g_L \leq g_{\text{max}} \). If this condition is not satisfied, the load cannot be matched with any stub lengths \( d_1, d_2 \). Stub separations near \( \lambda/2 \), or near zero, result in \( g_{\text{max}} = \infty \), but are not recommended because they have very narrow bandwidths [887].

Assuming \( l \leq \lambda/4 \), the condition \( g_L \leq g_{\text{max}} \) can be turned around into a condition for the maximum length \( l \) that will admit a matching solution for the given load:

\[
l \leq l_{\text{max}} = \frac{\lambda}{2\pi} \sin \left( \frac{1}{\sqrt{g_L}} \right) \quad \text{maximum stub separation} \quad (13.10.3)
\]

If the existence condition is satisfied, then Eq. (13.10.2) results in two solutions for \( b \) and, hence for, \( d_1, d_2 \). The lengths \( d_1, d_2 \) must be reduced modulo \( \lambda/2 \) to bring them within the minimum interval \([0, \lambda/2]\).

If any of the stubs are open-circuited, the corresponding quantity \( \cot \beta d_i \) must be replaced by \(-\tan \beta d_i = \cot (\beta d_i - \pi/2)\).

The MATLAB function \( \text{stub2} \) implements the above design procedure. Its inputs are the normalized load impedance \( z_L \) and its outputs are the two possible solutions for the \( d_1, d_2 \). Its usage is as follows:

\[
\begin{align*}
d_{12} &= \text{stub2}(z_L, l, \text{type}); & \text{double stub tuner} \\
d_{12} &= \text{stub2}(z_L, l); & \text{equivalent to type='ss'}
\end{align*}
\]

where \( l = \lambda/8 \) and type='ss'

The parameter type takes on the strings values: 'ss', 'so', 'os', 'oo', for short/short, short/open, open/short, open/open stubs. If the existence condition fails, the function outputs the maximum separation \( l_{\text{max}} \) that will admit a solution.

A triple stub tuner, shown in Fig. 13.10.2, matches any load. The distances \( l_1, l_2 \) between the stubs are fixed and only the stub lengths \( d_1, d_2, d_3 \) are adjustable.

The first two stubs (from the left) can be thought of as a double-stub tuner. The purpose of the third stub at the load is to ensure that the wave impedance seen by the double-stub tuner satisfies the existence condition \( g_L \leq g_{\text{max}} \).

![Triple stub tuner](image)

**Fig. 13.10.2** Triple stub tuner.

The total admittance at the load point \( c \), and its propagated version by distance \( l_2 \) to point \( b \) are given by:

\[
\begin{align*}
y_1 &= y_L + j \frac{\tan \beta l_2}{1 + jy_c \tan \beta l_2} \\
Y_c &= Y_L + Y_{\text{stub,3}} = g_L + j b_L - j \cot \beta d_3 = g_L + j b
\end{align*}
\]

\( (13.10.4) \)
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where \( b = b_l - \cot \beta d_3 \). The corresponding conductance is:

\[
 g_l = \text{Re}(y_l) = \frac{g_l (1 + \tan^2 \beta l_2)}{(b \tan \beta l_2 - 1)^2 + g_l^2 \tan^2 \beta l_2} \tag{13.10.5}
\]

The first two stubs see the effective load \( y_l \). The double-stub problem will have a solution provided \( g_l \leq g_{\text{max},1} = 1/\sin^2 \beta l_1 \). The length \( d_3 \) of the third stub is adjusted to ensure this condition. To parametrize the possible solutions, we introduce a "smallness" parameter \( e < 1 \) such that \( g_l = e g_{\text{max},1} \). This gives the existence condition:

\[
 g_l = \frac{g_l (1 + \tan^2 \beta l_2)}{(b \tan \beta l_2 - 1)^2 + g_l^2 \tan^2 \beta l_2} = e g_{\text{max},1}
\]

which can be rewritten in the form:

\[
 (b - \cot \beta l_2)^2 = g_l (g_{\text{max},2} - e g_{\text{max},1} g_l) = g_l^2 g_{\text{max},1} (e_{\text{max}} - e)
\]

where we defined \( g_{\text{max},2} = 1 + \cot^2 \beta l_2 = 1/\sin^2 \beta l_2 \) and \( e_{\text{max}} = g_{\text{max},2}/(g_l g_{\text{max},1}) \). If \( e_{\text{max}} < 1 \), we may replace \( e \) by the minimum of the chosen \( e \) and \( e_{\text{max}} \). But if \( e_{\text{max}} > 1 \), we just use the chosen \( e \). In other words, we replace the above condition with:

\[
 (b - \cot \beta l_2)^2 = g_l^2 g_{\text{max},1} (e_{\text{max}} - e_{\text{min}}), \quad e_{\text{min}} = \min(e, e_{\text{max}}) \tag{13.10.6}
\]

It corresponds to setting \( g_l = e_{\text{min}} g_{\text{max},1} \). Solving Eq. (13.10.6) for \( \cot \beta d_3 \) gives the two solutions:

\[
 \cot \beta d_3 = b_l - b, \quad b = \cot \beta l_2 \pm g_l \sqrt{e_{\text{max}} - e_{\text{min}}} \tag{13.10.7}
\]

For each of the two values of \( d_3 \), there will be a feasible solution to the double-stub problem, which will generate two possible solutions for \( d_1, d_2 \). Thus, there will be a total of four triples \( d_1, d_2, d_3 \) that will satisfy the matching conditions. Each stub can be shorted or opened, resulting into eight possible choices for the stub triples.

The MATLAB function \texttt{stub3} implements the above design procedure. It generates a 4x3 matrix of solutions and its usage is:

\[
 \text{d123 = stub3(zL,11,12,type,e);} \quad \text{d123 = stub3(zL,11,12,type);} \quad \text{d123 = stub3(zL,11,12);} \quad \text{d123 = stub3(zL);}
\]

where \texttt{type} takes on one of the eight possible string values, defining whether the first, second, or third stubs are short- or open-circuited: 'sss', 'ssso', 'sos', 'soo', 'oss', 'oso', 'oos', 'ooo'.

13.11 L-Section Lumped Reactive Matching Networks

Impedance matching by stubs or series transmission line segments is appropriate at higher frequencies, such as microwave frequencies. At lower RF frequencies, lumped-parameter circuit elements may be used to construct a matching network. Here, we discuss L-section, H-section, and T-section matching networks.

The L-section matching network shown in Fig. 13.11.1 uses only reactive elements (inductors or capacitors) to conjugately match any load impedance \( Z_L \) to any generator impedance \( Z_G \). The use of reactive elements minimizes power losses in the matching network.

![L-section reactive conjugate matching network](image)

L-section networks are used to match the input and output impedances of amplifier circuits [1161–1169] and also to match transmitters to feed lines [44,45,1123–1130].

An arbitrary load impedance may be matched by a normal L-section, or if that is not possible, by a reversed L-section. Sometimes both normal and reversed types are possible. We derive below the conditions for the existence of a matching solution of a particular type.

13.11.1 L-Section Lumped Reactive Matching Networks

Impedance matching by stubs or series transmission line segments is appropriate at higher frequencies, such as microwave frequencies. At lower RF frequencies, lumped-parameter circuit elements may be used to construct a matching network. Here, we discuss L-section, H-section, and T-section matching networks.

The L-section matching network shown in Fig. 13.11.1 uses only reactive elements (inductors or capacitors) to conjugately match any load impedance \( Z_L \) to any generator impedance \( Z_G \). The use of reactive elements minimizes power losses in the matching network.

![L-section reactive conjugate matching network](image)

L-section networks are used to match the input and output impedances of amplifier circuits [1161–1169] and also to match transmitters to feed lines [44,45,1123–1130].

An arbitrary load impedance may be matched by a normal L-section, or if that is not possible, by a reversed L-section. Sometimes both normal and reversed types are possible. We derive below the conditions for the existence of a matching solution of a particular type.

The inputs to the design procedure are the complex load and generator impedances \( Z_L = R_L + jX_L \) and \( Z_G = R_G + jX_G \). The outputs are the reactances \( X_1, X_2 \). For either type, the matching network transforms the load impedance \( Z_L \) into the complex conjugate of the generator impedance, that is,

\[
 Z_{in} = Z_G^* \quad \text{(conjugate match)} \tag{13.11.1}
\]

where \( Z_{in} \) is the input impedance looking into the L-section:

\[
 Z_{in} = \frac{Z_1 (Z_2 + Z_L)}{Z_1 + Z_2 + Z_L} \quad \text{(normal)} \tag{13.11.2}
\]

\[
 Z_{in} = \frac{Z_L + Z_2 Z_1}{Z_1 + Z_L} \quad \text{(reversed)}
\]

with \( Z_1 = jX_1 \) and \( Z_2 = jX_2 \). Inserting Eqs. (13.11.2) into the condition (13.11.1) and equating the real and imaginary parts of the two sides, we obtain a system of equations for \( X_1, X_2 \) with solutions for the two types:

\[
 X_1 = \frac{X_L \pm R_L Q}{R_L - 1} \quad \text{(normal)}, \quad X_1 = \frac{X_L \pm R_L Q}{R_L - 1}
\]

\[
 X_2 = -(X_1 \pm R_L Q) \quad \text{(reversed)}, \quad X_2 = -(X_1 \pm R_L Q)
\]

\[
 Q = \frac{R_G}{R_G - R_L - 1 + X_L^2 / R_L R_G}
\]

\[
 Q = \frac{R_L}{R_G - R_L - 1 + X_L^2 / R_L R_G}
\]

\[
 Q = \frac{R_L}{R_G - R_L - 1 + X_L^2 / R_L R_G}
\]

\[
 Q = \frac{R_L}{R_G - R_L - 1 + X_L^2 / R_L R_G}
\]
If the load and generator impedances are both resistive, so that \( X_L = 0 \) and \( X_G = 0 \), the above solutions take the particularly simple forms:

\[
\begin{align*}
X_1 &= \pm \frac{R_G}{Q} \\
X_2 &= \mp \frac{R_L}{Q} \\
Q &= \frac{\sqrt{R_G R_L} - 1}{R_L - 1}
\end{align*}
\]

(normal), \( \frac{X_1}{X_2} = \mp \frac{R_L}{R_G} \) (reversed) \hspace{1cm} (13.11.4)

We note that the reversed solution is obtained from the normal one by exchanging \( Z_L \) with \( Z_G \). Both solution types assume that \( R_G \neq R_L \). If \( R_G = R_L \), then for either type, we have the solution:

\[
X_1 = \infty, \quad X_2 = -(X_L + X_G)
\]

Thus, \( X_1 \) is open-circuited and \( X_2 \) is such that \( X_2 + X_L = -X_G \). The \( Q \) quantities play the role of series admittance \( Q \)-factors. Indeed, the \( X_2 \) equations in all cases imply that \( Q \) is equal to the ratio of the total series reactance by the corresponding series resistance, that is, \((X_2 + X_L)/R_L\) or \((X_2 + X_G)/R_G\).

The conditions for real-valued solutions for \( X_1, X_2 \) are that the \( Q \) factors in (13.11.3) and (13.11.4) be real-valued or that the quantities under their square roots be non-negative. When \( R_L \neq R_G \), it is straightforward to verify that this happens in the following four mutually exclusive cases:

<table>
<thead>
<tr>
<th>existence conditions</th>
<th>L-section types</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_G &gt; R_L ), (</td>
<td>X_L</td>
</tr>
<tr>
<td>( R_G &gt; R_L ), (</td>
<td>X_L</td>
</tr>
<tr>
<td>( R_G &lt; R_L ), (</td>
<td>X_G</td>
</tr>
<tr>
<td>( R_G &lt; R_L ), (</td>
<td>X_G</td>
</tr>
</tbody>
</table>

(13.11.6)

It is evident that a solution of one or the other type always exists. When \( R_G > R_L \) a normal section always exists, and when \( R_G < R_L \) a reversed one exists. The MATLAB function `lmatch` implements Eqs. (13.11.3). Its usage is as follows:

\[
X12 = \text{lmatch}(Z_G,Z_L,\text{type}); \quad \% \text{L-section matching}
\]

where `type` takes on the string values ‘n’ or ‘r’ for a normal or reversed L-section. The two possible solutions for \( X_1, X_2 \) are returned in the rows of the \( 2 \times 2 \) matrix \( X12 \).

**Example 13.11.1:** Design an L-section matching network for the conjugate match of the load impedance \( Z_L = 100 + 50j \) ohm to the generator \( Z_G = 50 + 10j \) ohm at 500 MHz. Determine the capacitance or inductance values for the matching network.

**Solution:** The given impedances satisfy the last of the four conditions of Eq. (13.11.6). Therefore, only a reversed L-section will exist. Its two solutions are:

\[
X12 = \text{lmatch}(50 + 10j, 100 + 50j, 'r') = \begin{bmatrix} 172.4745 & -71.2372 \\ -72.4745 & 51.2372 \end{bmatrix}
\]

The first solution has a capacitive \( X_2 = -71.2372 \) and an inductive \( X_1 = 172.4745 \). Setting \( X_L = 1/j2\pi f \) and \( X_G = j\omega L \), where \( \omega = 2\pi f = 2\pi \times 500 \cdot 10^6 \) rad/sec, we determine the corresponding values of \( C \) and \( L \) to be \( C = 4.47 \) pF and \( L = 54.90 \) nH.

The second solution has an inductive \( X_2 = 51.2372 \) and a capacitive \( X_1 = -72.4745 \). Setting \( X_L = j\omega L \) and \( X_G = 1/j\omega C \), we find in this case, \( L = 16.3 \) nH and \( C = 4.39 \) pF. Of the two solutions, the one with the smaller values is generally preferred.

\[
Z_L &= \frac{\sqrt{R_G R_L}}{R_L - 1}, \\
Z_G &= \frac{\sqrt{R_G R_L}}{R_L - 1}
\]

13.12 Pi-Section Lumped Reactive Matching Networks

Although the L-section network can match an arbitrary load to an arbitrary source, its bandwidth and \( Q \)-factor are fixed uniquely by the values of the load and source impedances through Eqs. (13.11.3).

The \( \Pi \)-section network, shown together with its \( T \)-section equivalent in Fig. 13.12.1, has an extra degree of freedom that allows one to control the bandwidth of the match. In particular, the bandwidth can be made as narrow as desired.

\[
\begin{align*}
\Pi \text{-section} & \quad |Z_L| = |Z_G| \\
T \text{-section} & \quad |Z_L| \neq |Z_G|
\end{align*}
\]

Although the \( L \)-section network is the only one that can match an arbitrary load to an arbitrary source, its bandwidth and \( Q \)-factor is fixed uniquely by the values of the load and source impedances through Eqs. (13.11.3).

The \( \Pi \), \( T \) networks (also called \( \Delta \), \( Y \) networks) can be transformed into each other by the following standard impedance transformations, which are cyclic permutations of each other:

\[
\begin{align*}
Z_a &= \frac{Z_2 Z_3}{U}, \quad Z_b = \frac{Z_3 Z_1}{U}, \quad Z_c = \frac{Z_1 Z_2}{U}, \quad U = Z_1 + Z_2 + Z_3 \\
Z_1 &= \frac{V}{Z_a}, \quad Z_2 = \frac{V}{Z_b}, \quad Z_3 = \frac{V}{Z_c}, \quad V = Z_a Z_b + Z_b Z_c + Z_c Z_a
\end{align*}
\]

(13.12.1)

Because \( Z_1, Z_2, Z_3 \) are purely reactive, \( Z_1 = jX_1, Z_2 = jX_2, Z_3 = jX_3 \), so will be \( Z_a, Z_b, Z_c \), with \( Z_a = jX_a, Z_b = jX_b, Z_c = jX_c \).

The MATLAB functions `p12t` and `t2p1t` transform between the two parameter sets. The function `p12t` takes in the array of three values \( Z_{123} = [Z_1, Z_2, Z_3] \) and outputs \( Z_{abc} = [Z_a, Z_b, Z_c] \), and `t2p1t` does the reverse. Their usage is:

\[
\begin{align*}
X12 &= \text{lmatch}(Z_G,Z_L,\text{type}); \quad \% \text{L-section matching}
\end{align*}
\]
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\[ Z_{abc} = \pi_2t(Z_{123}); \quad \text{transformation} \]
\[ Z_{123} = t_2\pi(Z_{abc}); \quad \text{transformation} \]

One of the advantages of \( T \) networks is that often they result in more practical values for the circuit elements; however, they tend to be more lossy [44,45].

Here we discuss only the design of the \( \Pi \) matching network. It can be transformed into a \( T \) network if so desired. Fig. 13.12.2 shows the design procedure, in which the \( \Pi \) network can be thought of as two \( L \)-sections arranged back to back, by splitting the series reactance into two parts, \( X_2 = X_4 + X_5 \).

![Fig. 13.12.2 Equivalent L-section networks.](image)

An additional degree of freedom is introduced into the design by an intermediate reference impedance, say \( Z = R + jX \), such that looking into the right \( L \)-section the input impedance is \( Z \), and looking into the left \( L \)-section, it is \( Z^* \).

Denoting the \( L \)-section impedances by \( Z_1 = jX_1, Z_4 = jX_4 \) and \( Z_3 = jX_3, Z_5 = jX_5 \), we have the conditions:

\[ Z_{left} = Z_4 + \frac{Z_1Z_G}{Z_1 + Z_G} = Z^*, \quad Z_{right} = Z_5 + \frac{Z_3Z_L}{Z_3 + Z_L} = Z \]  

(13.12.2)

As shown in Fig. 13.12.2, the right \( L \)-section and the load can be replaced by the effective load impedance \( Z_{right} = Z \). Because \( Z_1 \) and \( Z_4 \) are purely reactive, their conjugates will be \( Z_1^* = -Z_1 \) and \( Z_4^* = -Z_4 \). It then follows that the first of Eqs. (13.12.2) can be rewritten as the equivalent condition:

\[ Z_{in} = \frac{Z_1(Z_4 + Z)}{Z_1 + Z_4 + Z} = Z_G^* \]  

(13.12.3)

This is precisely the desired conjugate matching condition that must be satisfied by the network (as terminated by the effective load \( Z \)).

Eq. (13.12.3) can be interpreted as the result of matching the source \( Z_G \) to the load \( Z \) with a normal \( L \)-section. An equivalent point of view is to interpret the first of Eqs. (13.12.2) as the result of matching the source \( Z \) to the load \( Z_G \) using a reversed \( L \)-section.

Similarly, the second of Eqs. (13.12.2) is the result of matching the source \( Z^* \) to the load \( Z_L \) (because the input impedance looking into the right section is then \( (Z^*)^* = Z \)). Thus, the reactances of the two \( L \)-sections can be obtained by the two successive calls to \texttt{pmatch}:

\[
X_{14} = [X_1, X_4] = \text{pmatch}(Z_G, Z, 'n') = \text{pmatch}(Z, Z_G, 'r') \\
X_{35} = [X_3, X_5] = \text{pmatch}(Z^*, Z_L, 'r')
\]

(13.12.4)

In order for Eqs. (13.12.4) to always have a solution, the resistive part of \( Z \) must satisfy the conditions (13.11.6). Thus, we must choose \( R < R_G \) and \( R < R_L \), or equivalently:

\[
R < R_{min}, \quad R_{min} = \min(R_G, R_L)
\]

(13.12.5)

Otherwise, \( Z \) is arbitrary. For design purposes, the nominal \( Q \) factors of the left and right sections can be taken to be the quantities:

\[
Q_G = \sqrt{\frac{R_G}{R} - 1}, \quad Q_L = \sqrt{\frac{R_L}{R} - 1}
\]

(13.12.6)

The maximum of the two is the one with the maximum value of \( R_G \) or \( R_L \), that is,

\[
Q = \sqrt{\frac{R_{max}}{R} - 1}, \quad R_{max} = \max(R_G, R_L)
\]

(13.12.7)

This \( Q \)-factor can be thought of as a parameter that controls the bandwidth. Given a value of \( Q \), the corresponding \( R \) is obtained by:

\[
R = \frac{R_{max}}{Q^2 + 1}
\]

(13.12.8)

For later reference, we may express \( Q_G, Q_L \) in terms of \( Q \) as follows:

\[
Q_G = \sqrt{\frac{R_G}{R_{max}}(Q^2 + 1) - 1}, \quad Q_L = \sqrt{\frac{R_L}{R_{max}}(Q^2 + 1) - 1}
\]

(13.12.9)

Clearly, one or the other of \( Q_L, Q_G \) is equal to \( Q \). We note also that \( Q \) may not be less than the value \( Q_{min} \) achievable by a single \( L \)-section match. This follows from the equivalent conditions:

\[
Q > Q_{min} \leftrightarrow R < R_{min}, \quad Q_{min} = \sqrt{\frac{R_{max}}{R_{min}} - 1}
\]

(13.12.10)

The MATLAB function \texttt{pmatch} implements the design equations (13.12.4) and then constructs \( X_2 = X_4 + X_5 \). Because there are two solutions for \( X_4 \) and two for \( X_5 \), we can add them in four different ways, leading to four possible solutions for the reactances of the \( \Pi \) network.

The inputs to \texttt{pmatch} are the impedances \( Z_G, Z_L \) and the reference impedance \( Z \), which must satisfy the condition (13.12.10). The output is a \( 4 \times 3 \) matrix \( X_{123} \) whose rows are the different solutions for \( X_1, X_2, X_3 \):
The analytical form of the solutions can be obtained easily by applying Eqs. (13.11.13) to the two cases of Eq. (13.12.4). In particular, if the load and generator impedances are real-valued, we obtain from (13.11.4) the following simple analytical expressions:

\[
X_1 = -\epsilon_G \frac{R_G}{Q_G}, \quad X_2 = \frac{R_{\text{max}} (\epsilon_G Q_G + \epsilon_L Q_L)}{Q^2 + 1}, \quad X_3 = -\epsilon_L \frac{R_L}{Q_L}
\]

(13.12.11)

where \(\epsilon_G, \epsilon_L\) are \(\pm 1\), \(Q_G, Q_L\) are given in terms of \(Q\) by Eq. (13.12.9), and either \(Q\) is given or it can be computed from Eq. (13.12.7). The choice \(\epsilon_G = \epsilon_L = 1\) is made often, corresponding to capacitive \(X_1, X_3\) and inductive \(X_2\) [44,1128].

As emphasized by Wingfield [44,1128], the definition of \(Q\) as the maximum of \(Q_L\) and \(Q_G\) underestimates the total \(Q\)-factor of the network. A more appropriate definition is the sum \(Q_o = Q_G + Q_L\).

An alternative set of design equations, whose input is \(Q_o\), is obtained as follows. Given \(Q_o\), we solve for the reference resistance \(R\) by requiring:

\[
Q_o = Q_L + Q_G = \sqrt{\frac{R_G}{R} - 1} + \sqrt{\frac{R_L}{R} - 1}
\]

This gives the solution for \(R\), and hence for \(Q_G, Q_L\):

\[
R = \frac{(R_G - R_L)^2}{(R_G + R_L)Q_o^2 - 2Q_o \sqrt{R_G R_L Q_o^2} - (R_G - R_L)^2}
\]

\[
Q_G = \frac{R_G Q_o - \sqrt{R_G R_L Q_o^2} - (R_G - R_L)^2}{R_G - R_L}
\]

(13.12.12)

\[
Q_L = \frac{R_L Q_o - \sqrt{R_G R_L Q_o^2} - (R_G - R_L)^2}{R_L - R_G}
\]

Then, construct the \(II\) reactances from:

\[
X_1 = -\epsilon_G \frac{R_G}{Q_G}, \quad X_2 = R (\epsilon_G Q_G + \epsilon_L Q_L), \quad X_3 = -\epsilon_L \frac{R_L}{Q_L}
\]

(13.12.13)

The only requirement is that \(Q_o\) be greater than \(Q_{\text{min}}\). Then, it can be verified that Eqs. (13.12.12) will always result in positive values for \(R, Q_G\), and \(Q_L\). More simply, the value of \(R\) may be used as an input to the function \texttt{pmatch}.

**Example 13.12.1:** We repeat Example 13.11.1 using a \(II\) network. Because \(Z_G = 50 + 10j\) and \(Z_L = 100 + 50j\), we arbitrarily choose \(Z = 20 + 40j\), which satisfies \(R < \text{min}(R_G, R_L)\). The MATLAB function \texttt{pmatch} produces the solutions:

\[
X_{123} = \text{pmatch}(Z_G, Z_L, Z) = \begin{bmatrix} 48.8304 & -71.1240 & 69.7822 \\ -35.4970 & 71.1240 & -44.7822 \\ 48.8304 & 20.5275 & -44.7822 \\ -35.4970 & -20.5275 & 69.7822 \end{bmatrix}
\]

All values are in ohms and the positive ones are inductive while the negatives ones, capacitive. To see how these numbers arise, we consider the solutions of the two \(L\)-sections of Fig. 13.12.2:

\[
X_{14} = \text{Imatch}(Z_G, Z, 'n') = \begin{bmatrix} 48.8304 & -65.2982 \\ -35.4970 & -14.7018 \end{bmatrix}
\]

\[
X_{35} = \text{Imatch}(Z^*, Z_L, 'r') = \begin{bmatrix} 69.7822 & -5.8258 \\ -44.7822 & 85.825 \end{bmatrix}
\]

where \(X_4\) and \(X_5\) are the second columns. The four possible ways of adding the entries of \(X_4\) and \(X_5\) give rise to the four values of \(X_2\). It is easily verified that each of the four solutions satisfy Eqs. (13.12.2) and (13.12.3).

**Example 13.12.2:** It is desired to match a 200 ohm load to a 50 ohm source at 500 MHz. Design \(L\)-section and \(II\)-section matching networks and compare their bandwidths.

**Solution:** Because \(R_G < R_L\) and \(X_3 = 0\), only a reversed \(L\)-section will exist. Its reactances are computed from:

\[
X_{12} = [X_1, X_2] = \text{Imatch}(50, 200, 'r') = \begin{bmatrix} 115.4701 & -86.6025 \\ -115.4701 & 86.6025 \end{bmatrix}
\]

The corresponding minimum \(Q\) factor is \(Q_{\text{min}} = \sqrt{200/50} - 1 = 1.73\). Next, we design a \(II\) section with a \(Q\) factor of 5. The required reference resistance \(R\) can be calculated from Eq. (13.12.8):

\[
R = \frac{200}{5^2 + 1} = 7.6923 \text{ ohm}
\]

The reactances of the \(II\) matching section are then:

\[
X_{123} = [X_1, X_2, X_3] = \text{pmatch}(50, 200, 7.6923) = \begin{bmatrix} 21.3201 & -56.5016 & 40 \\ -21.3201 & 56.5016 & -40 \\ 21.3201 & 20.4215 & -40 \\ -21.3201 & -20.4215 & 40 \end{bmatrix}
\]

The \(II\) to \(T\) transformation gives the reactances of the \(T\)-network:

\[
X_{abc} = [X_{ab}, X_b, X_c] = \text{pi2t}(X_{123}) = \begin{bmatrix} -469.0416 & 176.8681 & -250 \\ -469.0416 & -176.8681 & 250 \\ -469.0416 & -489.6805 & 250 \\ 469.0416 & 489.6805 & -250 \end{bmatrix}
\]

If we increase, the \(Q\) to 15, the resulting reference resistance becomes \(R = 0.885\) ohm, resulting in the reactances:

\[
\]
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Fig. 13.12.3 Comparison of L-section and Π-section matching.

Fig. 13.12.3 shows the plot of the input reflection coefficient, that is, the quantity \( \Gamma_{\text{in}} = (Z_{\text{in}} - Z_0^*) / (Z_{\text{in}} + Z_0) \) versus frequency.

If a reactance \( X_i \) is positive, it represents an inductance with a frequency dependence of \( Z_i = jX_i f_0 / f \) where \( f_0 = 500 \text{ MHz} \) is the frequency of the match. If \( X_i \) is negative, it represents a capacitance with a frequency dependence of \( Z_i = jX_i f / f_0 \).

The graphs display the two solutions of the \( L \)-match, but only the first two solutions of the \( \Pi \) match. The narrowing of the bandwidth with increasing \( Q \) is evident.

The \( \Pi \) network achieves a narrower bandwidth over a single \( L \)-section network. In order to achieve a wider bandwidth, one may use a double \( L \)-section network [1161], as shown in Fig. 13.12.4.

The two \( L \)-sections are either both reversed or both normal. The design is similar to Eq. (13.12.4). In particular, if \( R_G < R < R_L \), we have:

\[
\begin{align*}
X_{14} &= [X_1, X_4] = \text{Imatch}(Z_G, Z, 'r') \\
X_{35} &= [X_3, X_5] = \text{Imatch}(Z^*, Z_L, 'r')
\end{align*}
\]

(13.12.14)

and if \( R_G > R > R_L \):

\[
\begin{align*}
X_{14} &= [X_1, X_4] = \text{Imatch}(Z_G, Z, 'n') \\
X_{35} &= [X_3, X_5] = \text{Imatch}(Z^*, Z_L, 'n')
\end{align*}
\]

(13.12.15)

The widest bandwidth (corresponding to the smallest \( Q \)) is obtained by selecting \( R = \sqrt{R_G R_L} \). For example, consider the case \( R_G < R < R_L \). Then, the corresponding left and right \( Q \) factors will be:

\[
\begin{align*}
Q_G &= \sqrt{R_G - 1} \\
Q_L &= \sqrt{R_L - 1}
\end{align*}
\]

Both satisfy \( Q_G < Q_{\text{min}} \) and \( Q_L < Q_{\text{min}} \). Because we always choose \( Q \) to be the maximum of \( Q_G, Q_L \), the optimum \( Q \) will correspond to that \( R \) that results in \( Q_{\text{opt}} = \min(\max(Q_G, Q_L)) \). It can be verified easily that \( R_{\text{opt}} = \sqrt{R_G R_L} \) and

\[
Q_{\text{opt}} = Q_{\text{L, opt}} = \sqrt{Q_{\text{G, opt}}} = \sqrt{R_{\text{opt}} \frac{R_G - 1}{R_L - 1}}
\]

These results follow from the inequalities:

\[
\begin{align*}
Q_G &\leq Q_{\text{opt}} \leq Q_L, \quad \text{if } R_G < R < R_{\text{opt}} \\
Q_L &\leq Q_{\text{opt}} < Q_G, \quad \text{if } R_{\text{opt}} < R < R_L
\end{align*}
\]

Example 13.12.3: Use a double \( L \)-section to widen the bandwidth of the single \( L \)-section of Example 13.12.2.

Solution: The \( Q \)-factor of the single section is \( Q_{\text{min}} = \sqrt{200 / 500} = 1.73 \). The optimum reference resistor is \( R_{\text{opt}} = \sqrt{50 \cdot 200} = 100 \text{ ohm} \) and the corresponding minimized optimum \( Q_{\text{opt}} = 1 \).

Fig. 13.12.4 Double \( L \)-section networks.

The reactances of the single \( L \)-section were given in Example 13.12.2. The reactances of the two sections of the double \( L \)-sections are calculated by the two calls to \( \text{Imatch} \):
13.13 Reversed Matching Networks

Working with admittances, we find for the stub example that the input and load admittances must be related as follows for the forward and reverse networks:

\[ Y_a = Y_{\text{stub}} + Y_b + jY_1 \tan \beta l \quad \Leftrightarrow \quad Y_b^* = Y_1 \left( Y_a^* + Y_{\text{stub}} \right) + jY_1 \tan \beta l \]

where \( Y_{\text{stub}} = -jY_2 \cot \beta d \) for a shorted parallel stub, and \( Y_{\text{stub}} = jY_2 \tan \beta d \) for an opened one. The equivalence of the two equations in (13.13.1) is a direct consequence of the fact that \( Y_{\text{stub}} \) is purely reactive and therefore satisfies \( Y_{\text{stub}} = -Y_{\text{stub}}^* \). Indeed, solving the left equation for \( Y_b \) and conjugating the answer gives:

\[ Y_b = Y_1 \left( Y_a - Y_{\text{stub}} \right) - jY_1 \tan \beta l \quad \Leftrightarrow \quad Y_b^* = Y_1 \left( Y_a^* - Y_{\text{stub}} \right) + jY_1 \tan \beta l \]

which is equivalent to the right equation (13.13.1) because \( Y_{\text{stub}}^* = -Y_{\text{stub}} \). Similarly, for the \( L \)-section example we find the conditions for the forward and reversed networks:

\[ Z_a = \frac{Z_1(Z_2 + Z_b)}{Z_1 + Z_2 + Z_b} \quad \Leftrightarrow \quad Z_a^* = \frac{Z_1(Z_2^* + Z_b^*)}{Z_1 + Z_2^* + Z_b^*} \]

(13.13.2)

where \( Z_1 = jX_1 \) and \( Z_2 = jX_2 \). The equivalence of Eqs. (13.13.2) follows again from the reactive conditions \( Z_1^* = -Z_1 \) and \( Z_2^* = -Z_2 \).

As we will see in Chap. 14, the reversing property is useful in designing the input and output matching networks of two-port networks, such as microwave amplifiers, connected to a generator and load with standardized impedance values such as \( Z_0 = 50 \) ohm. This is shown in Fig. 13.13.3.

To maximize the two-port’s gain or to minimize its noise figure, the two-port is required to be connected to certain optimum values of the generator and load impedances \( Z_G, Z_L \). The output matching network must transform the actual load \( Z_0 \) into the desired value \( Z_L \). Similarly, the input matching network must transform \( Z_0 \) into \( Z_G \) so that the two-port sees \( Z_0 \) as the effective generator impedance.

In order to use the matching methods of the present chapter, it is more convenient first to design the reversed matching networks transforming a load \( Z_0^* \) (or \( Z_0^* \)) into the standardized impedance \( Z_0^* \), as shown in Fig. 13.13.3. Then the designed reversed networks may be reversed to obtain the actual matching networks. Several such design examples will be presented in Chap. 14.
13.14 Problems

13.1 A one-section quarter-wavelength transformer matching a resistive load \( Z_L \) to a line \( Z_0 \) must have characteristic impedance \( Z_1 = \sqrt{Z_0 Z_L} \). Show that the reflection response \( \Gamma_1 \) into the main line (see Fig. 13.3.1) is given as a function of frequency by:

\[
\Gamma_1 = \frac{\rho (1 + e^{-j\delta})}{1 + \rho e^{-j\delta}} \quad \rho = \frac{\sqrt{Z_L - Z_0}}{\sqrt{Z_L + Z_0}} \quad \delta = \frac{\pi f}{2 f_0}
\]

where \( f_0 \) is the frequency at which the transformer length is a quarter wavelength. Show that the magnitude-squared of \( \Gamma_1 \) is given by:

\[
|\Gamma_1|^2 = \frac{e^2 \cos^2 \delta}{1 + e^2 \cos^2 \delta} \quad e = \frac{2|\rho|}{1 - |\rho|^2}
\]

Show that the bandwidth (about \( f_0 \)) over which the voltage standing-wave ratio on the line remains less than \( S \) is given by:

\[
\sin \left( \frac{\pi \Delta f}{4 f_0} \right) = \frac{(S - 1)(1 - |\rho|^2)}{4|\rho|}\sqrt{S}
\]

13.2 Design a one-section quarter-wavelength transformer that will match a 200-ohm load to a 50-ohm line at 100 MHz. Determine the impedance \( Z_1 \) and the bandwidth \( \Delta f \) over which the SWR on the line remains less than \( S = 1.2 \).

13.3 A transmission line with characteristic impedance \( Z_0 = 100 \) \( \Omega \) is terminated at a load impedance \( Z_L = 150 + j50 \) \( \Omega \). What percentage of the incident power is reflected back into the line?

In order to make the load reflectionless, a short-circuited stub of length \( l_1 \) and impedance also equal to \( Z_0 \) is inserted in parallel at a distance \( l_2 \) from the load. What are the smallest values of the lengths \( l_1 \) and \( l_2 \) in units of the wavelength \( \lambda \) that make the load reflectionless?

13.4 A loss-free line of impedance \( Z_0 \) is terminated at a load \( Z_L = Z_0 + jX \), whose resistive part is matched to the line. To properly match the line, a short-circuited stub is connected across the main line at a distance of \( \lambda/4 \) from the load, as shown below. The stub has characteristic impedance \( Z_0 \).

Find an equation that determines the length \( l \) of the stub in order that there be no reflected waves into the main line. What is the length \( l \) in wavelengths \( \lambda \) when \( X = Z_0 \)? When \( X = Z_0/\sqrt{3} \)?

13.5 A transmission line with characteristic impedance \( Z_0 \) must be matched to a purely resistive load \( Z_L \). A segment of length \( l_1 \) of another line of characteristic impedance \( Z_1 \) is inserted at a distance \( l_0 \) from the load, as shown in Fig. 13.7.1 (with \( Z_2 = Z_0 \) and \( Z_3 = Z_0 \)).

Take \( Z_0 = 50 \), \( Z_1 = 100 \), \( Z_L = 80 \) \( \Omega \) and let \( \beta_0 \) and \( \beta_1 \) be the wavenumbers within the segments \( Z_0 \) and \( Z_1 \). Determine the values of the quantities \( \cot(\beta_1 l_1) \) and \( \cot(\beta_0 l_0) \) that would guarantee matching. Show that the widest range of resistive loads \( Z_L \) that can be matched using the given values of \( Z_0 \) and \( Z_1 \) is: \( 12.5 \Omega < Z_L < 200 \Omega \).

13.6 A transmission line with resistive impedance \( Z_0 \) is terminated at a load impedance \( Z_L = R + jX \). Derive an expression, in terms of \( Z_0 \), \( R \), \( X \), for the proportion of the incident power that is reflected back into the line.

In order to make the load reflectionless, a short-circuited stub of length \( l_1 \) and impedance \( Z_L \) is inserted at a distance \( l_2 \) from the load. Derive expressions for the smallest values of the lengths \( l_1 \) and \( l_2 \) in terms of the wavelength \( \lambda \) and \( Z_0 \), \( R \), \( X \), that make the load reflectionless.

13.7 It is required to match a lossless transmission line \( Z_0 \) to a load \( Z_L \). To this end, a quarter-wavelength transformer is connected at a distance \( l_0 \) from the load, as shown below. Let \( Z_0 \) and \( \lambda \) be the operating wavelengths of the line and the transformer segment.

\[
\begin{array}{c}
| Z_0 | \quad | Z_1 | \quad | Z_2 | \quad | Z_L |
\end{array}
\]

Assume \( Z_0 = 50 \) \( \Omega \). Verify that the required length \( l_0 \) that will match the complex load \( Z_L = 40 + 30j \) \( \Omega \) is \( l_0 = \lambda/8 \). What is the value of \( Z_1 \) in this case?

13.8 It is required to match a lossless transmission line of impedance \( Z_0 = 75 \) \( \Omega \) to the complex load \( Z_L = 60 + 45j \) \( \Omega \). To this end, a quarter-wavelength transformer is connected at a distance \( l_0 \) from the load, as shown in the previous problem. Let \( Z_0 \) and \( \lambda \) be the operating wavelengths of the line and the transformer segment.

What is the required length \( l_0 \) in units of \( Z_0 \)? What is the characteristic impedance \( Z_1 \) of the transformer segment?

13.9 Show that the solution of the one-section series impedance transformer shown in Fig. 13.7.3 is given by Eq. (13.7.9), provided that either of the inequalities (13.7.10) is satisfied.

13.10 Show that the solution to the double-stub tuner is given by Eq. (13.10.1) and (13.10.2).

13.11 Match load impedance \( Z_L = 10 - 5j \) ohm of Example 13.8.1 to a 50-ohm line using a double-stub tuner with stub separation of \( l = \lambda/16 \). Show that a double-stub tuner with separation of \( l = \lambda/8 \) cannot match this load.

13.12 Match the antenna and feed line of Example 13.7.2 using a double stub tuner with stub separation of \( l = \lambda/16 \). Plot the corresponding matched reflection responses. Repeat when \( l \) is near \( \lambda/2 \), say, \( l = 0.495 \lambda \), and compare the resulting notch bandwidths.

13.13 Show that the load impedance of Problem 13.11 can be matched with a triple-stub tuner using shorted stubs with separations of \( l_1 = l_2 = \lambda/8 \), shorted stubs. Use the smallness parameter values of \( e = 0.9 \) and \( e = 0.1 \).

13.14 Match the antenna and feed line of Example 13.7.2 using a stub tuner and plot the corresponding matched reflection responses. Use shorted stubs with separations of \( l_1 = l_2 = \lambda/8 \), shorted stubs. Use the smallness parameter values of \( e = 0.9 \) and \( e = 0.7 \).

13.15 Design an L-section matching network that matches the complex load impedance \( Z_L = 30 + 40j \) ohm to a 50-ohm transmission line. Verify that both a normal and a reversed L-section can be used.

13.16 It is desired to match a line with characteristic impedance \( Z_0 \) to a complex load \( Z_L = R_L + jX_L \). In order to make the load reflectionless, a quarter-wavelength section of impedance \( Z_1 \) is inserted between the main line and the load, and a \( \lambda/8 \) or \( 3\lambda/8 \) short-circuited stub of impedance \( Z_2 \) is inserted in parallel at the end of the line, as shown below.
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13. Impedance Matching

13.18 An FM antenna operating at a carrier frequency of $f_0 = 100$ MHz has input impedance of $Z_L = 112.5$ ohm. The antenna is to be matched to a $Z_0 = 50$ ohm feed line with a quarter-wavelength transformer inserted as shown below.

- Determine the quarter-wavelength segment's impedance $Z_1$.
- Show that the reflection response back into the feed line at the left end of the quarter-wavelength transformer is given as a function of frequency by:
  \[ \Gamma_1(f) = \frac{\rho(1 + e^{-2j\delta})}{1 + \rho^2 e^{-2j\delta}}, \quad \delta = \frac{\pi f}{2f_0}, \quad \rho = \frac{Z_1 - Z_0}{Z_1 + Z_0} \]
- Plot $|\Gamma_1(f)|$ versus $f$ in the range $0 \leq f \leq 200$ MHz.
- Using part (b), show that the bandwidth $\Delta f_a$ about the carrier frequency $f_0$ that corresponds to a prescribed value $|\Gamma_a|^2$ of the reflection response is given by:
  \[ \Delta f_a = \frac{2f_0}{\pi} \cos \left( \frac{2\rho^2 - |\Gamma_a|^2(1 + \rho^4)}{2\rho^2(1 - |\Gamma_a|^2)^2} \right) \]
- Calculate this bandwidth for the value $|\Gamma_a|^2 = 0.1$ and determine the left and right bandedge frequencies in MHz, and place them on the above graph of $|\Gamma_1(f)|$.
- The FCC stipulates that FM radio stations operate within a 200 kHz bandwidth about their carrier frequency. What is the maximum value of the reflection response $|\Gamma_a|$ for such a bandwidth?

13.19 The same FM antenna is to be matched using a single-stub tuner as shown below, using an open-ended stub.

- Determine the segment lengths $d, l$ (in cm) assuming the segments have characteristic impedance of $Z_0 = 50$ ohm and that the velocity factor on all the lines is 0.8.
- Calculate and plot versus frequency the reflection response $|\Gamma_a(f)|$ into the feed line, at the terminals $a$ shown in the figure.

13.17 A 50-ohm transmission line is terminated at the load impedance:

- In order to make the load reflectionless, a quarter-wavelength transformer section of impedance $Z_1$ is inserted between the line and the load, as shown below, and a $\lambda/8$ or $3\lambda/8$ short-circuited stub of impedance $Z_2$ is inserted in parallel with the load.

Determine the characteristic impedances $Z_1$ and $Z_2$ and whether the parallel stub should have length $\lambda/8$ or $3\lambda/8$.

- In the general case of a shorted stub, show that the matching conditions are equivalent to the following relationship among the quantities $Z_0, Z_L, Z_1, Z_2$:
  \[ Z_L = \frac{Z_0 Z_L Z_1^2 \pm \sqrt{Z_0 Z_L Z_1^2 + Z_2^2}}{Z_0 Z_1^2 + Z_2^2} \]
  where $Z_0, Z_L, Z_1, Z_2$ are assumed to be lossless. Determine which $\pm$ sign corresponds to $\lambda/8$ or $3\lambda/8$ stub length.

The above scheme works if both $R_L$ and $X_L$ are non-zero. What should we do if $R_L \neq 0$ and $X_L = 0$? What should we do if $R_L = 0$ and $X_L \neq 0$?

- Repeat the above questions if an open-circuited stub is used.
14

S-Parameters

14.1 Scattering Parameters

Linear two-port (and multi-port) networks are characterized by a number of equivalent circuit parameters, such as their transfer matrix, impedance matrix, admittance matrix, and scattering matrix. Fig. 14.1.1 shows a typical two-port network.

\[
\begin{bmatrix}
V_1 \\
I_1 \\
V_2 \\
I_2
\end{bmatrix}
= \begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
V_2 \\
I_2
\end{bmatrix}
\] (transfer matrix)

\[
\begin{bmatrix}
V_1 \\
I_1 \\
V_2 \\
I_2
\end{bmatrix}
= \begin{bmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
I_1 \\
-I_2
\end{bmatrix}
\] (impedance matrix)

Thus, the transfer and impedance matrices are the 2×2 matrices:

\[
\begin{bmatrix}
V_1 \\
I_1 \\
V_2 \\
I_2
\end{bmatrix}
= \begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
V_2 \\
I_2
\end{bmatrix}
\]

The admittance matrix is simply the inverse of the impedance matrix, \( Y = Z^{-1} \). The scattering matrix relates the outgoing waves \( b_1, b_2 \) to the incoming waves \( a_1, a_2 \) that are incident on the two-port:

\[
\begin{bmatrix}
b_1 \\
b_2
\end{bmatrix}
= \begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2
\end{bmatrix},
\quad S = \begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix}
\] (scattering matrix)

The matrix elements \( S_{11}, S_{12}, S_{21}, S_{22} \) are referred to as the scattering parameters or the S-parameters. The parameters \( S_{11}, S_{22} \) have the meaning of reflection coefficients, and \( S_{21}, S_{12} \), the meaning of transmission coefficients.

The many properties and uses of the S-parameters in applications are discussed in [1135–1174]. One particularly nice overview is the HP application note AN-951 by Anderson [1150] and is available on the web [1847].

We have already seen several examples of transfer, impedance, and scattering matrices. Eq. (11.7.6) or (11.7.7) is an example of a transfer matrix and (11.8.1) is the corresponding impedance matrix. The transfer and scattering matrices of multilayer structures, Eqs. (6.6.23) and (6.6.37), are more complicated examples.

The traveling wave variables \( a_1, b_1 \) at port 1 and \( a_2, b_2 \) at port 2 are defined in terms of \( V_1, I_1 \) and \( V_2, I_2 \) and a real-valued positive reference impedance \( Z_0 \) as follows:

\[
a_1 = \frac{V_1 + Z_0 I_1}{\sqrt{2} Z_0}, \quad a_2 = \frac{V_2 - Z_0 I_2}{\sqrt{2} Z_0}
\]

\[
b_1 = \frac{V_1 - Z_0 I_1}{\sqrt{2} Z_0}, \quad b_2 = \frac{V_2 + Z_0 I_2}{\sqrt{2} Z_0}
\] (traveling waves)

The definitions at port 2 appear different from those at port 1, but they are really the same if expressed in terms of the incoming current \(-I_2\):

\[
a_2 = \frac{V_2 - Z_0 I_2}{\sqrt{2} Z_0} = \frac{V_2 + Z_0 (-I_2)}{\sqrt{2} Z_0}
\]

\[
b_2 = \frac{V_2 + Z_0 I_2}{\sqrt{2} Z_0} = \frac{V_2 - Z_0 (-I_2)}{\sqrt{2} Z_0}
\]

The term traveling waves is justified below. Eqs. (14.1.4) may be inverted to express the voltages and currents in terms of the wave variables:

\[
V_1 = \sqrt{Z_0} (a_1 + b_1), \quad V_2 = \sqrt{Z_0} (a_2 + b_2)
\]

\[
I_1 = \frac{1}{\sqrt{Z_0}} (a_1 - b_1), \quad I_2 = \frac{1}{\sqrt{Z_0}} (b_2 - a_2)
\]

In practice, the reference impedance is chosen to be \( Z_0 = 50 \, \text{ohm} \). At lower frequencies the transfer and impedance matrices are commonly used, but at microwave frequencies they become difficult to measure and therefore, the scattering matrix description is preferred.

The S-parameters can be measured by embedding the two-port network (the device-under-test, or, DUT) in a transmission line whose ends are connected to a network analyzer. Fig. 14.1.2 shows the experimental setup.

A typical network analyzer can measure S-parameters over a large frequency range, for example, the HP 8000D vector network analyzer covers the range from 50 MHz to
40 GHz. Frequency resolution is typically 1 Hz and the results can be displayed either on a Smith chart or as a conventional gain versus frequency graph.

![Network Analyzer Diagram](image)

**Fig. 14.1.2** Device under test connected to network analyzer.

Fig. 14.1.3 shows more details of the connection. The generator and load impedances are configured by the network analyzer. The connections can be reversed, with the generator connected to port 2 and the load to port 1.

![Two-port Network Diagram](image)

**Fig. 14.1.3** Two-port network under test.

The two line segments of lengths \( l_1 \) and \( l_2 \) are assumed to have characteristic impedance equal to the reference impedance \( Z_0 \). Then, the wave variables \( a_1, b_1 \) and \( a_2, b_2 \) are recognized as normalized versions of forward and backward traveling waves. Indeed, according to Eq. (11.7.8), we have:

\[
\begin{align*}
a_1 &= \frac{V_1 + Z_0 I_1}{2\sqrt{Z_0}} = \frac{1}{\sqrt{Z_0}} V_{1+} & a_2 &= \frac{V_2 - Z_0 I_2}{2\sqrt{Z_0}} = \frac{1}{\sqrt{Z_0}} V_{2-} \\
b_1 &= \frac{V_1 - Z_0 I_1}{2\sqrt{Z_0}} = \frac{1}{\sqrt{Z_0}} V_{1-} & b_2 &= \frac{V_2 + Z_0 I_2}{2\sqrt{Z_0}} = \frac{1}{\sqrt{Z_0}} V_{2+} 
\end{align*}
\]  

(14.1.6)

Thus, \( a_1 \) is essentially the incident wave at port 1 and \( b_1 \) the corresponding reflected wave. Similarly, \( a_2 \) is incident from the right onto port 2 and \( b_2 \) is the reflected wave from port 2.

The network analyzer measures the waves \( a'_1, b'_1 \) and \( a'_2, b'_2 \) at the generator and load ends of the line segments, as shown in Fig. 14.1.3. From these, the waves at the inputs of the two-port can be determined. Assuming lossless segments and using the propagation matrices (11.7.7), we have:

\[
\begin{bmatrix} a_1 \\ b_1 \end{bmatrix} = \begin{bmatrix} e^{-j\delta_1} & 0 \\ 0 & e^{j\delta_1} \end{bmatrix} \begin{bmatrix} a'_1 \\ b'_1 \end{bmatrix}, \quad \begin{bmatrix} a_2 \\ b_2 \end{bmatrix} = \begin{bmatrix} e^{-j\delta_2} & 0 \\ 0 & e^{j\delta_2} \end{bmatrix} \begin{bmatrix} a'_2 \\ b'_2 \end{bmatrix}
\]  

(14.1.7)

where \( \delta_1 = \beta l_1 \) and \( \delta_2 = \beta l_2 \) are the phase lengths of the segments. Eqs. (14.1.7) can be rearranged into the forms:

\[
\begin{bmatrix} b_1 \\ b_2 \end{bmatrix} = D \begin{bmatrix} b'_1 \\ b'_2 \end{bmatrix}, \quad \begin{bmatrix} a_1 \\ a_2 \end{bmatrix} = D' \begin{bmatrix} a'_1 \\ a'_2 \end{bmatrix}, \quad D = \begin{bmatrix} e^{j\delta_1} & 0 \\ 0 & e^{j\delta_2} \end{bmatrix}
\]

The network analyzer measures the corresponding S-parameters of the primed variables, that is,

\[
\begin{bmatrix} b'_1 \\ b'_2 \end{bmatrix} = \begin{bmatrix} S'_{11} & S'_{12} \\ S'_{21} & S'_{22} \end{bmatrix} \begin{bmatrix} a'_1 \\ a'_2 \end{bmatrix}, \quad S' = \begin{bmatrix} S'_{11} & S'_{12} \\ S'_{21} & S'_{22} \end{bmatrix} \quad \text{(measured S-matrix)} \quad (14.1.8)
\]

The S-matrix of the two-port can be obtained then from:

\[
\begin{bmatrix} b_1 \\ b_2 \end{bmatrix} = D \begin{bmatrix} b'_1 \\ b'_2 \end{bmatrix} = D S' \begin{bmatrix} a'_1 \\ a'_2 \end{bmatrix} = D S' D \begin{bmatrix} a_1 \\ a_2 \end{bmatrix} \quad \Rightarrow \quad S = D S' D
\]

or, more explicitly,

\[
\begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} = \begin{bmatrix} e^{j\delta_1} & 0 \\ 0 & e^{j\delta_2} \end{bmatrix} \begin{bmatrix} S'_{11} & S'_{12} \\ S'_{21} & S'_{22} \end{bmatrix} \begin{bmatrix} e^{j\delta_1} & 0 \\ 0 & e^{j\delta_2} \end{bmatrix}
\]

(14.1.9)

Thus, changing the points along the transmission lines at which the S-parameters are measured introduces only phase changes in the parameters.

Without loss of generality, we may replace the extended circuit of Fig. 14.1.3 with the one shown in Fig. 14.1.4 with the understanding that either we are using the extended two-port parameters \( S' \), or, equivalently, the generator and segment \( l_1 \) have been replaced by their Thévenin equivalents, and the load impedance has been replaced by its propagated version to distance \( l_2 \).

![Two-port Network Connected to Generator and Load Diagram](image)

**Fig. 14.1.4** Two-port network connected to generator and load.
14. S-Parameters

14.2 Power Flow

The actual measurements of the S-parameters are made by connecting to a matched load, $Z_L = Z_0$. Then, there will be no reflected waves from the load, $a_2 = 0$, and the S-matrix equations will give:

$$ b_1 = S_{11}a_1 + S_{12}a_2 = S_{11}a_1 \quad \Rightarrow \quad S_{11} = \frac{b_1}{a_1} \mid_{Z_L = Z_0} \text{ reflection coefficient} $$

$$ b_2 = S_{21}a_1 + S_{22}a_2 = S_{21}a_1 \quad \Rightarrow \quad S_{21} = \frac{b_2}{a_1} \mid_{Z_L = Z_0} \text{ transmission coefficient} $$

Reversing the roles of the generator and load, one can measure in the same way the parameters $S_{12}$ and $S_{22}$.

14.2 Power Flow

Power flow into and out of the two-port is expressed very simply in terms of the traveling wave amplitudes. Using the inverse relationships (14.1.5), we find:

$$ \frac{1}{2} \text{Re}[V_1^*I_2] = \frac{1}{2} |a_1|^2 - \frac{1}{2} |b_1|^2 $$

$$ \frac{1}{2} \text{Re}[V_2^*I_2] = \frac{1}{2} |a_2|^2 - \frac{1}{2} |b_2|^2 $$

The left-hand sides represent the power flow into ports 1 and 2. The right-hand sides represent the difference between the power incident on a port and the power reflected from it. The quantity $\text{Re}[V_y^*I_2]/2$ represents the power transferred to the load.

Another way of phrasing these is to say that part of the incident power on a port gets reflected and part enters the port:

$$ \frac{1}{2} |a_1|^2 = \frac{1}{2} |b_1|^2 + \frac{1}{2} \text{Re}[V_y^*I_1] $$

$$ \frac{1}{2} |a_2|^2 = \frac{1}{2} |b_2|^2 + \frac{1}{2} \text{Re}[V_y^*(-I_2)] $$

One of the reasons for normalizing the traveling wave amplitudes by $\sqrt{Z_0}$ in the definitions (14.1.4) was precisely this simple way of expressing the incident and reflected powers from a port.

If the two-port is lossy, the power lost in it will be the difference between the power entering port 1 and the power leaving port 2, that is,

$$ P_{\text{loss}} = \frac{1}{2} \text{Re}[V_1^*I_1] - \frac{1}{2} \text{Re}[V_2^*I_2] = \frac{1}{2} |a_1|^2 + \frac{1}{2} |a_2|^2 - \frac{1}{2} |b_1|^2 - \frac{1}{2} |b_2|^2 $$

Noting that $a^*a = |a_1|^2 + |a_2|^2$ and $b^*b = |b_1|^2 + |b_2|^2$, and writing $b^*b = a^*S^*Sa$, we may express this relationship in terms of the scattering matrix:

$$ P_{\text{loss}} = \frac{1}{2}a^*a - \frac{1}{2}b^*b = \frac{1}{2}a^*a - \frac{1}{2}a^*S^*Sa = \frac{1}{2}a^*(I - S^*S)a $$

For a lossy two-port, the power loss is positive, which implies that the matrix $I - S^*S$ must be positive definite. If the two-port is lossless, $P_{\text{loss}} = 0$, the S-matrix will be unitary, that is, $S^*S = I$.

We already saw examples of such unitary scattering matrices in the cases of the equal travel-time multilayer dielectric structures and their equivalent quarter wavelength multisection transformers.

14.3 Parameter Conversions

It is straightforward to derive the relationships that allow one to pass from one parameter set to another. For example, starting with the transfer matrix, we have:

$$ V_1 = AV_2 + BI_2 \Rightarrow V_1 = A(I - D)I_2 + BI_2 = A(I - D)I_2 $$

$$ I_1 = CV_2 + DI_2 \Rightarrow V_2 = C(I - D)I_1 - D $$

The coefficients of $I_1, I_2$ are the impedance matrix elements. The steps are reversible, and we summarize the final relationships below:

$$ Z = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{bmatrix} = \begin{bmatrix} A & AD - BC \\ C & D \end{bmatrix} $$

(14.3.1)

We note the determinants $\det(T) = AD - BC$ and $\det(Z) = Z_{11}Z_{22} - Z_{12}Z_{21}$. The relationship between the scattering and impedance matrices is also straightforward to derive. We define the $2 \times 1$ vectors:

$$ V = \begin{bmatrix} V_1 \\ V_2 \end{bmatrix}, \quad I = \begin{bmatrix} I_1 \\ -I_2 \end{bmatrix}, \quad a = \begin{bmatrix} a_1 \\ a_2 \end{bmatrix}, \quad b = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} $$

(14.3.2)

Then, the definitions (14.1.4) can be written compactly as:

$$ a = \frac{1}{2\sqrt{Z_0}}(V + Z_0I) = \frac{1}{2\sqrt{Z_0}}(Z + Z_0I)I \quad \Rightarrow \quad b = \frac{1}{2\sqrt{Z_0}}(V - Z_0I) = \frac{1}{2\sqrt{Z_0}}(Z - Z_0I)I $$

(14.3.3)

where we used the impedance matrix relationship $V = ZI$ and defined the $2 \times 2$ unit matrix $I$. It follows then,

$$ \frac{1}{2\sqrt{Z_0}}(Z + Z_0I)^{-1}a = b = \frac{1}{2\sqrt{Z_0}}(Z - Z_0I)(Z + Z_0I)^{-1}a $$

Thus, the scattering matrix $S$ will be related to the impedance matrix $Z$ by

$$ S = (Z - Z_0I) (Z + Z_0I)^{-1} \iff Z = (I - S)^{-1}(I + S)Z_0 $$

(14.3.4)
Explicitly, we have:

\[
S = \begin{bmatrix}
Z_{11} - Z_0 & Z_{12} \\
Z_{21} & Z_{22} - Z_0
\end{bmatrix}
\begin{bmatrix}
Z_{11} + Z_0 & Z_{12} \\
Z_{21} & Z_{22} + Z_0
\end{bmatrix}^{-1}
= \begin{bmatrix}
Z_{11} - Z_0 & Z_{12} \\
Z_{21} & Z_{22} - Z_0
\end{bmatrix}
\frac{1}{D_S}
\begin{bmatrix}
Z_{22} + Z_0 & -Z_{12} \\
-Z_{21} & Z_{11} + Z_0
\end{bmatrix}
\]

where \(D_S = \det(Z + Z_0) = (Z_{11} + Z_0)(Z_{22} + Z_0) - Z_{12}Z_{21}\). Multiplying the matrix factors, we obtain:

\[
S = \frac{1}{D_S}
\begin{bmatrix}
(Z_{11} - Z_0)(Z_{22} + Z_0) - Z_{12}Z_{21} & 2Z_{12}Z_0 \\
2Z_{21}Z_0 & (Z_{11} + Z_0)(Z_{22} - Z_0) - Z_{12}Z_{21}
\end{bmatrix}
\]

Similarly, the inverse relationship gives:

\[
Z = \frac{Z_0}{D_I}
\begin{bmatrix}
A + \frac{B}{Z_0} - CZ_0 - D & 2(AD - BC) \\
2 & -A + \frac{B}{Z_0} - CZ_0 + D
\end{bmatrix}
\]

where \(D_I = A + \frac{B}{Z_0} + CZ_0 + D\).

### 14.4 Input and Output Reflection Coefficients

When the two-port is connected to a generator and load as in Fig. 14.1.4, the impedance and scattering matrix equations take the simpler forms:

\[
V_I = Z_{in}I_1 \quad \Leftrightarrow \quad b_1 = \Gamma_{in}a_1
\]

\[
V_2 = Z_LI_2 \quad \Leftrightarrow \quad a_2 = \Gamma_Lb_2
\]

where \(Z_{in}\) is the input impedance at port 1, and \(\Gamma_{in}, \Gamma_L\) are the reflection coefficients at port 1 and at the load:

\[
\Gamma_{in} = \frac{Z_m - Z_0}{Z_m + Z_0}, \quad \Gamma_L = \frac{Z_L - Z_0}{Z_L + Z_0}
\]

The input impedance and input reflection coefficient can be expressed in terms of the \(Z\) and \(S\)-parameters, as follows:

\[
Z_m = \frac{Z_{11} - Z_{12}Z_{21}}{Z_{22} + Z_0} \quad \Leftrightarrow \quad \Gamma_{in} = \frac{S_{11} + S_{12}S_{21} \Gamma_L}{1 - S_{22} \Gamma_L}
\]

The equivalence of these two expressions can be shown by using the parameter conversion formulas of Eqs. (14.3.5) and (14.3.6), or they can be shown indirectly, as follows. Starting with \(V_2 = Z_LI_2\) and using the second impedance matrix equation, we can solve for \(I_2\) in terms of \(I_1\):

\[
V_2 = Z_{21}I_1 - Z_{22}I_2 = Z_LI_2 \quad \Rightarrow \quad I_2 = \frac{Z_{21}}{Z_{22} + Z_L}I_1
\]

Then, the first impedance matrix equation implies:

\[
V_1 = Z_{11}I_1 - Z_{12}I_2 = \left(\frac{Z_{11} - Z_{12}Z_{21}}{Z_{22} + Z_L}\right)I_1 = Z_{in}I_1
\]

Starting again with \(V_2 = Z_LI_2\) we find for the traveling waves at port 2:

\[
a_2 = \frac{V_2 - Z_0I_2}{2\sqrt{Z_0}} = \frac{Z_L - Z_0I_2}{2\sqrt{Z_0}} \quad \Rightarrow \quad a_2 = \frac{Z_L - Z_0}{Z_L + Z_0}b_2 = \Gamma_Lb_2
\]

Using \(V_1 = Z_{in}I_1\), a similar argument implies for the waves at port 1:

\[
a_1 = \frac{V_1 + Z_0I_1}{2\sqrt{Z_0}} = \frac{Z_{in} + Z_0I_1}{2\sqrt{Z_0}} \quad \Rightarrow \quad b_1 = \frac{Z_{in} - Z_0}{Z_{in} + Z_0}a_1 = \Gamma_{in}a_1
\]

It follows then from the scattering matrix equations that:

\[
b_2 = S_{21}a_1 + S_{22}a_2 = S_{22}a_1 + S_{22}\Gamma_Lb_2 \quad \Rightarrow \quad b_2 = \frac{S_{22}}{1 - S_{22}\Gamma_L}a_1
\]

which implies for \(b_1\):

\[
b_1 = S_{11}a_1 + S_{12}a_2 = S_{11}a_1 + S_{12}\Gamma_Lb_2 = \left(S_{11} + S_{12}S_{21}\Gamma_L\right)a_1 = \Gamma_{in}a_1
\]

Reversing the roles of generator and load, we obtain the impedance and reflection coefficients from the output side of the two-port:

\[
Z_{out} = \frac{Z_{22} - Z_{12}Z_{21}}{Z_{11} + Z_G} \quad \Leftrightarrow \quad \Gamma_{out} = \frac{S_{22} + S_{12}S_{21}\Gamma_G}{1 - S_{22}\Gamma_G}
\]

where

\[
\Gamma_{out} = \frac{Z_{out} - Z_0}{Z_{out} + Z_0}, \quad \Gamma_G = \frac{Z_G - Z_0}{Z_G + Z_0}
\]
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![Diagram of input and output equivalent circuits]

The input and output impedances allow one to replace the original two-port circuit of Fig. 14.4.1 by simpler equivalent circuits. For example, the two-port and the load can be replaced by the input impedance \( Z_{\text{in}} \) connected at port 1, as shown in Fig. 14.4.1. Similarly, the generator and the two-port can be replaced by a Thévenin equivalent circuit connected at port 2. By determining the open-circuit voltage and short-circuit current at port 2, we find the corresponding Thévenin parameters in terms of the impedance parameters:

\[
V_{\text{th}} = \frac{Z_{21}V_G}{Z_{11} + Z_G}, \quad Z_{\text{th}} = Z_{22} - \frac{Z_{11}Z_{21}}{Z_{11} + Z_G}
\]  
(14.4.8)

14.5 Stability Circles

In discussing the stability conditions of a two-port in terms of \( S \)-parameters, the following definitions of constants are often used:

\[
\Delta = \det(S) = S_{11}S_{22} - S_{12}S_{21}
\]

\[
K = \frac{1 - |S_{11}|^2 - |S_{22}|^2 + |\Delta|^2}{2|S_{12}S_{21}|}
\]  
(Rollett stability factor)

\[
\mu_1 = \frac{1 - |S_{11}|^2}{|S_{22} - \Delta S_{11}^2| + |S_{12}S_{21}|}
\]  
(Edwards-Sinsky stability parameter)

\[
\mu_2 = \frac{1 - |S_{22}|^2}{|S_{11} - \Delta S_{22}^2| + |S_{12}S_{21}|}
\]  

\[
B_1 = 1 + |S_{11}|^2 - |S_{22}|^2 - |\Delta|^2
\]

\[
B_2 = 1 + |S_{22}|^2 - |S_{11}|^2 - |\Delta|^2
\]

\[
C_1 = S_{11} - \Delta S_{22}^2, \quad D_1 = |S_{11}|^2 - |\Delta|^2
\]

\[
C_2 = S_{22} - \Delta S_{11}^2, \quad D_2 = |S_{22}|^2 - |\Delta|^2
\]

The quantity \( K \) is the Rollett stability factor [1146], and \( \mu_1, \mu_2 \), the Edwards-Sinsky stability parameters [1149]. The following identities hold among these constants:

\[
B_1^2 - 4|C_1|^2 = B_2^2 - 4|C_2|^2 = 4|S_{12}S_{21}|^2 (K^2 - 1)
\]

\[
|C_1|^2 = |S_{12}S_{21}|^2 + (1 - |S_{22}|^2)D_1
\]

\[
|C_2|^2 = |S_{12}S_{21}|^2 + (1 - |S_{11}|^2)D_2
\]

For example, noting that \( S_{12}S_{21} = S_{11}S_{22} - \Delta \), the last of Eqs. (14.5.2) is a direct consequence of the identity:

\[
|A - BC|^2 - |B - AC^*|^2 = (1 - |C|^2) (|A|^2 - |B|^2)
\]  
(14.5.3)

We define also the following parameters, which will be recognized as the centers and radii of the source and load stability circles:

\[
c_G = \frac{C_1}{D_1}, \quad r_G = \frac{|S_{12}S_{21}|}{|D_1|} \quad \text{(source stability circle)}
\]

\[
c_L = \frac{C_2}{D_2}, \quad r_L = \frac{|S_{12}S_{21}|}{|D_2|} \quad \text{(load stability circle)}
\]

They satisfy the following relationships, which are consequences of the last two of Eqs. (14.5.2) and the definitions (14.5.4) and (14.5.5):

\[
1 - |S_{11}|^2 = (|c_L|^2 - r_L^2)D_2
\]

\[
1 - |S_{22}|^2 = (|c_G|^2 - r_G^2)D_1
\]

We note also that using Eqs. (14.5.6), the stability parameters \( \mu_1, \mu_2 \) can be written as:

\[
\mu_1 = (|c_L| - r_L) \text{sign}(D_2)
\]

\[
\mu_2 = (|c_G| - r_G) \text{sign}(D_1)
\]  
(14.5.7)

For example, we have:

\[
\mu_1 = \frac{1 - |S_{11}|^2}{|C_2| + |S_{12}S_{21}|} = \frac{D_2 (|c_L|^2 - r_L^2)}{|D_2||c_L| + |D_2|r_L} = \frac{D_2 (|c_L|^2 - r_L^2)}{|D_2||c_L| + |r_L|} = \frac{D_2 (|c_L| - r_L)}{D_2} = \frac{D_2 (|c_L| - r_L)}{D_2}
\]

We finally note that the input and output reflection coefficients can be written in the alternative forms:

\[
\Gamma_{\text{in}} = S_{11} + \frac{S_{12}S_{21}\Gamma_L}{1 - S_{22}\Gamma_L} = \frac{S_{11} - \Delta \Gamma_L}{1 - S_{22}\Gamma_L}
\]

\[
\Gamma_{\text{out}} = S_{22} + \frac{S_{12}S_{21}\Gamma_G}{1 - S_{11}\Gamma_G} = \frac{S_{22} - \Delta \Gamma_G}{1 - S_{11}\Gamma_G}
\]  
(14.5.8)

Next, we discuss the stability conditions. The two-port is unconditionally stable if any generator and load impedances with positive resistive parts \( R_G, R_L \), will always lead to input and output impedances with positive resistive parts \( R_{\text{in}}, R_{\text{out}} \).

Equivalently, unconditional stability requires that any load and generator with \( |\Gamma_L| < 1 \) and \( |\Gamma_G| < 1 \) will result into \( |\Gamma_{\text{in}}| < 1 \) and \( |\Gamma_{\text{out}}| < 1 \).

The two-port is termed potentially or conditionally unstable if there are \( |\Gamma_L| < 1 \) and \( |\Gamma_G| < 1 \) resulting into \( |\Gamma_{\text{in}}| \geq 1 \) and/or \( |\Gamma_{\text{out}}| \geq 1 \).
The load stability region is the set of all $P_L$ that result into $|F_{in}| < 1$, and the source stability region, the set of all $P_G$ that result into $|F_{out}| < 1$.

In the unconditionally stable case, the load and source stability regions contain the entire unit-circles $|P_L| < 1$ or $|P_G| < 1$. However, in the potentially unstable case, only portions of the unit-circles may lie within the stability regions and such $P_G, P_L$ will lead to a stable input and output impedances.

The connection of the stability regions to the stability circles is brought about by the following identities, which can be proved easily using Eqs. (14.5.1)–(14.5.8):

$$1 - |F_{in}|^2 = \frac{|P_L - c_L|^2 - r_L^2}{|1 - S_{22}P_L|^2}D_2$$

$$1 - |F_{out}|^2 = \frac{|P_G - c_G|^2 - r_G^2}{|1 - S_{11}P_G|^2}$$

(14.5.9)

For example, the first can be shown starting with Eq. (14.5.8) and using the definitions (14.5.5) and the relationship (14.5.6):

$$1 - |F_{in}|^2 = 1 - \left| \frac{S_{11} - |\Delta P_L|}{1 - S_{22}P_L} \right|^2 = \frac{|S_{11} - |\Delta P_L||^2 - |1 - S_{22}P_L|^2}{|1 - S_{22}P_L|^2}$$

$$= \frac{(S_{22})^2 - (|\Delta P_L|^2) |P_L|^2 - (S_{22} - \Delta S_{11}) P_L - (\Delta P_L - \Delta^* P_{11}) P_{11} + 1 - |S_{11}|^2}{|1 - S_{22}P_L|^2}$$

$$= D_2(P_{11})^2 - C_2 P_{11} - C_1^* P_{11} + 1 - |S_{11}|^2$$

$$\frac{|1 - S_{22}P_L|^2}{|1 - S_{22}P_L|^2}$$

$$= D_2((P_L - c_L|^2 - r_L^2))$$

It follows from Eq. (14.5.9) that the load stability region is defined by the conditions:

$$1 - |F_{in}|^2 > 0 \implies \frac{|P_L - c_L|^2 - r_L^2}{|1 - S_{22}P_L|^2}D_2 > 0$$

Depending on the sign of $D_2$, these are equivalent to the outside or the inside of the load stability circle of center $c_L$ and radius $r_L$:

$$|P_L - c_L| > r_L, \quad \text{if } D_2 > 0$$

$$|P_L - c_L| < r_L, \quad \text{if } D_2 < 0$$

(14.5.10)

The boundary of the circle $|P_L - c_L| = r_L$ corresponds to $|F_{in}| = 1$. The complement of these regions corresponds to the unstable region with $|F_{in}| > 1$. Similarly, we find for the source stability region:

$$|P_G - c_G| > r_G, \quad \text{if } D_1 > 0$$

$$|P_G - c_G| < r_G, \quad \text{if } D_1 < 0$$

(14.5.11)

In order to have unconditional stability, the stability regions must contain the unit-circle in its entirety. If $D_2 > 0$, the unit-circle and load stability circle must not overlap at all, as shown in Fig. 14.5.1. Geometrically, the distance between the points $O$ and $A$ in the figure is $(OA) = |c_L| - r_L$. The non-overlapping of the circles requires the condition $(OA) > 1$, or $|c_L| - r_L > 1$.

If $D_2 < 0$, the stability region is inside of the stability circle, and therefore, the unit-circle must lie within that circle. This requires that $(OA) = r_L - |c_L| > 1$, as shown in Fig. 14.5.1.

![Fig. 14.5.1 Load stability regions in the unconditionally stable case.](image)

These two conditions can be combined into sign$(D_2)(|c_L| - r_L) > 1$. But, that is equivalent to $\mu_1 > 1$ according to Eq. (14.5.7). Geometrically, the parameter $\mu_1$ represents the distance $(OA)$. Thus, the condition for the unconditional stability of the input is equivalent to:

$$\mu_1 > 1$$

(14.5.12)

It has been shown by Edwards and Sinsky [1149] that this single condition (or, alternatively, the single condition $\mu_2 > 1$) is necessary and sufficient for the unconditional stability of both the input and output impedances of the two-port. Clearly, the source stability regions will be similar to those of Fig. 14.5.1.

If the stability condition is not satisfied, that is, $\mu_1 < 1$, then only that portion of the unit-circle that lies within the stability region will be stable and will lead to stable input and output impedances. Fig. 14.5.2 illustrates such a potentially unstable case.

If $D_2 > 0$, then $\mu_1 < 1$ is equivalent to $|c_L| - r_L < 1$, and if $D_2 < 0$, it is equivalent to $r_L - |c_L| < 1$. In either case, the unit-circle is partially overlapping with the stability circle, as shown in Fig. 14.5.2. The portion of the unit-circle that does not lie within the stability region will correspond to an unstable $Z_{in}$.

There exist several other unconditional stability criteria that are equivalent to the single criterion $\mu_1 > 1$. They all require that the Rollett stability factor $K$ be greater than unity, $K > 1$, as well as one other condition. Any one of the following criteria are necessary and sufficient for unconditional stability [1147]:
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The MATLAB function `sparam` calculates the stability parameters $\mu_1$, $K$, $|\Delta|$, $B_1$, $B_2$, as well as the parameters $C_1$, $C_2$, $D_1$, $D_2$. It has usage:

$$[K,\mu,D,B_1,B_2,C_1,C_2,D_1,D_2] = \text{sparam}(S);$$  \hspace{1cm} \% stability parameters

The function `sgcirc` calculates the centers and radii of the source and load stability circles. It also calculates gain circles to be discussed later on. Its usage is:

- For source stability circles:
  $$[c_G,r_G] = \text{sgcirc}(S,'s');$$  \hspace{1cm} \% source or $Z_{\text{out}}$ stability circle

- For load stability circles:
  $$[c_L,r_L] = \text{sgcirc}(S,'l');$$  \hspace{1cm} \% load or $Z_{\text{in}}$ stability circle

The MATLAB function `smith` draws a basic Smith chart, and the function `smithcir` draws the stability circles:

- draws a basic Smith chart:
  $$\text{smith}(n);$$  \% default Smith chart corresponding to $n=3$

- draws a stability or gain circle on Smith chart:
  $$\text{smithcir}(c,r,	ext{max},\text{width});$$  \% draw circle of center $c$ and radius $r$

  $$\text{smithcir}(c,r);$$  \% equivalent to linewidth width=1

  $$\text{smithcir}(c,r,	ext{width});$$  \% draw full circle with linewidth width=1

The parameter `max` controls the portion of the stability circle that is visible outside the Smith chart. For example, `max = 1.1` will display only that portion of the circle that has $|\Gamma| < 1.1$.

**Example 14.5.1:** The Hewlett-Packard AT-41511 NPN bipolar transistor has the following $S$-parameters at 1 GHz and 2 GHz [1848]:

$$S_{11} = 0.48 \angle -149^\circ, \quad S_{21} = 5.189 \angle 89^\circ, \quad S_{12} = 0.073 \angle 43^\circ, \quad S_{22} = 0.49 \angle -39^\circ$$

$$S_{11} = 0.46 \angle 162^\circ, \quad S_{21} = 2.774 \angle 59^\circ, \quad S_{12} = 0.103 \angle 45^\circ, \quad S_{22} = 0.42 \angle -47^\circ$$

Determine the stability parameters, stability circles, and stability regions.

**Solution:** The transistor is potentially unstable at 1 GHz, but unconditionally stable at 2 GHz. The source and load stability circles at 1 GHz are shown in Fig. 14.5.3.

**Fig. 14.5.3** Load and source stability circles at 1 GHz.

The MATLAB code used to generate this graph was:
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\[ S = \text{smat([0.48 -149 5.189 89 0.073 43 0.49 -39]);} \]

\[ \{K,mu.D,B1,B2,C1,C2,D1,D2\} = \text{spam(S);} \]

\[ \{cI,rI\} = \text{sgcirc(S, 'I')} \]

\[ \{cG,rG\} = \text{sgcirc(S, 'G')} \]

\[ \text{smith; smithcir(cI, rI, 1.1, 1.5);} \]

\[ \text{smithcir(cG, rG, 1.1, 1.5);} \]

\[ \text{The computed stability parameters at 1 GHz were:} \]

\[ \{K,mu,|\Delta|,B1,B2,D1,D2,|\Delta|\} = [0.781, 0.847, 0.250, 0.928, 0.947, 0.168, 0.178] \]

The transistor is potentially unstable because \( K < 1 \) even though \( |\Delta| < 1, B_1 > 0, \) and \( B_2 > 0. \) The load and source stability circle centers and radii were:

\[ cL = 2.978 \pm 51.73^\circ, \quad rL = 2.131 \]

\[ cG = 3.098 \pm 162.24^\circ, \quad rG = 2.254 \]

Because both \( D_1 \) and \( D_2 \) are positive, both stability regions will be the portion of the Smith chart that lies outside the stability circles. For 2 GHz, we find:

\[ \{K,mu,|\Delta|,B1,B2,D1,D2,|\Delta|\} = [1.089, 1.056, 0.103, 1.025, 0.954, 0.201, 0.166] \]

\[ cL = 2.779 \pm 50.12^\circ, \quad rL = 1.723 \]

\[ cG = 2.473 \pm 159.36^\circ, \quad rG = 1.421 \]

The transistor is stable at 2 GHz, with both load and source stability circles being completely outside the unit-circle.

Problem 14.2 presents an example for which the \( D_2 \) parameter is negative, so that the stability regions will be the insides of the stability circles. At one frequency, the unit-circle is partially overlapping with the stability circle, while at another frequency, it lies entirely within the stability circle.

14.6 Power Gains

The amplification (or attenuation) properties of the two-port can be deduced by comparing the power \( P_{in} \) going into the two-port to the power \( P_L \) coming out of the two-port and going into the load. These were given in Eq. (14.2.1) and we rewrite them as:

\[
P_{in} = \frac{1}{2} \text{Re}[V_i^* I_{i}^1] = \frac{1}{2} R_{in} |I_1|^2 \quad \text{(power into two-port)}
\]

\[
P_L = \frac{1}{2} \text{Re}[V_o^* I_{o}^2] = \frac{1}{2} R_L |I_2|^2 \quad \text{(power out of two-port and into load)}
\]

where we used \( V_1 = Z_m I_1, \) \( V_2 = Z_L I_2, \) and defined the real parts of the input and load impedances by \( R_m = \Re(Z_m) \) and \( R_L = \Re(Z_L). \) Using the equivalent circuits of Fig. 14.4.1, we may write \( I_1, I_2 \) in terms of the generator voltage \( V_G \) and obtain:

\[
P_{in} = \frac{1}{2} \frac{|V_G|^2 R_m}{|Z_m + Z_G|^2} \]

\[
P_L = \frac{1}{2} \frac{|V_{th}|^2 R_L}{|Z_{out} + Z_L|^2} = \frac{1}{2} \frac{|V_G|^2 R_L |Z_{21}|^2}{|Z_{21} + Z_G (Z_{out} + Z_L)|^2}
\]

Using the identities of Problem 14.1, \( P_L \) can also be written in the alternative forms:

\[
P_L = \frac{1}{2} \frac{|V_G|^2 R_L |Z_{21}|^2}{|Z_{21} + Z_G (Z_{22} + Z_L)|^2} = \frac{1}{2} \frac{|V_G|^2 R_L |Z_{21}|^2}{|Z_{11} + Z_G (Z_{22} + Z_L) - Z_{12} Z_{21}|^2}
\]

The maximum power that can be delivered by the generator to a connected load is called the available power of the generator, \( P_{avG}, \) and is obtained when the load is conjugate-matched to the generator, that is, \( P_{avG} = P_{in} \) when \( Z_m = Z_G^* \).

Similarly, the available power from the two-port network, \( P_{avN}, \) is the maximum power that can be delivered by the Thévenin-equivalent circuit of Fig. 14.4.1 to a connected load, that is, \( P_{avN} = P_{L} \) when \( Z_L = Z_{out}^* \). It follows then from Eq. (14.6.2) that the available powers will be:

\[
P_{avG} = \text{max} P_{in} = \frac{|V_G|^2}{8R_G} \quad \text{(available power from generator)}
\]

\[
P_{avN} = \text{max} P_L = \frac{|V_{th}|^2}{8R_{out}} \quad \text{(available power from network)}
\]

Using Eq. (14.4.8), \( P_{avN} \) can also be written as:

\[
P_{avN} = \frac{|V_G|^2}{8R_{out}} \frac{Z_{21}}{Z_{11} + Z_G}^2
\]

The powers can be expressed completely in terms of the \( S \)-parameters of the two-port and the input and output reflection coefficients. With the help of the identities of Problem 14.1, we find the alternative expressions for \( P_{in} \) and \( P_L \):

\[
P_{in} = \frac{|V_G|^2 \left(1 - |I_m|^2\right)^2 \left(1 - |G|^2\right)}{8Z_0 \left(1 - |G_{in} F_G|^2\right)}
\]

\[
P_L = \frac{|V_G|^2 \left(1 - |I_L|^2\right)^2 \left(1 - |G|^2\right) \left|S_{21}\right|^2}{8Z_0 \left(1 - |G_{out} F_L| (1 - S_{11} F_G)|^2\right)}
\]

\[
= \frac{|V_G|^2 \left(1 - |I_L|^2\right)^2 \left(1 - |G|^2\right) \left|S_{21}\right|^2}{8Z_0 \left(1 - |S_{11} F_G| (1 - S_{22} F_L) - S_{12} S_{21} F_G F_L\right)^2}
\]

Similarly, we have for \( P_{avG} \) and \( P_{avN}: \)
The transducer gain $G_T$ is, perhaps, the most representative measure of gain for the two-port because it incorporates the effects of both the load and generator impedances, whereas $G_a$ depends only on the generator impedance and $G_p$ only on the load impedance.

If the generator and load impedances are matched to the reference impedance $Z_0$, so that $Z_G = Z_L = Z_0$ and $\Gamma_G = \Gamma_L = 0$, and $\Gamma_{in} = \Gamma_{out} = S_{21}$, then the power gains reduce to:

$$G_T = |S_{21}|^2, \quad G_a = \frac{|S_{21}|^2}{1 - |S_{22}|^2}, \quad G_p = \frac{|S_{21}|^2}{1 - |S_{11}|^2}$$

A unilateral two-port has by definition zero reverse transmission coefficient, that is, $S_{12} = 0$. In this case, the input and output reflection coefficients simplify into:

$$\Gamma_{in} = S_{11}, \quad \Gamma_{out} = S_{22}$$

The expressions of the power gains simplify somewhat in this case:

$$G_{tu} = \frac{1 - |\Gamma_G|^2}{|1 - S_{11}\Gamma_L|^2} |S_{21}|^2 \frac{1 - |\Gamma_L|^2}{|1 - S_{22}\Gamma_G|^2}$$

$$G_{au} = \frac{1 - |\Gamma_G|^2}{|1 - S_{11}\Gamma_G|^2} |S_{21}|^2 \frac{1}{|1 - S_{22}\Gamma_L|^2}$$

(14.6.13)

(14.6.14)

For both the bilateral and unilateral cases, the gains $G_a, G_p$ are obtainable from $G_T$ by setting $\Gamma_L = \Gamma_{out}$ and $\Gamma_{in} = \Gamma_{in}^*$, respectively, as was the case for $P_{avN}$ and $P_{avG}$.

The relative power ratios $P_{in}/P_{avG}$ and $P_{in}/P_{avN}$ measure the mismatching between the generator and the two-port and between the load and the two-port. Using the definitions for the power gains, we obtain the input and output mismatch factors:

$$M_{in} = \frac{P_{in}}{P_{avG}} = \frac{G_T}{G_p} = \frac{4R_mR_G}{|Z_m + Z_G|^2} \left( \frac{1 - |\Gamma_{in}^*|^2}{1 - |\Gamma_G|^2} \right)$$

$$M_{out} = \frac{P_{in}}{P_{avN}} = \frac{G_{tu}}{G_a} = \frac{4R_{out}R_L}{|Z_{out} + Z_L|^2} \left( \frac{1 - |\Gamma_{out}^*|^2}{1 - |\Gamma_L|^2} \right)$$

(14.6.15)

(14.6.16)

The mismatch factors are always less than or equal to unity (for positive $R_m$ and $R_{out}$.) Clearly, $M_{in} = 1$ under the conjugate-match condition $Z_m = Z_G^*$ or $\Gamma_{in} = \Gamma_G^*$, and $M_{out} = 1$ if $Z_{out} = Z_L^*$ or $\Gamma_L = \Gamma_{out}^*$.

The mismatch factors can also be written in the following forms, which show more explicitly the mismatch properties:

$$M_{in} = 1 - \left( \frac{\Gamma_{in} - \Gamma_L^*}{1 - \Gamma_{in}^*} \right)^2, \quad M_{out} = 1 - \left( \frac{\Gamma_{out} - \Gamma_L^*}{1 - \Gamma_{out}^*} \right)^2$$

(14.6.17)

These follow from the identity:

$$|1 - \Gamma_{in}\Gamma_L^*|^2 - |\Gamma_{in} - \Gamma_L^*|^2 = (1 - |\Gamma_{in}|^2) (1 - |\Gamma_L|^2)$$

(14.6.18)
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The transducer gain is maximized when the two-port is simultaneously conjugately matched, that is, when \( T_{in} = T_1^* \) and \( T_L = T_2^* \). Then, \( M_{in} = M_{out} = 1 \) and the three gains become equal. The common maximum gain achieved by simultaneous matching is called the maximum available gain (MAG):

\[
G_{T,max} = G_{L,max} = G_{P,max} = G_{MAG} \tag{14.6.19}
\]

Simultaneous matching is discussed in Sec. 14.8. The necessary and sufficient condition for simultaneous matching is \( K \geq 1 \), where \( K \) is the Rolllett stability factor. It can be shown that the MAG can be expressed as:

\[
G_{MAG} = \frac{|S_{21}|}{|S_{12}|} \left( K - \sqrt{K^2 - 1} \right) \tag{maximum available gain} \tag{14.6.20}
\]

The maximum stable gain (MSG) is the maximum value \( G_{MAG} \) can have, which is achievable when \( K = 1 \):

\[
G_{MSG} = \frac{|S_{21}|}{|S_{12}|} \quad \text{(maximum stable gain)} \tag{14.6.21}
\]

In the unilateral case, the MAG is obtained either by setting \( T_G = T_{in}^* = S_{11}^* \) and \( T_L = T_{out}^* = S_{22}^* \) in Eq. (14.6.14), or by a careful limiting process in Eq. (14.6.20), in which \( K \to \infty \) so that both the numerator factor \( K - \sqrt{K^2 - 1} \) and the denominator factor \( |S_{12}| \) tend to zero. With either method, we find the unilateral MAG:

\[
G_{MAG,ui} = \frac{|S_{21}|^2}{(1 - |S_{11}|^2)(1 - |S_{22}|^2)} = G_1 |S_{21}|^2 G_2 \quad \text{(unilateral MAG)} \tag{14.6.22}
\]

The maximum unilateral input and output gain factors are:

\[
G_1 = \frac{1}{1 - |S_{11}|^2}, \quad G_2 = \frac{1}{1 - |S_{22}|^2} \tag{14.6.23}
\]

They are the maxima of the input and output gain factors in Eq. (14.6.14) realized with conjugate matching, that is, with \( T_G = S_{11}^* \) and \( T_L = S_{22}^* \). For any other values of the reflection coefficients (such that \( |T_G| < 1 \) and \( |T_L| < 1 \)), we have the following inequalities, which follow from the identity (14.6.18):

\[
\frac{1 - |T_G|^2}{1 - |S_{11}|^2} \leq \frac{1 - |T_L|^2}{1 - |S_{22}|^2} \leq \frac{1}{1 - |T_G|^2} \leq \frac{1}{1 - |S_{11}|^2} \leq \frac{1}{1 - |T_L|^2} \leq \frac{1}{1 - |S_{22}|^2} \tag{14.6.24}
\]

Often two-ports, such as most microwave transistor amplifiers, are approximately unilateral, that is, the measured S-parameters satisfy \( |S_{12}| \ll |S_{21}| \). To decide whether the two-port should be treated as unilateral, a figure of merit is used, which is essentially the comparison of the maximum unilateral gain to the transducer gain of the actual device under the same matching conditions, that is, \( T_G = S_{11}^* \) and \( T_L = S_{22}^* \). For these matched values of \( T_G, T_L \), the ratio of the bilateral and unilateral transducer gains can be shown to have the form:

\[
g_u = \frac{G_T}{G_{T,u}} = \frac{1}{1 - |U|^2}, \quad U = \frac{S_{12} S_{21}^* S_{11} S_{22}^*}{(1 - |S_{11}|^2)(1 - |S_{22}|^2)} \tag{14.6.25}
\]

The quantity \( |U| \) is known as the unilateral figure of merit. If the relative gain ratio \( g_u \) is near unity (typically, within 10 percent of unity), the two-port may be treated as unilateral.

The MATLAB function \( \text{sgain} \) computes the transducer, available, and operating power gains, given the S-parameters and the reflection coefficients \( \Gamma_G, \Gamma_L \), in addition, it computes the unilateral gains, the maximum available gain, and the maximum stable gain. It also computes the unilateral figure of merit ratio (14.6.25). It has usage:

\[
\begin{align*}
G_a, G_p, G_T, G_{ui}, G_{max}, G_{MSG} & = \max \left( \text{sgain}(S,gG,gL) \right) \quad \text{transducer power gain at given} \ T_G, T_L \\
G_a, G_p, G_T, G_{ui}, G_{max}, G_{MSG} & = \max \left( \text{sgain}(S,gL,\text{'p'}) \right) \quad \text{operating power gain at given} \ T_L, T_G \\
G_{ui} & = \text{sgain}(S,gG,gL) \quad \text{maximum available gain (MAG)} \\
G_{ui} & = \text{sgain}(S,gL,\text{'p'}) \quad \text{maximum stable gain (MSG)} \\
G_{ui} & = \text{sgain}(S,gL,\text{'u'}) \quad \text{maximum unilateral gain, Eq. (14.6.22)} \\
G_1 & = \text{sgain}(S,\text{'ui'}) \quad \text{maximum unilateral input gain, Eq. (14.6.23)} \\
G_2 & = \text{sgain}(S,\text{'uo'}) \quad \text{maximum unilateral output gain, Eq. (14.6.23)} \\
g_{ui} & = \text{sgain}(S,\text{'ufm'}) \quad \text{unilateral figure of merit gain ratio, Eq. (14.6.25)}
\end{align*}
\]

The MATLAB functions \( \text{gin} \) and \( \text{gout} \) compute the input and output reflection coefficients from \( S \) and \( T_G, T_L \). They have usage:

\[
\begin{align*}
\text{gin} & = \text{gin}(S,gL) \quad \text{input reflection coefficient, Eq. (14.4.3)} \\
\text{gout} & = \text{gout}(S,gG) \quad \text{output reflection coefficient, Eq. (14.4.6)}
\end{align*}
\]

**Example 14.6.1:** A microwave transistor amplifier uses the Hewlett-Packard AT-41410 NPN bipolar transistor with the following S-parameters at 2 GHz [1848]:

\[
S_{11} = 0.61 \angle 165^\circ, \quad S_{21} = 3.72 \angle 59^\circ, \quad S_{12} = 0.05 \angle 42^\circ, \quad S_{22} = 0.45 \angle -48^\circ
\]

Calculate the input and output reflection coefficients and the various power gains, if the amplifier is connected to a generator and load with impedances \( Z_G = 10 - 20j \) and \( Z_L = 30 + 40j \) ohm.

**Solution:** The following MATLAB code will calculate all the required gains:

\[
\begin{align*}
Z_0 & = 50; \quad \% \text{normalization impedance} \\
Z_G & = 10+20j; \quad \% T_G = -0.50 + 0.50j \angle -71.53^\circ \\
Z_L & = 30-40j; \quad \% T_L = -0.41 - 0.43j \angle -133.15^\circ \\
S & = \text{smat}([0.61 165 3.72 59 0.05 42 0.45 \angle -48]) \quad \% \text{reshape} \ S \text{ into matrix} \\
\text{gin} & = \text{gin}(S,gL); \quad \% T_{in} = 0.54 \angle 162.30^\circ \\
\text{gout} & = \text{gout}(S,gG); \quad \% T_{out} = 0.45 \angle -67.40^\circ \\
G_t & = \text{sgain}(S,gG,gL); \quad \% G_T = 4.71, \text{or}, 6.73 \text{ dB} \\
G_a & = \text{sgain}(S,gG,\text{'a'}); \quad \% G_A = 11.44, \text{or}, 10.58 \text{ dB} \\
G_p & = \text{sgain}(S,gL,\text{'p'}); \quad \% G_p = 10.51, \text{or}, 10.22 \text{ dB} \\
G_{ui} & = \text{sgain}(S,\text{'u'}); \quad \% G_{ui} = 27.64, \text{or}, 14.41 \text{ dB} \\
G_1 & = \text{sgain}(S,\text{'ui'}); \quad \% G_1 = 1.59, \text{or}, 2.02 \text{ dB} \\
G_2 & = \text{sgain}(S,\text{'uo'}); \quad \% G_2 = 1.25, \text{or}, 0.98 \text{ dB}
\end{align*}
\]
The amplifier cannot be considered to be unilateral as the unilateral figure of merit ratio \( g_u = 1.23 \) is fairly large (larger than 10 percent from unity.)

The amplifier is operating at a gain of \( G_T = 6.73 \) dB, which is far from the maximum value of \( G_{MAX} = 16.18 \) dB. This is because it is mismatched with the given generator and load impedances.

To realize the optimum gain \( G_{MAX} \), the amplifier must 'see' certain optimum generator and load impedances or reflection coefficients. These can be calculated by the MATLAB function \( \text{g2z} \) and are found to be:

\[
\begin{align*}
\Gamma_G &= 0.82 \angle -162.67^\circ \\
\Gamma_L &= 0.75 \angle 52.57^\circ
\end{align*}
\]

The design of such optimum matching terminations and the function \( \text{g2z} \) were discussed in Sec. 11.7.

The power waves can be related directly to the traveling waves. For example, expressing Eqs. (14.7.1) and (14.1.5) in matrix form, we have for port-1:

\[
\begin{bmatrix} a'_1 \\ b'_1 \end{bmatrix} = \frac{1}{2 \sqrt{R_G}} \begin{bmatrix} 1 \\ -Z_G \end{bmatrix} \begin{bmatrix} V_1 \\ I_1 \end{bmatrix}, \quad \begin{bmatrix} V_1 \\ I_1 \end{bmatrix} = \frac{1}{\sqrt{Z_0}} \begin{bmatrix} 0 \\ 1 \end{bmatrix} \begin{bmatrix} a_1 \\ b_1 \end{bmatrix}
\]

It follows that:

\[
\begin{bmatrix} a'_1 \\ b'_1 \end{bmatrix} = \frac{1}{2 \sqrt{R_G}} \begin{bmatrix} 1 \\ -Z_G \end{bmatrix} \begin{bmatrix} Z_0 \\ Z_0 \end{bmatrix} \begin{bmatrix} a_1 \\ b_1 \end{bmatrix} \quad \text{or,}
\]

\[
\begin{bmatrix} a'_1 \\ b'_1 \end{bmatrix} = \frac{1}{2 \sqrt{R_G}} \begin{bmatrix} Z_0 + Z_G \\ Z_0 - Z_G \end{bmatrix} \begin{bmatrix} a_1 \\ b_1 \end{bmatrix}
\]

The entries of this matrix can be expressed directly in terms of the reflection coefficients \( \Gamma_G \) and \( \Gamma_L \) as follows:

\[
\begin{align*}
\begin{bmatrix} a'_1 \\ b'_1 \end{bmatrix} &= \frac{1}{\sqrt{1 - |\Gamma_G|^2}} \begin{bmatrix} e^{j\phi_G} - \Gamma_G e^{j\phi_G} \\ -e^{j\phi_G} \Gamma_G e^{j\phi_G} \end{bmatrix} \begin{bmatrix} a_1 \\ b_1 \end{bmatrix} \\
\begin{bmatrix} a'_2 \\ b'_2 \end{bmatrix} &= \frac{1}{\sqrt{1 - |\Gamma_L|^2}} \begin{bmatrix} e^{-j\phi_L} - \Gamma_L e^{-j\phi_L} \\ -e^{-j\phi_L} \Gamma_L e^{-j\phi_L} \end{bmatrix} \begin{bmatrix} a_2 \\ b_2 \end{bmatrix}
\end{align*}
\]

where, noting that the quantity \( |1 - \Gamma_G|/|1 - \Gamma_L| \) is a pure phase factor, we defined:

\[
\Gamma_G = Z_L - Z_0, \quad e^{j\phi_G} = \frac{|1 - \Gamma_G|}{|1 - \Gamma_L|}
\]

Similarly, we have for the power and traveling waves at port-2:

\[
\begin{align*}
\begin{bmatrix} a'_2 \\ b'_2 \end{bmatrix} &= \frac{1}{\sqrt{1 - |\Gamma_L|^2}} \begin{bmatrix} e^{-j\phi_L} - \Gamma_L e^{-j\phi_L} \\ -e^{-j\phi_L} \Gamma_L e^{-j\phi_L} \end{bmatrix} \begin{bmatrix} a_2 \\ b_2 \end{bmatrix} \\
\begin{bmatrix} a'_1 \\ b'_1 \end{bmatrix} &= \frac{1}{\sqrt{1 - |\Gamma_G|^2}} \begin{bmatrix} e^{j\phi_G} - \Gamma_G e^{j\phi_G} \\ -e^{j\phi_G} \Gamma_G e^{j\phi_G} \end{bmatrix} \begin{bmatrix} a_1 \\ b_1 \end{bmatrix}
\end{align*}
\]

where

\[
\begin{align*}
\Gamma_L &= Z_L - Z_0, \quad e^{j\phi_L} = \frac{|1 - \Gamma_L|}{|1 - \Gamma_G|}
\end{align*}
\]
To relate \( S' \) to the conventional scattering matrix \( S \), we define the following diagonal matrices:

\[
\begin{bmatrix}
  b_1' \\
  b_2'
\end{bmatrix} = \begin{bmatrix}
  S_{11}' & S_{12}' \\
  S_{21}' & S_{22}'
\end{bmatrix} \begin{bmatrix}
  a_1' \\
  a_2'
\end{bmatrix} \Rightarrow b' = S' a'.
\]  

\hspace{1cm} (14.7.8)

Using these matrices, it follows from Eqs. (14.7.4) and (14.7.6):

\[
a_1' = F_G(a_1 - \Gamma_Gb_1) \Rightarrow a' = F(a - \Gamma b)
\]  

\hspace{1cm} (14.7.10)

\[
b_1' = F_G'(b_1 - \Gamma_G^*a_1) \Rightarrow b' = F^*(b - \Gamma^*a)
\]  

\hspace{1cm} (14.7.11)

Using \( b = Sa \), we find

\[
a' = F(a - \Gamma b) = F(I - \Gamma S)a \Rightarrow a = (I - \Gamma S)^{-1}F^{-1}a'
\]  

\[
b' = F^*(S - \Gamma^*)a = F^*(S - \Gamma^*)(I - \Gamma S)^{-1}F^{-1}a' = S'a'
\]  

where \( I \) is the 2×2 unit matrix. Thus, the generalized \( S \)-matrix is:

\[
S' = F^*(S - \Gamma^*)(I - \Gamma S)^{-1}F^{-1}
\]  

\hspace{1cm} (14.7.12)

We note that \( S' = S \) when \( Z_G = Z_L = Z_o \), that is, when \( F_G = F_L = 0 \). The explicit expressions for the matrix elements of \( S' \) can be derived as follows:

\[
S_{11}' = \frac{(S_{11} - \Gamma_L^*)(1 - S_{22}F_L) + S_{21}S_{12}F_L}{(1 - S_{11}F_G)(1 - S_{22}F_L) - S_{21}S_{12}F_GF_L} e^{-2j\phi_G}
\]  

\hspace{1cm} (14.7.13a)

\[
S_{22}' = \frac{(S_{22} - \Gamma_L^*)(1 - S_{11}F_G) + S_{11}S_{22}F_G}{(1 - S_{11}F_G)(1 - S_{22}F_L) - S_{11}S_{22}F_GF_L} e^{-2j\phi_L}
\]  

\hspace{1cm} (14.7.13b)

\[
S_{21}' = \frac{\sqrt{1 - |F_G|^2} S_{21} \sqrt{1 - |F_L|^2}}{(1 - S_{11}F_G)(1 - S_{22}F_L) - S_{11}S_{22}F_GF_L} e^{-j(\phi_G + \phi_L)}
\]  

\[
S_{12}' = \frac{\sqrt{1 - |F_L|^2} S_{12} \sqrt{1 - |F_G|^2}}{(1 - S_{11}F_G)(1 - S_{22}F_L) - S_{11}S_{22}F_GF_L} e^{-j(\phi_G + \phi_L)}
\]  

The \( S_{11}', S_{22}' \) parameters can be rewritten in terms of the input and output reflection coefficients by using Eq. (14.13.2) and the following factorization identities:

\[
(S_{11} - \Gamma_L^*)(1 - S_{22}F_L) + S_{21}S_{12}F_L = (\Gamma_m - \Gamma_L^*) (1 - S_{22}F_L)
\]  

\[
(S_{22} - \Gamma_L^*)(1 - S_{11}F_G) + S_{11}S_{22}F_G = (\Gamma_m - \Gamma_L^*) (1 - S_{11}F_G)
\]  

It then follows from Eq. (14.7.13) that:

\[
S_{11}' = \frac{F_m - F_L^*}{1 - F_m F_L} e^{-2j\phi_G}, \quad S_{22}' = \frac{F_{out} - F_G^*}{1 - F_{out} F_G} e^{-2j\phi_L}
\]  

\hspace{1cm} (14.7.14)

Therefore, the mismatch factors (14.6.17) are recognized to be:

\[
M_G = 1 - |S_{11}'|^2, \quad M_L = 1 - |S_{22}'|^2
\]  

\hspace{1cm} (14.7.15)

The power flow relations (14.2.1) into and out of the two-port are also valid in terms of the power wave variables. Using Eq. (14.7.2), it can be shown that:

\[
P_m = \frac{1}{2} \text{Re}[V_m^* I_1] = \frac{1}{2} |a_1'|^2 - \frac{1}{2} |b_1'|^2
\]  

\hspace{1cm} (14.7.16)

\[
P_L = \frac{1}{2} \text{Re}[V_L^* I_2] = \frac{1}{2} |b_2'|^2 - \frac{1}{2} |a_2'|^2
\]  

\hspace{1cm} (14.7.17)

In the definitions (14.7.1), the impedances \( Z_G, Z_L \) are arbitrary normalization parameters. However, if the two-port is actually connected to a generator \( V_G \) with impedance \( Z_G \) and a load \( Z_L \), then the power waves take particularly simple forms. It follows from Fig. 14.1.4 that \( V_Q = V_P + Z_G I_1 \) and \( V_L = Z_L I_2 \). Therefore, definitions Eq. (14.7.1) give:

\[
a_1' = \frac{V_1 + Z_G I_1}{2\sqrt{R_G}} = \frac{V_G}{2\sqrt{R_G}}
\]  

\hspace{1cm} (14.7.18)

\[
a_2' = \frac{V_2 - Z_L I_2}{2\sqrt{R_L}} = 0
\]  

\hspace{1cm} (14.7.19)

\[
b_2' = \frac{V_L + Z_L^* I_2}{2\sqrt{R_L}} = \frac{2R_L}{2\sqrt{R_L}} I_2 = \sqrt{R_L} I_2
\]  

It follows that the available power from the generator and the power delivered to the load are given simply by:

\[
P_{avG} = \frac{|V_G|^2}{8R_G} = \frac{1}{2} |a_1'|^2
\]  

\hspace{1cm} (14.7.20)

\[
P_L = \frac{1}{2} |b_2'|^2 - \frac{1}{2} |a_2'|^2 = \frac{1}{2} |b_2'|^2 = |S_{22}'|^2 \frac{1}{2} |a_1'|^2 = |S_{21}'|^2 P_{avG}
\]  

\hspace{1cm} (14.7.21)

The power expressions (14.7.10) then become:

\[
P_m = \frac{1}{2} |a_1'|^2 - \frac{1}{2} |b_1'|^2 = (1 - |S_{11}'|^2) \frac{1}{2} |a_1'|^2 = (1 - |S_{11}'|^2) P_{avG}
\]  

\hspace{1cm} (14.7.22)

\[
P_L = \frac{1}{2} |b_2'|^2 - \frac{1}{2} |a_2'|^2 = \frac{1}{2} |b_2'|^2 = |S_{22}'|^2 \frac{1}{2} |a_1'|^2 = |S_{21}'|^2 P_{avG}
\]  

\hspace{1cm} (14.7.23)

It follows that the transducer and operating power gains are:

\[
G_T = \frac{P_L}{P_{avG}} = |S_{22}'|^2, \quad G_o = \frac{P_L}{P_m} = \frac{|S_{22}'|^2}{1 - |S_{11}'|^2}
\]  

\hspace{1cm} (14.7.24)
14.8 Simultaneous Conjugate Matching

These also follow from the explicit expressions (14.7.13) and Eqs. (14.6.10) and (14.6.11). We can also express the available power gain in terms of the generalized S-parameters, that is, \( G_T = \frac{|S_{11}^\prime|^2}{1 - |S_{22}^\prime|^2} \). Thus, we summarize:

\[
G_T = |S_{21}^\prime|^2, \quad G_a = \frac{|S_{21}^\prime|^2}{1 - |S_{22}^\prime|^2}, \quad G_p = \frac{|S_{21}^\prime|^2}{1 - |S_{11}^\prime|^2}
\] (14.7.21)

When the load and generator are matched to the network, that is, \( \Gamma_L = \Gamma_L^* \) and \( \Gamma_G = \Gamma_G^* \), the generalized reflections coefficients vanish, \( S_{11} = S_{22} = 0 \), making all the gains equal to each other.

14.8 Simultaneous Conjugate Matching

We saw that the transducer, available, and operating power gains become equal to the maximum available gain \( G_{\text{max}} \) when both the generator and the load are conjugately matched to the two-port, that is, \( \Gamma_L = \Gamma_L^* \) and \( \Gamma_G = \Gamma_G^* \). Using Eq. (14.5.8), these conditions read explicitly:

\[
\begin{align*}
\Gamma_G^* &= S_{11} + \frac{S_{12} S_{21} \Gamma_L}{1 - S_{22} \Gamma_L} = S_{11} - \Delta \Gamma_L \\
\Gamma_L^* &= S_{22} + \frac{S_{12} S_{21} \Gamma_G}{1 - S_{22} \Gamma_G} = S_{22} - \Delta \Gamma_G
\end{align*}
\] (14.8.1)

Assuming a bilateral two-port, Eqs. (14.8.1) can be solved in the two unknowns \( \Gamma_G, \Gamma_L \) (eliminating one of the unknowns gives a quadratic equation for the other.) The resulting solutions can be expressed in terms of the parameters (14.5.1):

\[
\begin{align*}
\Gamma_G &= \frac{B_1 \pm \sqrt{B_1^2 - 4|C_1|^2}}{2|C_1|} \\
\Gamma_L &= \frac{B_2 \pm \sqrt{B_2^2 - 4|C_2|^2}}{2|C_2|}
\end{align*}
\] (simultaneous conjugate match) (14.8.2)

where the minus signs are used when \( B_1 > 0 \) and \( B_2 > 0 \), and the plus signs, otherwise.

A necessary and sufficient condition for these solutions to have magnitudes \(|\Gamma_G| < 1\) and \(|\Gamma_L| < 1\) is that the Rollett stability factor be greater than unity, \( K > 1 \). This is satisfied when the two-port is unconditionally stable, which implies that \( K > 1 \) and \( B_1 > 0, B_2 > 0 \).

A conjugate match exists also when the two-port is potentially unstable, but with \( K > 1 \). Necessarily, this means that \( B_1 < 0, B_2 < 0 \), and also \(|\Delta| < 1\). Such cases are rare in practice. For example, most microwave transistors have either \( K > 1 \) and are stable, or, they are potentially unstable with \( K < 1 \) and \(|\Delta| < 1\).

If the two-port is unilateral, \( S_{12} = 0 \), then the two equations (14.8.1) decouple, so that the optimum conjugately matched terminations are:

\[
\begin{align*}
\Gamma_G &= S_{11}^+, \quad \Gamma_L = S_{22}^+
\end{align*}
\] (unilateral conjugate match) (14.8.3)

The MATLAB function \texttt{smatch} implements Eqs. (14.8.2). It works only if \( K > 1 \). Its usage is as follows:

\[
[g_G, g_L] = \texttt{smatch}(S);
\]

To realize such optimum conjugately matched terminations, matching networks must be used at the input and output of the two-port as shown in Fig. 14.8.1.

The input matching network can be thought as being effectively connected to the input impedance \( Z_{\text{in}} \) at its output terminals. It must transform the load impedance, here \( Z_L \), into the optimum load impedance \( Z_{\text{out}}^* \).

The output matching network must transform the actual load impedance, here \( Z_0 \), into the optimum load impedance \( Z_{\text{out}}^* \).

\[
\begin{align*}
V_G &\leftarrow \text{input matching network} \quad \rightarrow Z_G \\
Z_{\text{in}} &= Z_G^* \\
S &= \text{two-port network} \\
Z_L &\rightarrow \text{output matching network} \\
Z_{\text{out}} &= Z_L^* \\
Z_0 &\leftarrow \text{load}
\end{align*}
\]

Fig. 14.8.1 Input and output matching networks.

The matching networks may be realized in several possible ways, as discussed in Chap. 13. Stub matching, quarter-wavelength matching, or lumped \( T \)-section or \( H \)-section networks may be used. In designing the matching networks, it proves convenient to first design the reverse network as mentioned in Sec. 13.13.

Fig. 14.8.2 shows the procedure for designing the output matching network using a reversed stub matching transformer or a reversed quarter-wave transformer with a parallel stub. In both cases the reversed network is designed to transform the load impedance \( Z_L^\prime \) into \( Z_0 \).

**Example 14.8.1:** A microwave transistor amplifier uses the Hewlett-Packard AT-41410 NPN bipolar transistor having S-parameters at 2 GHz [1848]:

\[
\begin{align*}
S_{11} &= 0.61 \angle 165^\circ, \quad S_{21} = 3.72 \angle 59^\circ, \quad S_{12} = 0.05 \angle 42^\circ, \quad S_{22} = 0.45 \angle -48^\circ
\end{align*}
\]

Determine the optimum conjugately matched source and load terminations, and design appropriate input and output matching networks.

**Solution:** This is the continuation of Example 14.6.1. The transistor is stable with \( K = 1.1752 \) and \(|\Delta| = 0.1086 \). The function \texttt{smatch} gives:

\[
(\Gamma_G, \Gamma_L) = \texttt{smatch}(S) \Rightarrow \Gamma_G = 0.8179 \angle -162.6697^\circ, \quad \Gamma_L = 0.7495 \angle 52.5658^\circ
\]

The corresponding source, load, input, and output impedances are (with \( Z_0 = 50 \Omega \)):

\[
\begin{align*}
Z_G &= Z_{\text{in}}^* = 5.1241 - 7.5417j \Omega, \quad Z_L = Z_{\text{out}}^* = 33.6758 + 91.4816j \Omega
\end{align*}
\]
14.8. Simultaneous Conjugate Matching

In Fig. 14.8.4, the input stub must transform \( Z_1 \) to \( Z_0 \). It can be designed with the help of the function \( \text{stub}1 \), which gives the two solutions:

\[
\begin{bmatrix}
0.3038 & 0.4271 \\
0.1962 & 0.0247
\end{bmatrix}
\]

We choose the lower one, which has the shortest lengths. Thus, the stub length is \( d = 0.1962 \lambda \) and the segment length \( l = 0.0247 \lambda \). Both segments can be realized with microstrips of characteristic impedance \( Z_0 = 50 \Omega \). Similarly, the output matching network can be designed by:

\[
\begin{bmatrix}
0.3162 & 0.1194 \\
0.1838 & 0.2346
\end{bmatrix}
\]

Again, we choose the lower solutions, \( d = 0.1838 \lambda \) and \( l = 0.2346 \lambda \). The solutions using shorted shunt stubs are:

\[
\begin{bmatrix}
0.0538 & 0.4271 \\
0.4462 & 0.0247
\end{bmatrix}, \quad \begin{bmatrix}
0.0662 & 0.1194 \\
0.4338 & 0.2346
\end{bmatrix}
\]

Using microstrip lines with alumina substrate \( (\varepsilon_r = 9.8) \), we obtain the following values:

\[
\begin{align*}
\mu &= \frac{W}{h} = \text{mstripr}(\varepsilon_r, Z_0) = 0.9711 \\
\epsilon_{\text{eff}} &= \text{mstripa}(\varepsilon_r, \mu) = 6.5630 \\
\lambda &= \frac{\lambda_0}{\sqrt{\epsilon_{\text{eff}}}} = 5.8552 \text{ cm}
\end{align*}
\]

where \( \lambda_0 = 15 \text{ cm} \) is the free-space wavelength at 2 GHz. It follows that the actual segment lengths are \( d = 1.1486 \text{ cm} \), \( l = 0.1447 \text{ cm} \) for the input network, and \( d = 1.0763 \text{ cm} \), \( l = 1.3734 \text{ cm} \) for the output network.

In the quarter-wavelength method shown in Fig. 14.8.5, we use the function \( \text{qwt2} \) to carry out the design of the required impedances of the microstrip segments. We have for the input and output networks:

\[
\begin{align*}
[Z_1, Z_2] &= \text{qwt2}(Z_{in}, Z_0) = [28.4817, -11.0232] \Omega \\
[Z_1, Z_2] &= \text{qwt2}(Z_{out}, Z_0) = [118.7832, 103.8782] \Omega
\end{align*}
\]

For the input case, we find \( Z_2 = -11.0232 \Omega \), which means that we should use either a \( 3\lambda/8 \)-shorted stub or a \( \lambda/8 \)-opened one. We choose the latter. Similarly, for the output case, we have \( Z_2 = 103.8782 \Omega \), and we choose a \( 3\lambda/8 \)-opened stub. The parameters of each microstrip segment are:

\[
\begin{align*}
Z_1 &= 28.4817 \Omega, \quad u = 2.5832, \quad \epsilon_{\text{eff}} = 7.2325, \quad \lambda = 5.578 \text{ cm}, \quad \lambda/4 = 1.394 \text{ cm} \\
Z_2 &= 11.0232 \Omega, \quad u = 8.9424, \quad \epsilon_{\text{eff}} = 8.2974, \quad \lambda = 5.207 \text{ cm}, \quad \lambda/8 = 0.651 \text{ cm} \\
Z_1 &= 118.7832 \Omega, \quad u = 0.0656, \quad \epsilon_{\text{eff}} = 5.8790, \quad \lambda = 6.186 \text{ cm}, \quad \lambda/4 = 1.547 \text{ cm} \\
Z_2 &= 103.8782 \Omega, \quad u = 0.1169, \quad \epsilon_{\text{eff}} = 7.9503, \quad \lambda = 6.149 \text{ cm}, \quad 3\lambda/8 = 2.306 \text{ cm}
\end{align*}
\]
Finally, the designs using L-sections shown in Fig. 14.8.6, can be carried out with the help of the function \texttt{lmatch}. We have the dual solutions for the input and output networks:

\[
[X_1, X_2] = \texttt{lmatch}(Z_0, Z_{\text{in}}, 'n') = \begin{bmatrix}
16.8955 & -22.7058 \\
-16.8955 & 7.6223
\end{bmatrix}
\]

\[
[X_1, X_2] = \texttt{lmatch}(Z_{\text{out}}, Z_0, 'n') = \begin{bmatrix}
57.9268 & -107.7472 \\
502.4796 & 7.6223
\end{bmatrix}
\]

According to the usage of \texttt{lmatch}, the output network transforms \(Z_0\) into \(Z_{\text{out}}\), but that is equal to \(Z_2\) as required.

Choosing the first rows as the solutions in both cases, the shunt part \(X_1\) will be inductive and the series part \(X_2\), capacitive. At 2 GHz, we find the element values:

\[
L_1 = \frac{X_1}{\omega} = 1.3445 \, \text{nH}, \quad C_1 = -\frac{1}{\omega X_2} = 3.5047 \, \text{pF}
\]

\[
L_2 = \frac{X_1}{\omega} = 4.6097 \, \text{nH}, \quad C_2 = -\frac{1}{\omega X_2} = 0.7386 \, \text{pF}
\]

The output network, but not the input one, also admits a reversed L-section solution:

\[
[X_1, X_2] = \texttt{lmatch}(Z_{\text{out}}, Z_0, 'r') = \begin{bmatrix}
71.8148 & 68.0353 \\
-71.8148 & 114.9280
\end{bmatrix}
\]

The essential MATLAB code used to generate the above results was as follows:

```matlab
Z0 = 50; f = 2; w=2*pi*f; la0 = 30/f; er = 9.8; % f in GHz
S = smat([0.61 165 3.72 59 0.05 42 0.45 -48]); % S-matrix
[gG,gL] = smatch(S); % simultaneous conjugate match
smith;
plot(gG, '.'); plot(conj(S(1,1)), 'o');
plot(gL, '.'); plot(conj(S(2,2)), 'o');
ZG = g2z(gG,Z0); Zin = conj(ZG);
ZL = g2z(gL,Z0); Zout = conj(ZL);
dl1 = stub1(Zin/Z0, 'po');
dl2 = stub1(Zout/Z0, 'po');
u = mstrip(9.8,Z0);
\text{eff} = mstripa(9.8,u);
la = la0/sqrt(\text{eff});

\[
[Z1,Z2] = \texttt{qwt2}(Zin, Z0); \quad [Z1,Z2] = \texttt{qwt2}(Zout, Z0);
\]

\[
\begin{align*}
\text{X12} &= \texttt{lmatch}(Z0,Zin, 'n'); \\
\text{L1} &= \frac{\text{X12}(1,1)}{w}; \quad \text{C1} = -\frac{1}{w \times \text{X12}(1,2)} \times 1e3; \\
\text{X12} &= \texttt{lmatch}(Zout,Z0, 'n'); \\
\text{L2} &= \frac{\text{X12}(1,1)}{w}; \quad \text{C2} = -\frac{1}{w \times \text{X12}(1,2)} \times 1e3; \\
\text{X12} &= \texttt{lmatch}(Zout,Z0, 'r');
\end{align*}
\]

One could replace the stubs with balanced stubs, as discussed in Sec. 13.9, or use II- or T-sections instead of L-sections.

\subsection*{14.9 Power Gain Circles}

For a stable two-port, the maximum transducer gain is achieved at single pair of points \(\Gamma_G, \Gamma_L\). When the gain \(G\) is required to be less than \(G_{\text{MAG}}\), there will be many possible pairs \(\Gamma_G, \Gamma_L\); at which the gain \(G\) is realized. The locus of such points \(\Gamma_G, \Gamma_L\) on the \(\Gamma\)-plane is typically a circle of the form:

\[
|\Gamma - c| = r \tag{14.9.1}
\]

where \(c, r\) are the center and radius of the circle and depend on the desired value of the gain \(G\).

In practice, several types of such circles are used, such as unilateral, operating, and available power gain circles, as well as constant noise figure circles, constant SWR circles, and others.

The gain circles allow one to select appropriate values for \(\Gamma_G, \Gamma_L\), that, in addition to providing the desired gain, also satisfy other requirements, such as striking a balance between minimizing the noise figure and maximizing the gain.

The MATLAB function \texttt{sgcirc} calculates the stability circles as well as the operating, available, and unilateral gain circles. Its complete usage is:

```matlab
[c,r] = sgcirc(S,'s'); \quad \% source stability circle
[c,r] = sgcirc(S,'l'); \quad \% load stability circle
[c,r] = sgcirc(S,'p','G'); \quad \% operating power gain circle
[c,r] = sgcirc(S,'a','G'); \quad \% available power gain circle
```
14.10 Unilateral Gain Circles

Unilateral input gain circle
\[ [c, r] = \text{sgcire}(S, 'ui', G); \]

Unilateral output gain circle
\[ [c, r] = \text{sgcire}(S, 'uo', G); \]

where in the last four cases \( G \) is the desired gain in dB.

14.10 Unilateral Gain Circles

We consider only the unconditionally stable unilateral case, which has \( |S_{11}| < 1 \) and \( |S_{22}| < 1 \). The dependence of the transducer power gain on \( G_L \) and \( G \) decouples and the value of the gain may be adjusted by separately choosing \( G_L \) and \( G \). We have from Eq. (14.6.14):

\[
G_T = \frac{1 - |G_L|^2}{|1 - S_{11} G_L|^2} \frac{1 - |G|^2}{|1 - S_{22} G_L|^2} = G \frac{|S_{21}|^2}{G_L} \quad (14.10.1)
\]

The input and output gain factors \( G_L, G \) satisfy the inequalities (14.6.24). Concentrating on the output gain factor, the corresponding gain circle is obtained as the locus of points \( G_L \) that will lead to a fixed value, say \( G_L = G \), which necessarily must be less than the maximum \( G_2 \) given in Eq. (14.6.23), that is,

\[
\frac{1 - |G_L|^2}{|1 - S_{22} G_L|^2} = G \leq G_2 = \frac{1}{1 - |S_{22}|^2} \quad (14.10.2)
\]

Normalizing the gain \( G \) to its maximum value \( g = G/G_2 = (1 - |S_{22}|^2) \), we may rewrite (14.10.2) in the form:

\[
\frac{1 - |G_L|^2}{|1 - S_{22} G_L|^2} (1 - |S_{22}|^2) = g \leq 1 \quad (14.10.3)
\]

This equation can easily be rearranged into the equation of a circle \(|G_L - c| = r\), with center and radius given by:

\[
c = \frac{g S_{22}^*}{1 - (1-g)|S_{22}|^2}, \quad r = \frac{\sqrt{1 - g(1 - |S_{22}|^2)}}{1 - (1-g)|S_{22}|^2} \quad (14.10.4)
\]

When \( g = 1 \) or \( G = G_2 \), the gain circle collapses onto a single point, that is, the optimum point \( G_L = S_{22}^* \). Similarly, we find for the constant gain circles of the input gain factor:

\[
c = \frac{g S_{11}^*}{1 - (1-g)|S_{11}|^2}, \quad r = \frac{\sqrt{1 - g(1 - |S_{11}|^2)}}{1 - (1-g)|S_{11}|^2} \quad (14.10.5)
\]

where here, \( g = G/G_1 = G(1 - |S_{11}|^2) \) and the circles are \(|G_L - c| = r\).

Both sets of \( c, r \) satisfy the conditions \(|c| < 1 \) and \(|c| + r < 1 \), the latter implying that the circles lie entirely within the unit circle \(|G| < 1 \), that is, within the Smith chart.

**Example 14.10.1:** A unilateral microwave transistor has S-parameters:

\[
S_{11} = 0.8 \angle 120^\circ, \quad S_{21} = 4 \angle 60^\circ, \quad S_{12} = 0, \quad S_{22} = 0.2 \angle -30^\circ
\]

The MATLAB code used to generate these circles was:

```matlab
S = smat([0.8, 0.8, 4, 60, 0, 0, 0.2, -30]);
[c1,r1] = sgcirc(S,'ui',1);
c2,r2 = sgcirc(S,'ui',2);
c3,r3 = sgcirc(S,'ui',3);
smith; smithcir(c1,r1); smithcir(c2,r2); smithcir(c3,r3);
c = exp(-j*angle(S(1,1))); line([0,real(c)], [0,imag(c)]);
```

The unilateral MAG and the maximum input and output gains are obtained as follows:

\[
G_{MAG, u} = \text{sgain}(S, 'u') = 16.66 \text{ dB}
\]

\[
G_1 = \text{sgain}(S, 'ui') = 4.44 \text{ dB}
\]

\[
G_2 = \text{sgain}(S, 'uo') = 0.18 \text{ dB}
\]

Most of the gain is accounted for by the factor \( |S_{21}|^2 \), which is 12.04 dB. The constant input gain circles for \( G = 1, 2, 3 \) dB are shown in Fig. 14.10.1. Their centers lie along the ray to \( S_{11} \). For example, the center and radius of the 3-dB case were computed by

\[
[c_3, r_3] = \text{sgcire}(S, 'ui', 3) \Rightarrow c_3 = 0.701 \angle -120^\circ, \quad r_3 = 0.233
\]

**Fig. 14.10.1 Unilateral input gain circles.**

Because the output does not provide much gain, we may choose the optimum value \( G_L = S_{22}^* = 0.2 \angle 30^\circ \). Then, with any point \( G_L \) along the 3-dB input gain circle the total transducer gain will be in dB:

\[
G_T = G + |S_{21}|^2 + G_L = 3 + 12.04 + 0.18 = 15.22 \text{ dB}
\]

Points along the 3-dB circle are parametrized as \( G_L = c_3 + r_3 e^{i\phi} \), where \( \phi \) is any angle. Choosing \( \phi = \text{arg}(S_{11}) - \pi \) will correspond to the point on the circle that lies closest to the origin, that is, \( F_L = 0.468 \angle -120^\circ \), as shown in Fig. 14.10.1. The corresponding generator and load impedances will be:

\[
Z_G = 69.21 + 14.42 j \Omega, \quad Z_L = 23.15 - 24.02 j \Omega
\]
14.11 Operating and Available Power Gain Circles

Because the transducer power gain \( G_T \) depends on two independent parameters—the source and load reflection coefficients—it is difficult to find the simultaneous locus of points for \( G_T = G_p \) that will result in a given value for the gain.

If the generator is matched, \( \Gamma_{\text{in}} = \Gamma_0^2 \), then the transducer gain becomes equal to the operating gain \( G_T = G_p \) and depends only on the load reflection coefficient \( \Gamma_L \). The locus of points \( \Gamma_L \) that result in fixed values of \( G_p \) are the operating power gain circles. Similarly, the available power gain circles are obtained by matching the load end, \( \Gamma_L = \Gamma_{\text{out}} \), and varying \( \Gamma_G \) to achieve fixed values of the available power gain.

Using Eqs. (14.6.11) and (14.5.8), the conditions for achieving a constant value, say \( G_p \), for the operating or the available power gains are:

\[
G_p = \frac{1}{1 - |\Gamma_{\text{in}}|^2} |S_{21}|^2 G_T \left( \frac{1 - |\Gamma_L|^2}{1 - |S_{22}|^2|\Gamma_L|^2} \right) = G_T \left( \frac{1 - |\Gamma_L|^2}{1 - |S_{22}|^2|\Gamma_L|^2} \right) = G_p, \quad \Gamma_{G}' = \Gamma_{\text{in}} = \frac{S_{11} - \Delta \Gamma_L}{1 - S_{22} \Gamma_L}
\]

\[
G_a = \frac{1 - |\Gamma_G|^2}{1 - |S_{21}|^2} |S_{21}|^2 \left( \frac{1}{1 - |\Gamma_{\text{out}}|^2} \right) = G_T \left( \frac{1 - |\Gamma_G|^2}{1 - |S_{21}|^2} \right) = G_T \left( \frac{1 - |\Gamma_G|^2}{1 - |S_{21}|^2} \right) = G_a, \quad \Gamma_{L}' = \Gamma_{\text{out}} = \frac{S_{22} - \Delta \Gamma_G}{1 - S_{11} \Gamma_G}
\]

(14.11.1)

14. S-Parameters

We consider the operating gain first. Defining the normalized gain \( g = G/|S_{21}|^2 \), substituting \( \Gamma_{\text{in}} \), and using the definitions (14.5.1), we obtain the condition:

\[
g = \frac{1 - |\Gamma_L|^2}{1 - S_{22} |\Gamma_L|^2 - |S_{11} - \Delta \Gamma_L|^2}
\]

\[
= \frac{1 - |\Gamma_L|^2}{\left( |S_{22}|^2 - |\Delta|^2 \right) |\Gamma_L|^2} - (S_{22} - \Delta S_{11}) \Gamma_L - (S_{22} - \Delta S_{11}) \Gamma_L + 1 - |S_{11}|^2
\]

\[
= \frac{1 - |\Gamma_L|^2}{D_2 |\Gamma_L|^2 - C_2 \Gamma_L - C_2 |\Gamma_L|^2 + 1 - |S_{11}|^2}
\]

This can be rearranged into the form:

\[
|\Gamma_L|^2 = \frac{g C_2}{1 + g D_2} - \frac{g C_2^*}{1 + g D_2} \Gamma_L = \frac{1 - g(1 - |S_{11}|^2)}{1 + g D_2}
\]

and then into the circle form:

\[
|\Gamma_L - \frac{g C_2^*}{1 + g D_2}|^2 = \frac{g^2 |C_2|^2}{(1 + g D_2)^2} + \frac{1 - g(1 - |S_{11}|^2)}{1 + g D_2}
\]

Using the identities (14.5.2) and \( 1 - |S_{11}|^2 = 2 K |S_{12} S_{21}| + D_2 \), which follows from (14.5.1), the right-hand side of the above circle form can be written as:

\[
\frac{g^2 |C_2|^2}{(1 + g D_2)^2} + \frac{1 - g(1 - |S_{11}|^2)}{1 + g D_2} = \frac{g^2 |S_{12} S_{21}|^2 - 2 g K |S_{12} S_{21}| + 1}{(1 + g D_2)^2}
\]

(14.11.2)

Thus, the operating power gain circle will be \( |\Gamma_L - c|^2 = r^2 \) with center and radius:

\[
c = \frac{g C_2^*}{1 + g D_2}, \quad r = \frac{\sqrt{g^2 |S_{12} S_{21}|^2 - 2 g K |S_{12} S_{21}| + 1}}{|1 + g D_2|}
\]

(14.11.3)

The points \( \Gamma_L \) on this circle result into the value \( G_p = G \) for the operating gain. Such points can be parametrized as \( \Gamma_L = c + r e^{j \phi} \), where \( 0 \leq \phi \leq 2 \pi \). As \( \Gamma_L \) traces this circle, the conjugately matched source coefficient \( \Gamma_G^* \) will also trace a circle because \( \Gamma_{\text{in}} \) is related to \( \Gamma_L \) by the bilinear transformation (14.5.8).

In a similar fashion, we find the available power gain circles to be \( |\Gamma_G - c|^2 = r^2 \), where \( g = G/|S_{21}|^2 \) and:

\[
c = \frac{g C_1^*}{1 + g D_1}, \quad r = \frac{\sqrt{g^2 |S_{12} S_{21}|^2 - 2 g K |S_{12} S_{21}| + 1}}{|1 + g D_1|}
\]

(14.11.4)

We recall from Sec. 14.5 that the centers of the load and source stability circles were \( c_L = C_2^* / D_2 \) and \( c_G = C_2^* / D_1 \). It follows that the centers of the operating power gain circles are along the same ray as \( c_L \), and the centers of the available gain circles are along the same ray as \( c_G \).
For an unconditionally stable two-port, the gain \( G \) must be \( 0 \leq G \leq G_{\text{MAG}} \), with \( G_{\text{MAG}} \) given by Eq. (14.6.20). It can be shown easily that the quantities under the square roots in the definitions of the radii \( r \) in Eqs. (14.11.3) and (14.11.4) are non-negative. The gain circles lie inside the unit circle for all such values of \( G \). The radii \( r \) vanish when \( G = G_{\text{MAG}} \), that is, the circles collapse into single points corresponding to the simultaneous conjugate matched solutions of Eq. (14.8.2).

The MATLAB function \texttt{sgcirc} calculates the center and radii \( c, r \) of the operating and available power gain circles. It has usage, where \( G \) must be entered in dB:

\[
[c, r] = \text{sgcirc}(S, 'p', G); \quad \text{operating power gain circle}
\]
\[
[c, r] = \text{sgcirc}(S, 'a', G); \quad \text{available power gain circle}
\]

**Example 14.11.1:** A microwave transistor amplifier uses the Hewlett-Packard AT-41410 NPN bipolar transistor with the following S-parameters at 2 GHz [1848]:

\[
S_{11} = 0.61 \angle 165^\circ, \quad S_{21} = 3.72 \angle 59^\circ, \quad S_{12} = 0.05 \angle 240^\circ, \quad S_{22} = 0.45 \angle -48^\circ
\]

Calculate \( G_{\text{MAG}} \) and plot the operating and available power gain circles for \( G = 13, 14, 15 \) dB. Then, design source and load matching circuits for the case \( G = 15 \) dB by choosing the reflection coefficient that has the smallest magnitude.

**Solution:** The MAG was calculated in Example 14.6.1, \( G_{\text{MAG}} = 16.18 \) dB. The gain circles and the corresponding load and source stability circles are shown in Fig. 14.11.1. The operating gain and load stability circles were computed and plotted by the MATLAB statements:

\[
[c1, r1] = \text{sgcirc}(S, 'p', 13); \quad \% c1 = 0.4443 \angle 52.56^\circ, r1 = 0.5212
\]
\[
[c2, r2] = \text{sgcirc}(S, 'p', 14); \quad \% c2 = 0.5297 \angle 52.56^\circ, r2 = 0.4205
\]
\[
[c3, r3] = \text{sgcirc}(S, 'p', 15); \quad \% c3 = 0.6253 \angle 52.56^\circ, r3 = 0.2968
\]
\[
[c1, rL] = \text{sgcirc}(S, 'l'); \quad \% c1 = 2.0600 \angle 52.56^\circ, rL = 0.9753
\]
\[
\text{smith; smithcir(cL, rL, 1.7);} \quad \% \text{display portion of circle with } |r_L| \leq 1.7
\]
\[
\text{smithcir(c1, r1); smithcir(c2, r2); smithcir(c3, r3);} \quad \% \text{plot source and load gain circles}
\]

The gain circles lie entirely within the unit circle, for example, we have \( r_3 + |c_3| = 0.9221 < 1 \), and their centers lie along the ray of \( c_1 \). As \( G \) traces the 15-dB circle, the corresponding \( G_{\text{L}} \) also traces its own circle, also lying within the unit circle. The following MATLAB code computes and adds that circle to the above Smith chart plots:

\[
\phi = 15 \times \text{space}(0, 2 \times \pi, 361); \quad \% \text{equally spaced angles at } 1^\circ \text{ intervals}
\]
\[
gamma = \text{circ}(\text{gamma}(S, 15 \times \text{G}));
\]
\[
\text{plot(gamma);}
\]

In particular, the point \( G_L \) on the 15-dB circle that lies closest to the origin is \( G_L = c_1 - r_1 e^{i \arg c_1} = 0.3285 \angle 52.56^\circ \). The corresponding matched load will be \( G_L = G_{\text{L}} = 0.6805 \angle 163.88^\circ \). These and the corresponding source and load impedances were computed by the MATLAB statements:

\[
\text{gL} = c_3 - r_3 e^{i \arg(c_3)}; \quad \% \text{points on 15-dB available gain circle}
\]
\[
gG = \text{conj}(\text{gamma}(S, 15 \times \text{G})); \quad \% \text{circle of conjugate matched source points}
\]

\[
zL = g2z(gL);
\]

\[
zL = g2z(gG);
\]

The source and load impedances normalized to \( Z_0 = 50 \text{ ohm} \) are:

\[
zL = \frac{Z_L}{Z_0} = 0.1938 - 0.1363j, \quad zL = \frac{Z_L}{Z_0} = 1.2590 + 0.7361j
\]

The matching circuits can be designed in a variety of ways as in Example 14.8.1. Using open shunt stubs, we can determine the stub and line segment lengths with the help of the function \texttt{stub1}:

\[
dl = \text{stub1}(zL, 'po') = \begin{bmatrix} 0.3286 & 0.4122 \\ 0.1714 & 0.0431 \end{bmatrix}
\]
\[
dl = \text{stub1}(zL, 'po') = \begin{bmatrix} 0.4033 & 0.0786 \\ 0.0967 & 0.2754 \end{bmatrix}
\]

In both cases, we may choose the lower solutions as they have shorter total length \( d + l \). The available power gain circles can be determined in a similar fashion with the help of the MATLAB statements:

\[
[c1, r1] = \text{sgcirc}(S, 'a', 13); \quad \% c1 = 0.5384 \angle -162.67^\circ, r1 = 0.4373
\]
\[
[c2, r2] = \text{sgcirc}(S, 'a', 14); \quad \% c2 = 0.6227 \angle -162.67^\circ, r2 = 0.3422
\]
\[
[c3, r3] = \text{sgcirc}(S, 'a', 15); \quad \% c3 = 0.7111 \angle -162.67^\circ, r3 = 0.2337
\]
\[
[cG, rG] = \text{sgcirc}(S, 's'); \quad \% cG = 1.5748 \angle -162.67^\circ, rG = 0.5162
\]

\[
\text{smith; smithcir(cG, rG);} \quad \% \text{plot entire source stability circle}
\]
\[
\text{smithcir(c1, r1); smithcir(c2, r2); smithcir(c3, r3);} \quad \% \text{plot entire source stability circle}
\]

Again, the circles lie entirely within the unit circle. As \( G_L \) traces the 15-dB circle, the corresponding matched load \( G_{\text{L}} = G_{\text{out}} \) traces its own circle on the \( \Gamma \)-plane. It can be plotted with:

\[
\phi = 15 \times \text{space}(0, 2 \times \pi, 361); \quad \% \text{equally spaced angles at } 1^\circ \text{ intervals}
\]
\[
gammaG = cG + rG e^{i \arg(cG)}; \quad \% \text{points on 15-dB available gain circle}
\]
\[
gammaG = \text{conj}(\text{gamma}(S, \text{gammaG})); \quad \% \text{circle of conjugate matched loads}
\]

\[
\text{plot(gammaG);}
\]
14.11. Operating and Available Power Gain Circles

In particular, the point \( I_G = c_1 - r_3 e^{jBc_3} = 0.4774 \angle -162.67^\circ \) lies closest to the origin. The corresponding matched load will have \( I_L = I_{\text{out}} = 0.5728 \angle 50.76^\circ \). The resulting normalized impedances are:

\[
z_G = \frac{Z_G}{\rho_0} = 0.3609 - 0.1329 j, \quad z_L = \frac{Z_L}{\rho_0} = 1.1135 + 1.4704 j
\]

and the corresponding stub matching networks will have lengths:

\[
stub1(z_G^*, \ 'po') = \begin{bmatrix} 0.3684 \\ 0.1316 \\ 0.3905 \\ 0.0613 \end{bmatrix}, \quad stub1(z_L^*, \ 'po') = \begin{bmatrix} 0.3488 \\ 0.1512 \\ 0.1030 \\ 0.2560 \end{bmatrix}
\]

The lower solutions have the shortest lengths. For both the operating and available gain cases, the stub matching circuits will be similar to those in Fig. 14.8.4.

When the two-port is potentially unstable (but with \(|S_{11}| < 1 \) and \(|S_{22}| < 1\)) the stability circles intersect with the unit-circle, as shown in Fig. 14.5.2. In this case, the operating and available power gain circles also intersect the unit-circle and at the same points as the stability circles.

We demonstrate this in the specific case of \( K < 1, |S_{11}| < 1, |S_{22}| < 1\), but with \( D_2 > 0\), an example of which is shown in Fig. 11.9.2. The intersection of an operating gain circle with the unit-circle is obtained by setting \( |I_L| = 1 \) in the circle equation:

\[
|I_L - c| = r
\]

Writing \( I_L = e^{j\theta} \) and \( c = |c|e^{j\theta_c} \), we have:

\[
r^2 = |I_L - c|^2 = 1 - 2 |c| \cos(\theta - \theta_c) + |c|^2 \Rightarrow \cos(\theta - \theta_c) = \frac{1 + |c|^2 - r^2}{2|c|}
\]

Similarly, the intersection of the load stability circle with the unit-circle leads to the relationship:

\[
r^2 = |I_L - c_L|^2 = 1 - 2 |c_L| \cos(\theta - \theta_c) + |c_L|^2 \Rightarrow \cos(\theta - \theta_c) = \frac{1 + |c_L|^2 - r_L^2}{2|c_L|}
\]

Because \( c = gC_2^*/(1 + gD_2) \), \( c_L = C_2^*/D_2 \), and \( D_2 > 0 \), it follows that the phase angles of \( c \) and \( c_L \) will be equal, \( \theta_c = \theta_c \). Therefore, in order for the load stability circle and the gain circle to intersect the unit-circle at the same \( I_L = e^{j\theta}, \) the following condition must be satisfied:

\[
\cos(\theta - \theta_c) = \frac{1 + |c|^2 - r^2}{2|c|} = \frac{1 + |c_L|^2 - r_L^2}{2|c_L|} \quad (14.11.5)
\]

Using the identities \( 1 - |S_{11}|^2 = B_2 - D_2 \) and \( 1 - |S_{11}|^2 = (|c_L|^2 - r_L^2)D_2 \), which follow from Eqs. (14.5.1) and (14.5.6), we obtain:

\[
\frac{1 + |c_L|^2 - r_L^2}{2|c_L|} = \frac{1 + (B_2 - D_2)/D_2}{2|C_2|/|D_2|} = \frac{B_2}{2|C_2|}
\]

where we used \( D_2 > 0 \). Similarly, Eq. (14.11.2) can be written in the form:

\[
r^2 = |c|^2 + \frac{1 - g(B_2 - D_2)}{1 + gD_2 - 1} \Rightarrow |c|^2 - r^2 = \frac{g(1 - |S_{11}|^2) - 1}{1 + gD_2 - 1} = \frac{g(B_2 - D_2) - 1}{1 + gD_2}
\]

Therefore, we have:

\[
1 + |c|^2 - r^2 = \frac{1 + (g(B_2 - D_2) - 1) / (1 + gD_2)}{2|c|} = \frac{B_2}{2|C_2|}
\]

Thus, Eq. (14.11.5) is satisfied. This condition has two solutions for \( \theta_2 \) that correspond to the two points of intersection with the unit-circle. When \( D_2 > 0 \), we have \( \arg c = \arg C_2^* = -\arg C_2 \). Therefore, the two solutions for \( I_L = e^{j\theta_c} \) will be:

\[
I_L = e^{j\theta_c}, \quad \theta_L = -\arg(C_2) \pm \cos \left( \frac{B_2}{2|C_2|} \right)
\]

Similarly, the points of intersection of the unit-circle and the available gain circles and source stability circle are:

\[
I_G = e^{j\theta_c}, \quad \theta_G = -\arg(C_1) \pm \cos \left( \frac{B_1}{2|C_1|} \right)
\]

Actually, these expressions work also when \( D_2 < 0 \) or \( D_1 < 0 \).

Example 14.11.2: The microwave transistor Hewlett-Packard AT-41140 NPN is potentially unstable at 1 GHz with the following S-parameters (1848):

\[
S_{11} = 0.6 - 163^\circ, \quad S_{21} = 7.12 - 86^\circ, \quad S_{12} = 0.039 - 35^\circ, \quad S_{22} = 0.50 - 38^\circ
\]

Calculate \( G_{\text{msg}} \) and plot the operating and available power gain circles for \( G = 20, 21, 22 \) dB. Then, design source and load matching circuits for the 22-dB case by choosing the reflection coefficients that have the smallest magnitudes.

Solution: The MSG computed from Eq. (14.6.21) is \( G_{\text{msg}} = 22.61 \) dB, Fig. 14.11.2 depicts the operating and available power gain circles as well as the load and source stability circles. The stability parameters are: \( K = 0.7667, \mu = 0.8643, |\Delta_1| = 0.1983, D_1 = 0.3242, D_2 = 0.2142 \). The computations and plots are done with the following MATLAB code:

\[
S = \text{smat}([0.60, -163, 7.12, 86, 0.039, 35, 0.50, -38]); \quad \% \text{S-parameters}
K = 0.7667; \mu = 0.8643; |\Delta_1| = 0.1983; D_1 = 0.3242; D_2 = 0.2142. \quad \% \text{Stability parameters}
Gmsg = \text{db} \left( \text{sgain}(S,'msg') \right); \quad \% G_{\text{msg}} = 22.61 \text{ dB}
\]

\[
\begin{align*}
&\{c_1, r_1\} = \text{sgirc}(S, \{'p',20\}); \quad \% \text{operating power gain circles:} \\
&\{c_2, r_2\} = \text{sgirc}(S, \{'p',21\}); \quad \% c_2 = 0.7502 \angle 50.60^\circ, r_2 = 0.4221 \\
&\{c_3, r_3\} = \text{sgirc}(S, \{'p',22\}); \quad \% c_3 = 0.86866 \angle 50.60^\circ, r_3 = 0.3893 \\
&\{c_4, r_4\} = \text{sgirc}(S, \{'s',1\}); \quad \% \text{load and source stability circles:} \\
&\{c_5, r_5\} = \text{sgirc}(S, \{'s',2\}); \quad \% c_5 = 2.1608 \angle 50.60^\circ, r_5 = 1.2965 \\
&\{c_6, r_6\} = \text{smirc}(S,\{'c',1.5\}); \quad \% \text{smirc}(S,\{'c',1.5\}); \quad \% \text{smirc}(S,\{'c',3\}); \quad \% \text{plot Smith charts} \\
&\{c_7, r_7\} = \text{smirc}(S,\{'r',1.5\}); \quad \% \text{smirc}(S,\{'r',1.5\}); \quad \% \text{smirc}(S,\{'r',3\}); \quad \% \text{plot gain circles} \\
&\text{plot}(gL, \{'.',':\}); \quad \% gL = c - r^3 e^{j\angle(c3)} \\
&\text{plot}(gG, \{'.',':\}); \quad \% gG = \text{conj}(\text{sgin}(S,gL)) \\
&\text{plot}(gC, \{'.',':\}); \quad \% \text{gC = } \text{conj}(\text{sgin}(S,gL)) \\
\end{align*}
\]

\^The function db converts absolute scales to dB. The function ab converts from dB to absolute units.
14.12 Noise Figure Circles

Every device is a source of internally generated noise. The noise entering the device and the internal noise must be added to obtain the total input system noise. If the device is an amplifier, the total system noise power will be amplified at the output by the gain of the device. If the output load is matched, this gain will be the available gain.

The internally generated noise is quantified in practice either by the effective noise temperature \( T_e \), or by the noise figure \( F \) of the device. The internal noise power is given by \( P_n = kT_eB \), where \( k \) is the Boltzmann constant and \( B \) the bandwidth in Hz. These concepts are discussed further in Sec. 16.8. The relationship between \( T_e \) and \( F \) is defined in terms of a standard reference temperature \( T_0 = 290 \text{ K} \) (degrees Kelvin):

\[
F = 1 + \frac{T_e}{T_0}
\] (14.12.1)

The noise figure is usually quoted in dB, \( F_{\text{dB}} = 10 \log_{10} F \). Because the available gain \( \Gamma_G \) is usually quoted in dB, so will the noise figure.

The optimum source impedance \( Z_{G_{\text{opt}}} \) corresponds to the minimum noise figure \( F_{\text{min}} \) that can be achieved by the two-port. For other values of \( Z_G \), the noise figure is greater than \( F_{\text{min}} \) and is given by \[117–120\]:

\[
F = F_{\text{min}} + \frac{R_n}{R_G|Z_{G_{\text{opt}}}|^2} |Z_G - Z_{G_{\text{opt}}}|^2
\] (14.12.2)

where \( R_G = \text{Re}(Z_G) \) and \( R_n \) is an equivalent noise resistance. We note that \( F = F_{\text{min}} \) when \( Z_G = Z_{G_{\text{opt}}} \). Defining the normalized noise resistance \( r_n = R_n/Z_0 \), where \( Z_0 = 50 \) ohm, we may write Eq. (14.12.2) in terms of the corresponding source reflection coefficients:

\[
F = F_{\text{min}} + 4r_n \frac{|\Gamma_G - \Gamma_{G_{\text{opt}}}|^2}{1 + |\Gamma_{G_{\text{opt}}}|^2(1 - |\Gamma_G|^2)}
\] (14.12.3)

The parameters \( F_{\text{min}}, r_n, \) and \( \Gamma_{G_{\text{opt}}} \) characterize the noise properties of the two-port and are usually known.

In designing low-noise microwave amplifiers, one would want to achieve the minimum noise figure and the maximum gain. Unfortunately, the optimum source reflection coefficient \( \Gamma_{G_{\text{opt}}} \) does not necessarily correspond to the maximum available gain.

The noise figure circles and the available gain circles are useful tools that allow one to obtain a balance between low noise and high gain designs. The noise figure circles are the locus of points \( \Gamma_G \) that correspond to fixed values of \( F \). They are obtained by rewriting Eq. (14.12.3) as the equation of a circle \( |\Gamma_G - c|^2 = r^2 \). We write Eq. (14.12.3) in the form:

\[
|\Gamma_G - \Gamma_{G_{\text{opt}}}|^2 = N, \quad \text{where } N = \frac{(F - F_{\text{min}})(1 + |\Gamma_{G_{\text{opt}}}|^2)}{4r_n}
\] (14.12.4)

which can be rearranged into the circle equation:

\[
|\Gamma_G - \Gamma_{G_{\text{opt}}}|^2 = \frac{N^2 + N(1 - |\Gamma_{G_{\text{opt}}}|^2)}{(N + 1)^2}
\]

Thus, the center and radius of the noise figure circle are:

\[
c = \frac{\Gamma_{G_{\text{opt}}}}{N + 1}, \quad r = \sqrt{\frac{N^2 + N(1 - |\Gamma_{G_{\text{opt}}}|^2)}{N + 1}}
\] (14.12.5)
The MATLAB function `nfcirc` implements Eq. (14.12.5). Its inputs are the noise parameters $F_{\text{min}}$, $r_n$, $\Gamma_{\text{Gopt}}$, and the desired value of $F$ in dB, and its outputs are $c, r$:

$$[c, r] = \text{nfcirc}(F, F_{\text{min}}, r_n, g_{\text{Gopt}});$$  \hspace{1cm} \% noise figure circles

The function `nfig` implements Eq. (14.12.3). Its inputs are $F_{\text{min}}$, $r_n$, and $\Gamma_{\text{Gopt}}$, and a vector of values of $\Gamma_G$, and its output is the corresponding vector of values of $F$:

$$F = \text{nfig}(F_{\text{min}}, r_n, g_{\text{Gopt}});$$  \hspace{1cm} \% calculate noise figure

Example 14.12.1: The microwave transistor of Example 14.11.1 has the following noise parameters at 2 GHz [1848]: $F_{\text{min}} = 1.6$ dB, $r_n = 0.16$, and $\Gamma_{\text{Gopt}} = 0.26\angle172^\circ$.

Determine the matched load $\Gamma_{Lopt}$ corresponding to $\Gamma_{\text{Gopt}}$ and calculate the available gain.

Then, plot the noise figure circles for $F = 1.7, 1.8, 1.9, 2.0$ dB.

For the 1.8-dB noise figure circle, determine $\Gamma_G, \Gamma_L$ that correspond to the maximum possible available gain and design appropriate input and output matching networks.

Solution: The conjugate matched load corresponding to $\Gamma_{\text{Gopt}}$ is:

$$\Gamma_{Lopt} = \Gamma_{\text{opt}}^* = \left[\frac{S_{22} - \Delta \Gamma_{\text{Gopt}}}{1 - S_{11} \Gamma_{\text{Gopt}}}\right]^* = 0.4927\angle52.50^\circ$$

The value of the available gain at $\Gamma_{\text{Gopt}}$ is $G_{\text{A, opt}} = 13.66$ dB. This is to be compared with the MAG of 16.18 dB determined in Example 14.11.1. To increase the available gain, we must also increase the noise figure. Fig. 14.12.1 shows the locations of the optimum reflection coefficients, as well as several noise figure circles.

The MATLAB code for generating this graph was:

```matlab
S = smat([0.61, 165, 3.72, 59, 0.05, 42, 0.45, -48]);
Fmin = 1.6; rn = 0.16; gGopt = p2c(0.26, 172);

Gmag = db(sgain(S,'mag'));
Gaopt = db(sgain(S,gGopt,'a'));
Glopt = conj(gout(S,gGopt));
[c1, r1] = nfcirc(1.7, Fmin, rn, gGopt);
[c2, r2] = nfcirc(1.8, Fmin, rn, gGopt);
[c3, r3] = nfcirc(1.9, Fmin, rn, gGopt);
[c4, r4] = nfcirc(2.0, Fmin, rn, gGopt);
smith; plot([gGopt, glopt,.,'.']);
smithcir(c1, r1); smithcir(c2, r2); smithcir(c3, r3); smithcir(c4, r4);
```

The larger the noise figure $F$, the larger the radius of its circle. As $F$ increases, so does $\Gamma_L$, with $0 \leq \phi \leq 2\pi$.

Points around this circle can be parametrized as $\Gamma_G = \Gamma_{\text{opt}} + r_n e^{i\phi}$, with $0 \leq \phi \leq 2\pi$.

In the extreme case of the maximum available gain, the available gain circle collapses to a point—the simultaneous conjugate matched point $\Gamma_G = 0.8179\angle-162.67^\circ$—with a corresponding noise figure of $F = 4.28$ dB. These results can be calculated by the MATLAB statements:

```matlab
gG = smatch(S);
F = nfig(Fmin, rn, gopt, gG);
```

Thus, we see that increasing the gain comes at the price of increasing the noise figure. As $\Gamma_G$ traces the $F = 1.8$ dB circle, the available gain $G_a$ varies as shown in Fig. 14.12.2. Points around this circle can be parametrized as $\Gamma_G = \Gamma_{\text{opt}} + r_n e^{i\phi}$, with $0 \leq \phi \leq 2\pi$.

Fig. 14.12.1 Noise figure circles.

**Available Gain for $F = 1.8$ dB**

The maximum value, $G_a = 14.81$ dB, is reached when $\Gamma_G = 0.4478\angle-169.73^\circ$, with a resulting matched load $\Gamma_L = \Gamma_{\text{opt}} = 0.5574\angle52.50^\circ$. The two points $\Gamma_G, \Gamma_L$, as well as the
14.12. Noise Figure Circles

If the two-port is potentially unstable, one must check that the resulting solutions for \( \Gamma_G, \Gamma_L \) both lie in their respective stability regions. Problems 14.6 and 14.7 illustrate the design of such potentially unstable low noise microwave amplifiers.

14.13 Problems

14.1 Using the relationships (14.4.3) and (14.4.6), derive the following identities:

\[
Z_G Z_{11} - Z_G Z_{21} = \Gamma_L (1 - S_{22} \Gamma_L)\Gamma_L = (1 - S_{22} \Gamma_L) (1 - \Gamma_L) \Gamma_L = (1 - S_{22} \Gamma_L) (1 - \Gamma_L) \Gamma_L = \frac{Z_{21}}{Z_{22} + Z_L} = \frac{1 - \Gamma_L}{1 - \Gamma_L} \Gamma_L = \frac{Z_{21}}{Z_{22} + Z_L} = \frac{1 - \Gamma_L}{1 - \Gamma_L} \Gamma_L
\]

Using Eqs. (14.4.4) and (14.4.5), show that:

\[
\frac{Z_{21}}{Z_{22} + Z_L} = \frac{S_{21} 1 - \Gamma_L}{1 - S_{22} \Gamma_L} 1 - \Gamma_L, \quad \frac{Z_{21}}{Z_{22} + Z_L} = \frac{S_{21} 1 - \Gamma_L}{1 - S_{22} \Gamma_L} 1 - \Gamma_L
\]

Finally, for the real part of the impedance:

\[
Z_L = Z_G \frac{1 + \Gamma_L}{1 - F_L} \Rightarrow R_L = Z_0 \frac{|1 - \Gamma_L|^2}{|1 - \Gamma_L|^2}
\]

14.2 Computer Experiment. The Hewlett-Packard ATF-10136 GaAs FET transistor has the following \( S \)-parameters at 4 GHz and 8 GHz [1848]:

\[
S_{11} = 0.54 \angle -120^\circ, \quad S_{12} = 3.60 \angle 61^\circ, \quad S_{12} = 0.137 \angle 31^\circ, \quad S_{22} = 0.22 \angle -49^\circ, \quad S_{11} = 0.60 \angle 87^\circ, \quad S_{21} = 2.09 \angle -32^\circ, \quad S_{12} = 0.21 \angle -36^\circ, \quad S_{22} = 0.32 \angle -48^\circ
\]

Determine the stability parameters, stability circles, and stability regions at the two frequencies.

14.3 Derive the following relationships, where \( R_G = \text{Re}(Z_G) \):

\[
\frac{Z_G + Z_L}{2 \sqrt{R_G Z_L}} = \frac{1}{|1 - \Gamma_L|^2} \quad \text{and} \quad \frac{Z_G - Z_L}{2 \sqrt{R_G Z_L}} = \frac{1 - \Gamma_L}{|1 - \Gamma_L|^2} \quad \text{and} \quad \frac{1 - \Gamma_L}{|1 - \Gamma_L|^2}
\]

14.4 Derive Eqs. (14.7.13) relating the generalized \( S \)-parameters of power waves to the conventional \( S \)-parameters.

14.5 Derive the expression Eq. (14.6.20) for the maximum available gain \( G_{\text{mag}} \) and show that it is the maximum of all three gains, that is, transducer, available, and operating gains.

14.6 Computer Experiment. The microwave transistor of Example 14.11.2 has the following noise parameters at a frequency of 1 GHz [1848]: \( F_{\text{min}} = 1.3 \text{ dB}, \quad F_n = 0.16, \quad \text{and} \quad F_{\text{Gopt}} = 0.06 \angle 49^\circ \).

Determine the matched load \( F_{\text{opt}} \) corresponding to \( F_{\text{Gopt}} \) and calculate the available gain. Then, plot the noise figure circles for \( F = 1.4, 1.5, 1.6 \text{ dB} \). For the 1.5 dB noise figure circle, determine the values of \( \Gamma_G, \Gamma_L \) that correspond to the maximum possible available gain.

Design microstrip stub matching circuits for the computed values of \( \Gamma_G, \Gamma_L \).
14.13. Problems

14.7 Computer Experiment. The Hewlett-Packard ATF-36163 pseudomorphic high electron mobility transistor (PHEMT) has the following S- and noise parameters at 6 GHz [1848]:

\[ S_{11} = 0.75 \angle -131^\circ, \quad S_{21} = 3.95 \angle 55^\circ, \quad S_{12} = 0.13 \angle -12^\circ, \quad S_{22} = 0.27 \angle -116^\circ \]

\[ F_{\text{min}} = 0.66 \text{ dB}, \quad r_n = 0.15, \quad \Gamma_{\text{Gopt}} = 0.55 \angle 88^\circ \]

Plot the \( F = 0.7, 0.8, 0.9 \) dB noise figure circles. On the 0.7-dB circle, determine the source reflection coefficient \( \Gamma_G \) that corresponds to maximum available gain, and then determine the corresponding matched load coefficient \( \Gamma_L \).

Design microstrip stub matching circuits for the computed values of \( \Gamma_G, \Gamma_L \).

14.8 Computer Experiment. In this experiment, you will carry out two low-noise microwave amplifier designs, including the corresponding input and output matching networks. The first design fixes the noise figure and finds the maximum gain that can be achieved. The second design fixes the desired gain and finds the minimum noise figure that may be achieved.

The Hewlett-Packard Agilent ATF-34143 PHEMT transistor is suitable for low-noise amplifiers in cellular/PCS base stations, low-earth-orbit and multipoint microwave distribution systems, and other low-noise applications.

At 2 GHz, its S-parameters and noise-figure data are as follows, for biasing conditions of \( V_{DS} = 4 \) V and \( I_{DS} = 40 \) mA:

\[ S_{11} = 0.700 \angle -150^\circ, \quad S_{21} = 0.081 \angle 19^\circ \]
\[ S_{21} = 6.002 \angle 73^\circ, \quad S_{22} = 0.210 \angle -150^\circ \]

\[ F_{\text{min}} = 0.22 \text{ dB}, \quad r_n = 0.09, \quad \Gamma_{\text{Gopt}} = 0.66 \angle 67^\circ \]

a. At 2 GHz, the transistor is potentially unstable. Calculate the stability parameters \( K, \mu, \Delta, D_1, D_2 \). Calculate the MSG in dB.

b. For the given optimum reflection coefficient \( \Gamma_{\text{Gopt}} \), calculate the corresponding load reflection coefficient \( \Gamma_{\text{Lopt}} \) assuming a matched load.

Add to your Smith chart the corresponding load reflection coefficient \( \Gamma_{\text{Lopt}} \), and place on it the points \( \Gamma_{\text{Gopt}}, \Gamma_{\text{Lopt}} \) on the above Smith chart and determine whether they lie in their respective stability regions.

c. Calculate the available gain \( G_{a\text{opt}} \) in dB that corresponds to \( \Gamma_{\text{Gopt}} \).

Add the corresponding available gain circle to the above Smith chart. (Note that the source stability circle and the available gain circles intersect the Smith chart at the same points.)

d. Add to your Smith chart the noise figure circles corresponding to the noise figure values of \( F = 0.25, 0.30, 0.35 \) dB.

For the case \( F = 0.35 \) dB, calculate and plot the available gain \( G_a \) in dB as \( \Gamma_G \) traces the noise-figure circle. Determine the maximum value of \( G_a \) and the corresponding value of \( \Gamma_G \).

Plot on your Smith chart the available gain circle corresponding to this maximum \( G_a \). Place also the corresponding point \( \Gamma_G \), which should be the point of tangency between the gain and noise figure circles.

calculate and place on the Smith chart the corresponding load reflection coefficient \( \Gamma_L = \Gamma_{\text{Lopt}} \). Verify that the two points \( \Gamma_G, \Gamma_L \) lie in their respective stability regions.

In addition, for comparison purposes, place on your Smith chart the available gain circles corresponding to the values \( G_a = 15 \) and \( 16 \) dB.

e. The points \( \Gamma_G \) and \( \Gamma_L \) determined in the previous question achieve the maximum gain for the given noise figure of \( F = 0.35 \) dB.

Design input and output stub matching networks that match the amplifier to a 50-ohm generator and a 50-ohm load. Use “parallel/open” microstrip stubs having 50-ohm characteristic impedance and alumina substrate of relative permittivity of \( \epsilon_r = 9.8 \).

Determine the stub lengths \( d, l \) in units of \( \lambda \), the wavelength inside the microstrip lines. Choose always the solution with the shortest total length \( d + l \).

Determine the effective permittivity \( \epsilon_{\text{eff}} \) of the stubs, the stub wavelength \( \lambda \) in cm, and the width/height ratio, \( w/h \). Then, determine the stub lengths \( d, l \) in cm.

Finally, make a schematic of your final design that shows both the input and output matching networks (as in Fig.10.8.3.)

f. The above design sets \( F = 0.35 \) dB and finds the maximum achievable gain. Carry out an alternative design as follows. Start with a desired available gain of \( G_a = 16 \) dB and draw the corresponding available gain circle on your Smith chart.

As \( \Gamma_G \) traces the portion of this circle that lies inside the Smith chart, compute the corresponding noise-figure \( F \). (Points on the circle can be parametrized by \( \Gamma_G, \Gamma_L \), but you must keep only those that have \( |\Gamma_G| < 1 \).)

Find the minimum among those values of \( F \) in dB and calculate the corresponding value of \( \Gamma_G \). Calculate the corresponding matched \( \Gamma_L \).

Add to your Smith chart the corresponding noise figure circle and place on it the points \( \Gamma_G \) and \( \Gamma_L \).

g. Design the appropriate stub matching networks as in part 14.8.
15 Radiation Fields

15.1 Currents and Charges as Sources of Fields

Here we discuss how a given distribution of currents and charges can generate and radiate electromagnetic waves. Typically, the current distribution is localized in some region of space (for example, currents on a wire antenna). The current source generates electromagnetic fields, which can propagate to far distances from the source location.

It proves convenient to work with the electric and magnetic potentials rather than the \( E \) and \( H \) fields themselves. Basically, two of Maxwell’s equations allow us to introduce these potentials; then, the other two, written in terms of these potentials, take a simple wave-equation form. The two Maxwell equations,

\[
\nabla \cdot B = 0, \quad \nabla \times E = \frac{\partial B}{\partial t} \quad (15.1.1)
\]

imply the existence of the magnetic and electric potentials \( A(r, t) \) and \( \varphi(r, t) \), such that the fields \( E \) and \( B \) are obtainable by

\[
E = -\nabla \varphi - \frac{\partial A}{\partial t} \quad (15.1.2)
\]

\[
B = \nabla \times A
\]

Indeed, the divergenceless of \( B \) implies the existence of \( A \), such that \( B = \nabla \times A \). Then, Faraday’s law can be written as

\[
\nabla \times E = -\frac{\partial B}{\partial t} = -\nabla \times \frac{\partial A}{\partial t} \Rightarrow \nabla \times (E + \frac{\partial A}{\partial t}) = 0
\]

Thus, the quantity \( E + \frac{\partial A}{\partial t} \) is curl-less and can be represented as the gradient of a scalar potential, that is, \( \nabla \times \nabla \varphi = 0 \).

The potentials \( A \) and \( \varphi \) are not uniquely defined. For example, they may be changed by adding constants to them. Even more freedom is possible, known as gauge invariance of Maxwell’s equations. Indeed, for any scalar function \( f(r, t) \), the following gauge transformation leaves \( E \) and \( B \) invariant:

\[
\varphi' = \varphi - \frac{\partial f}{\partial t} \quad (gauge \ transformation) \quad (15.1.3)
\]

\[
A' = A + \nabla f
\]

For example, we have for the electric field:

\[
E' = -\nabla \varphi' - \frac{\partial A'}{\partial t} = -\nabla (\varphi - \frac{\partial f}{\partial t} - \frac{\partial}{\partial t} (A + \nabla f)) = -\nabla \varphi - \frac{\partial A}{\partial t} = E
\]

This freedom in selecting the potentials allows us to impose some convenient constraints between them. In discussing radiation problems, it is customary to impose the Lorenz condition:

\[
\nabla \cdot A + \frac{1}{c^2} \frac{\partial \varphi}{\partial t} = 0 \quad (Lorenz \ condition) \quad (15.1.4)
\]

We will also refer to it as Lorentz gauge or radiation gauge. Under the gauge transformation (15.1.3), we have:

\[
\nabla \cdot A' + \frac{1}{c^2} \frac{\partial \varphi'}{\partial t} = (\nabla \cdot A + \frac{1}{c^2} \frac{\partial \varphi}{\partial t}) - \left( \frac{1}{c^2} \frac{\partial^2 f}{\partial t^2} - \nabla^2 f \right)
\]

Therefore, if \( A, \varphi \) did not satisfy the constraint (15.1.4), the transformed potentials \( A', \varphi' \) could be made to satisfy it by an appropriate choice of the function \( f \), that is, by choosing \( f \) to be the solution of the inhomogeneous wave equation:

\[
\frac{1}{c^2} \frac{\partial^2 f}{\partial t^2} - \nabla^2 f = \nabla \cdot A + \frac{1}{c^2} \frac{\partial \varphi}{\partial t}
\]

Using Eqs. (15.1.2) and (15.1.4) into the remaining two of Maxwell’s equations,

\[
\nabla \cdot E = \frac{1}{\epsilon} \rho, \quad \nabla \times B = \mu J + \frac{1}{c^2} \frac{\partial E}{\partial t} \quad (15.1.5)
\]

we find,

\[
\nabla \cdot E = \nabla \cdot (-\nabla \varphi - \frac{\partial A}{\partial t}) = -\nabla^2 \varphi - \frac{\partial}{\partial t} (\nabla \cdot A) = -\nabla^2 \varphi - \frac{\partial}{\partial t} \left( \frac{1}{c^2} \frac{\partial \varphi}{\partial t} \right) = -\nabla^2 \varphi - \frac{\partial}{\partial t} \left( \frac{1}{c^2} \frac{\partial \varphi}{\partial t} \right)
\]

Thus, the divergence of \( E \) is equal to the negative of the Laplacian of \( \varphi \) plus the time rate of change of the surface integral of \( \varphi \) over a sphere centered at the source.

\[
\nabla \times B - \frac{1}{c^2} \frac{\partial E}{\partial t} = \nabla \times (\nabla \times A) - \frac{1}{c^2} \frac{\partial}{\partial t} (\nabla \varphi - \frac{\partial A}{\partial t}) = \nabla \times (\nabla \times A) + \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} + \frac{1}{c^2} \frac{\partial^2 \varphi}{\partial t^2}
\]

† Almost universally wrongly attributed to H. A. Lorentz instead of L. V. Lorenz. See Refs. [74–80] for the historical roots of scalar and vector potentials and gauge transformations.
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\[ = \nabla \times (\nabla \times A) - \nabla (\nabla \cdot A) + \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} \]

\[ = \frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} - \nabla^2 A \]

where we used the identity \( \nabla \times (\nabla \times A) = \nabla (\nabla \cdot A) - \nabla^2 A \). Therefore, Maxwell’s equations (15.1.5) take the equivalent wave-equation forms for the potentials:

\[
\frac{1}{c^2} \frac{\partial^2 \varphi}{\partial t^2} - \nabla^2 \varphi = \frac{1}{\varepsilon} \rho \\
\frac{1}{c^2} \frac{\partial^2 A}{\partial t^2} - \nabla^2 A = \mu J
\]

(15.1.7)

To summarize, the densities \( \rho, J \) may be thought of as the sources that generate the potentials \( \varphi, A \), from which the fields \( E, B \) may be computed via Eqs. (15.1.2).

The Lorenz condition is compatible with Eqs. (15.1.7) and implies charge conservation. Indeed, we have from (15.1.7)

\[
\frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \nabla^2 \left( \nabla \cdot A + \frac{1}{c^2} \frac{\partial \varphi}{\partial t} \right) = \mu \nabla \cdot J + \frac{1}{c^2} \frac{\partial \rho}{\partial t} = \mu (\nabla \cdot J + \frac{\partial \rho}{\partial t})
\]

(15.1.8)

where we used \( \mu \varepsilon = 1/c^2 \). Thus, the Lorenz condition (15.1.4) implies the charge conservation law:

\[ \nabla \cdot J + \frac{\partial \rho}{\partial t} = 0 \]

15.2 Retarded Potentials

The main result that we would like to show here is that if the source densities \( \rho, J \) are known, the causal solutions of the wave equations (15.1.7) are given by:

\[
\varphi(r,t) = \int_V \frac{\rho(\mathbf{r'}, t - \frac{\mathbf{R}}{c})}{4\pi \varepsilon R} \, d^3 \mathbf{r'}
\]

(retarded potentials) (15.2.1)

\[
A(r,t) = \int_V \frac{\mu J(\mathbf{r'}, t - \frac{\mathbf{R}}{c})}{4\pi \mu R} \, d^3 \mathbf{r'}
\]

where \( \mathbf{R} = |\mathbf{r} - \mathbf{r'}| \) is the distance from the field (observation) point \( \mathbf{r} \) to the source point \( \mathbf{r'} \), as shown in Fig. 15.2.1. The integrations are over the localized volume \( V \) in which the source densities \( \rho, J \) are non-zero.

In words, the potential \( \varphi(\mathbf{r}, t) \) at a field point \( \mathbf{r} \) at time \( t \) is obtained by superimposing the fields due to the infinitesimal charge \( \rho(\mathbf{r'}, t') \, d^3 \mathbf{r'} \) that resided within the volume element \( d^3 \mathbf{r'} \) at time instant \( t' \), which is \( R/c \) seconds earlier than \( t \), that is, \( t' = t - R/c \).

Thus, in accordance with our intuitive notions of causality, a change at the source point \( \mathbf{r'} \) is not felt instantaneously at the field point \( \mathbf{r} \), but takes \( R/c \) seconds to get there, that is, it propagates with the speed of light. Equations (15.2.1) are referred to as the retarded potentials because the sources inside the integrals are evaluated at the retarded time \( t' = t - R/c \).

To prove (15.2.1), we consider first the solution to the following scalar wave equation driven by a time-dependent point source located at the origin:

\[
\frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} - \nabla^2 u = f(t) \delta^{(3)}(r)
\]

(15.2.2)

where \( f(t) \) is an arbitrary function of time and \( \delta^{(3)}(r) \) is the 3-dimensional delta function. We show below that the causal solution of Eq. (15.2.2) is:

\[
\varphi(r,t) = \frac{1}{4\pi} \frac{\partial f}{\partial t} \left( t - \frac{r}{c} \right)
\]

(15.2.3)

with \( t' = t - R/c \) and \( r = |\mathbf{r}| \). The function \( g(r) \) is recognized as the Green’s function for the electrostatic Coulomb problem and satisfies:

\[
\nabla g = -\frac{1}{4\pi r^2} = -\hat{\mathbf{r}} g(r), \quad \nabla^2 g = -\delta^{(3)}(r)
\]

(15.2.4)

where \( \hat{\mathbf{r}} = \mathbf{r}/r \) is the radial unit vector. We note also that because \( f(t - R/c) \) depends on \( r \) only through its \( t \)-dependence, we have:

\[
\frac{\partial}{\partial t} f(t - R/c) = -\frac{1}{c} \frac{\partial}{\partial t} f(t - R/c) = \frac{1}{c} \frac{\partial}{\partial t} f(t' / c)
\]

It follows that \( \nabla \varphi = -\hat{\mathbf{r}} f(t')/c \) and

\[
\nabla^2 \varphi = -\left( \nabla \cdot \hat{\mathbf{r}} \right) \frac{1}{c} \frac{\partial}{\partial t} f(t') = -\nabla (\nabla \cdot \hat{\mathbf{r}}) = -\frac{1}{c^2} \hat{\mathbf{r}} \cdot (\nabla \hat{\mathbf{r}}) = -\frac{2\hat{\mathbf{r}}}{c^2} + \frac{1}{c^2} \hat{\mathbf{r}}^2
\]

(15.2.5)

where we used the result \( \nabla \cdot \hat{\mathbf{r}} = 2/r \). Using Eqs. (15.2.3)-(15.2.5) into the identity:

\[
\nabla^2 \varphi = \nabla^2 (f g) = 2 \nabla f \cdot \nabla g + g \nabla^2 f + f \nabla^2 g
\]

\( \dagger \) The anticausal, or time-advanced, solution is \( u(r,t) = f(t + R/c) g(r) \).

\( \dagger \) Indeed, \( \nabla \cdot \hat{\mathbf{r}} = \nabla \cdot (r/r) = (\nabla \cdot r)/r + r \cdot (\nabla r^2) = 3r/1 + 1 / r = 2 / r \).
we obtain,
\[ \nabla^2 u = 2 \left( -\frac{\hat{f}}{c} \right) \cdot \left( -\frac{\hat{g}}{r} \right) - \frac{2f}{cr} g + \frac{1}{c^2} \frac{\partial^2 f}{\partial t^2} - f(t - \frac{r}{c}) \delta^{(3)}(r) \]

The first two terms cancel and the fourth term can be written as \( f(t) \delta^{(3)}(r) \) because the delta function forces \( r = 0 \). Recognizing that the third term is
\[ \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} = \frac{1}{c^2} \frac{\partial f}{\partial t} \]
we have,
\[ \nabla^2 u = \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} - f(t) \delta^{(3)}(r) \]
which shows Eq. (15.2.2). Next, we shift the point source to location \( r' \), and find the solution to the wave equation:
\[ \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} - \nabla^2 u = f(r', t) \delta^{(3)}(r - r') \Rightarrow u(r, t) = \frac{f(r', t - R/c)}{4\pi R} \]
where \( R = |r - r'| \) and we have allowed the function \( f \) to also depend on \( r' \). Note that here \( r' \) is fixed and the field point \( r \) is variable.

Using linearity, we may form now the linear combination of several such point sources located at various values of \( r' \) and get the corresponding linear combination of solutions. For example, the sum of two sources will result in the sum of solutions:
\[ f(r_1', t) \delta^{(3)}(r - r_1') + f(r_2', t) \delta^{(3)}(r - r_2') = \frac{f(r_1', t - R_1/c)}{4\pi R_1} + \frac{f(r_2', t - R_2/c)}{4\pi R_2} \]
where \( R_1 = |r - r_1'| \), \( R_2 = |r - r_2'| \). More generally, integrating over the whole volume \( V \) over which \( f(r', t) \) is nonzero, we have for the sum of sources:
\[ f(r, t) = \int_V f(r', t) \delta^{(3)}(r - r') \, d^3 r' \]
and the corresponding sum of solutions:
\[ u(r, t) = \int_V \frac{f(r', t - R/c)}{4\pi R} \, d^3 r' \]
where \( R = |r - r'| \). Thus, this is the causal solution to the general wave equation:
\[ \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} - \nabla^2 u = f(r, t) \]
(15.2.8)

The retarded potentials (15.2.1) are special cases of Eq. (15.2.7), applied for \( f(r, t) = \rho(r, t)/\epsilon \) and \( f(r, t) = \mu f(r, t) \).

15.3 Harmonic Time Dependence

Since we are primarily interested in single-frequency waves, we will Fourier transform all previous results. This is equivalent to assuming a sinusoidal time dependence \( e^{j\omega t} \) for all quantities. For example,
\[ \varphi(r, t) = \varphi(r) e^{j\omega t}, \quad \rho(r, t) = \rho(r) e^{j\omega t}, \quad \text{etc.} \]

Then, the retarded solutions (15.2.1) become:
\[ \varphi(r) e^{j\omega t} = \int_V \frac{\rho(r') e^{j\omega (t-\frac{R}{c})}}{4\pi c R} \, d^3 r', \quad \text{where} \quad k = \frac{\omega}{c} \]
(15.3.1)

The quantity \( k \) represents the free-space wavenumber and is related to the wavelength via \( k = 2\pi/\lambda \). An alternative way to obtain Eqs. (15.3.1) is to start with the wave equations and replace the time derivatives by \( j\omega \), the Lorenz condition (15.1.4) takes the form:
\[ \nabla^2 \varphi + k^2 \varphi = -\frac{\rho}{\epsilon} \]
\[ \nabla^2 A + k^2 A = -\mu J \]
(15.3.2)

Their solutions may be written in the convolutional form:
\[ \varphi(r) = \int_V \frac{1}{c} \rho(r') G(r - r') \, d^3 r', \quad A(r) = \int_V \mu f(r') G(r - r') \, d^3 r' \]
(15.3.3)

where \( G(r) \) is the Green’s function for the Helmholtz equation:
\[ \nabla^2 G + k^2 G = -\delta^{(3)}(r), \quad G(r) = \frac{e^{-jkr}}{4\pi r} \]
(15.3.4)

Replacing \( \partial / \partial t \) by \( j\omega \), the Lorenz condition (15.1.4) takes the form:
\[ \nabla \cdot A + j\omega \mu \epsilon \varphi = 0 \]
(15.3.5)

The integrals in (15.3.1) or (15.3.3) are principal-value integrals, that is, the limits as \( \delta \to 0 \) of the integrals over \( V - V_d(r) \), where \( V_d(r) \) is an excluded small sphere of radius \( \delta \) centered about \( r \). See Appendix D and Refs. [1419, 499, 511, 638] and [138-142] for the properties of such principal value integrals.
Similarly, the electric and magnetic fields (15.1.2) become:

\[
E = -\nabla \phi - j\omega A \\
H = \frac{1}{\mu} \nabla \times A
\]  \hspace{1cm} (15.3.6)

With the help of the Lorenz condition the \(E\) field can be expressed completely in terms of the vector potential. Solving (15.3.5) for the scalar potential, \(\phi = -\nabla \cdot A/j\omega \mu \epsilon\), and substituting in (15.3.6), we find

\[
E = \frac{1}{j\omega \mu \epsilon} \nabla (\nabla \cdot A) - j\omega A = \frac{1}{j\omega \mu \epsilon} [\nabla (\nabla \cdot A) + k^2 A]
\]

where we used \(\omega^2 \mu \epsilon = \omega^2/c^2 = k^2\). To summarize, with \(A(r)\) computed from Eq. (15.3.1), the \(E, H\) fields are obtained from:

\[
E = \frac{1}{j\omega \mu \epsilon} [\nabla (\nabla \cdot A) + k^2 A] \\
H = \frac{1}{\mu} \nabla \times A
\]  \hspace{1cm} (15.3.7)

An alternative way of expressing the electric field is:

\[
E = \frac{1}{j\omega \mu \epsilon} [\nabla \times (\nabla \times A) - \mu J]
\]  \hspace{1cm} (15.3.8)

This is Ampère's law solved for \(E\). When applied to a source-free region of space, such as in the radiation zone, (15.3.8) simplifies into:

\[
E = \frac{1}{j\omega \mu \epsilon} \nabla \times (\nabla \times A)
\]  \hspace{1cm} (15.3.9)

The fields \(E, H\) can also be expressed directly in terms of the sources \(\rho, J\). Indeed, replacing the solutions (15.3.3) into Eqs. (15.3.6) or (15.3.7), we obtain:

\[
E = \int_V \left[ -j\omega \mu JG + \frac{1}{\epsilon} \rho \nabla' G \right] dV' = \frac{1}{j\omega \epsilon} \int_V (J \cdot \nabla') \nabla' G + k^2 JG dV' \\
H = \int_V J \times \nabla' G dV'
\]  \hspace{1cm} (15.3.10)

Here, \(\rho, J\) stand for \(\rho(r'), J(r')\). The gradient operator \(\nabla\) acts inside the integrands only on \(G\) and because that depends on the difference \(r - r'\), we can replace the gradient with \(\nabla G(r - r') = -\nabla G(r' - r)\). Also, we denoted \(dV'\) by \(dV\).

In obtaining (15.3.10), we had to interchange the operator \(\nabla\) and the integrals over \(V\). When \(r\) is outside the volume \(V\)—as is the case for most of our applications—then, such interchanges are valid. When \(r\) lies within \(V\), then, interchanging single \(\nabla\)'s is still valid, as in the first expression for \(E\) and for \(H\). However, in interchanging double \(\nabla\)'s, additional source terms arise. For example, using Eq. (D.8) of Appendix D, we find by interchanging the operator \(\nabla \times \nabla\) with the integral for \(A\) in Eq. (15.3.8):

\[
E = \frac{1}{j\omega \epsilon} \left[ \nabla \times \nabla \times \int_V JG dV' - J \right] = \frac{1}{j\omega \epsilon} \left[ \frac{2}{3} \frac{\epsilon J + PV}{\epsilon} \int_V \nabla \times \nabla' (JG) dV' - J \right]
\]

where “PV” stands for “principal value.” Because \(\nabla\) does not act on \(J(r')\), we have:

\[
\nabla \times \nabla' (JG) = \nabla \times (\nabla' G \times J) = (\nabla \times J) \nabla' G = (\nabla' \nabla) G + k^2 JG
\]

where in the last step, we replaced \(\nabla\) by \(-\nabla'\) and \(\nabla^2 G = -k^2 G\). It follows that:

\[
E = \frac{1}{j\omega \epsilon} \left[ PV \int_V (\nabla' \nabla' G + k^2 JG) dV' - \frac{1}{3} J \right], \quad (r \text{ lies in } V)
\]  \hspace{1cm} (15.3.11)

In Sec. 18.10, we consider Eqs. (15.3.10) further in connection with Huygens’s principle and vector diffraction theory.

Next, we present three illustrative applications of the techniques discussed in this section: (a) Determining the fields of linear wire antennas, (b) The fields produced by electric and magnetic dipoles, and (c) The Ewald-Oseen extinction theorem and the microscopic origin of the refractive index. Then, we go on in Sec. 15.7 to discuss the simplification of the retarded potentials (15.3.3) for radiation problems.

### 15.4 Fields of a Linear Wire Antenna

Eqs. (15.3.7) simplify considerably in the special practical case of a linear wire antenna, that is, a thin cylindrical antenna. Figure 15.4.1 shows the geometry in the case of a \(z\)-directed antenna of finite length with a current \(I(z')\) flowing on it. The assumption that the radius of the wire is much smaller than its length means effectively that the current density \(J(z')\) is confined to flow on the cylindrical surface of the antenna, that is, at radial distance \(\rho = a\). Assuming cylindrical symmetry, the current density will be:

\[
J(r') = 2I(z') \delta(x') \delta(y') \quad \text{(current on thin wire antenna)}
\]  \hspace{1cm} (15.4.1)

In the more realistic case of an antenna of finite radius \(a\), the current density will be confined to flow on the cylindrical surface of the antenna, that is, at radial distance \(\rho = a\). Assuming cylindrical symmetry, the current density will be:

\[
J(r') = 2I(z') \delta(x' - a) \frac{1}{2\pi a} \quad \text{(current on thick wire antenna)}
\]  \hspace{1cm} (15.4.2)

This case is discussed in more detail in Chap. 24. In both cases, integrating the current density over the transverse dimensions of the antenna gives the current:

\[
\int J(x', y', z') dx' dy' = \int J(r', \phi', z') \rho' d\rho' d\phi' = 2\pi I(z')
\]

Because of the cylindrical symmetry of the problem, the use of cylindrical coordinates is appropriate, especially in determining the fields near the antenna (cylindrical coordinates are reviewed in Sec. 15.8.) On the other hand, that the radiated fields at
15.4. Fields of a Linear Wire Antenna

The z-component of the electric field is from Eq. (15.3.7):

\[ j \omega \mu \epsilon E_z = \hat{\partial}_z (\nabla \cdot A) + k^2 A_z = \hat{\partial}_z^2 A_z + k^2 A_z \]

and the radial component:

\[ j \omega \mu \epsilon E_\rho = \hat{\partial}_\rho (\nabla \cdot A) = \hat{\partial}_\rho \hat{\partial}_z A_z \]

The scalar potential of wire antenna is

\[ \varphi = -\frac{1}{j \omega \mu \epsilon} \hat{\partial}_z A_z \]  

(15.4.5)

The z-component of the electric field is from Eq. (15.3.7):

\[ j \omega \mu \epsilon E_z = \hat{\partial}_z (\nabla \cdot A) + k^2 A_z = \hat{\partial}_z^2 A_z + k^2 A_z \]

and the radial component:

\[ j \omega \mu \epsilon E_\rho = \hat{\partial}_\rho (\nabla \cdot A) = \hat{\partial}_\rho \hat{\partial}_z A_z \]

Using \( B = \nabla \times A = (\hat{\rho} \hat{\partial}_\rho + \hat{z} \hat{\partial}_z) \times (\hat{z} A_z) = (\hat{\rho} \times \hat{\rho}) \hat{\partial}_\rho A_z = -\hat{\phi} \hat{\partial}_\rho A_z \), it follows that the magnetic field has only a \( \phi \)-component given by \( B_\phi = -\hat{\partial}_\rho A_z \). To summarize, the non-zero field components are all expressible in terms of \( A_z \) as follows:

\[ j \omega \mu \epsilon E_\rho = \hat{\partial}_\rho (\nabla \cdot A) = \hat{\partial}_\rho \hat{\partial}_z A_z \]  

(fields of a wire antenna) (15.4.6)

Finding the fields produced by time-varying electric dipoles has been historically important and has served as a prototypical example for radiation problems.
We consider a point dipole located at the origin, in vacuum, with electric dipole moment \( p \). Assuming harmonic time dependence \( e^{i\omega t} \), the corresponding polarization (dipole moment per unit volume) will be: \( P(r) = p \delta^{(3)}(r) \). We saw in Eq. (15.3.18) that the corresponding polarization current and charge densities are:

\[
J = \frac{\partial P}{\partial t} = j\omega P, \quad \rho = -\nabla \cdot P
\]

(15.5.1)

Therefore,

\[
J(r) = j\omega p \delta^{(3)}(r), \quad \rho(r) = -p \cdot \nabla \delta^{(3)}(r)
\]

(15.5.2)

Because of the presence of the delta functions, the integrals in Eq. (15.3.3) can be done trivially, resulting in the vector and scalar potentials:

\[
A(r) = \mu_0 \int j\omega p \delta^{(3)}(r') G(r - r') \, dV' = j\omega \mu_0 p G(r)
\]

(15.5.3)

\[
\varphi(r) = -\frac{1}{\varepsilon_0} \int [\mathbf{p} \cdot \nabla \delta^{(3)}(r')] G(r - r') \, dV' = -\frac{1}{\varepsilon_0} \mathbf{p} \cdot \nabla G(r)
\]

(15.5.4)

where the integral for \( \varphi \) was done by parts. Alternatively, \( \varphi \) could have been determined from the Lorentz-gauge condition \( \nabla \cdot A = j\omega \mu_0 \varepsilon_0 \mathbf{p} \). The \( \mathbf{E}, \mathbf{H} \) fields are computed from Eq. (15.3.6), or from (15.3.7), or away from the origin from (15.3.9). We find, where \( k^2 = \omega^2 / \varepsilon_0 \) and \( \mu_0 \mu_0 \varepsilon_0 \mathbf{p} = \mathbf{0} \):

\[
E(r) = \frac{1}{\varepsilon_0} \nabla \times [\nabla G(r) \times \mathbf{p}] = \frac{1}{\varepsilon_0} [k^2 \mathbf{p} + (\mathbf{p} \cdot \nabla) \nabla] G(r)
\]

(15.5.5)

\[
H(r) = j\omega \nabla G(r) \times \mathbf{p}
\]

for \( r \neq 0 \). The Green’s function \( G(r) \) and its gradient are:

\[
G(r) = \frac{e^{-jkr}}{4\pi r}, \quad \nabla G(r) = -\hat{r} \left( jk + \frac{1}{r} \right) G(r) = -\hat{r} \left( jk + \frac{1}{r} \right) \frac{e^{-jkr}}{4\pi r}
\]

where \( r = |r| \) and \( \hat{r} \) is the radial unit vector \( \hat{r} = r/r \). Inserting these into Eq. (15.5.4), we obtain the more explicit expressions:

\[
E(r) = \frac{1}{\varepsilon_0} \left( jk + \frac{1}{r} \right) \left[ \frac{3\hat{r} \cdot (\mathbf{p} - \mathbf{p}) - \mathbf{p}}{r} \right] G(r) + \frac{k^2}{\varepsilon_0} \hat{r} \times (\mathbf{p} \times \hat{r}) G(r)
\]

(15.5.6)

\[
H(r) = j\omega \left( jk + \frac{1}{r} \right) (\mathbf{p} \times \hat{r}) G(r)
\]

If the dipole is moved to location \( r_0 \), so that \( P(r) = p \delta^{(3)}(r - r_0) \), then the fields are still given by Eqs. (15.5.4) and (15.5.5), with the replacement \( G(r) \rightarrow G(r) \) and \( \hat{r} \rightarrow \hat{r} \), where \( \hat{r} = r - r_0 \).

Eqs. (15.5.5) describe both the near fields and the radiated fields. The limit \( \omega = 0 \) (or \( k = 0 \)) gives rise to the usual electrostatic dipole field, decreasing like \( 1/r^3 \). On the other hand, as we discuss in Sec. 15.7, the radiated fields correspond to the terms decreasing like \( 1/r \). These are (with \( \eta_0 = \sqrt{\mu_0 / \varepsilon_0} \)):

\[
E_{\text{rad}}(r) = \frac{k^2}{\varepsilon_0} \hat{r} \times (\mathbf{p} \times \hat{r}) G(r) = \frac{k^2}{\varepsilon_0} \hat{r} \times (\mathbf{p} \times \hat{r}) e^{-jkr} / (4\pi r)
\]

(15.5.7)

\[
H_{\text{rad}}(r) = j\omega \mu_0 \hat{r} \times (\mathbf{p} \times \hat{r}) G(r) = \frac{k^2}{\eta_0 \varepsilon_0} \hat{r} \times (\mathbf{p} \times \hat{r}) e^{-jkr} / (4\pi r)
\]

(15.5.8)

They are related by \( \eta_0 H_{\text{rad}} = \hat{r} \times E_{\text{rad}} \), which is a general relationship for radiation fields. The same expressions can also be obtained quickly from Eq. (15.5.4) by the substitution rule \( \nabla \rightarrow -jkr \), discussed in Sec. 15.10.

The near-field, non-radiating, terms in (15.5.5) that drop faster than \( 1/r \) are important in the new area of near-field optics [534–554, 1339–1342, 1352–1353]. Nanometer-sized dielectric tips (constructed from a tapered fiber) act as tiny dipoles that can probe the evanescent fields from objects, resulting in a dramatic increase (by factors of ten) of the resolution of optical microscopy beyond the Rayleigh diffraction limit and down to atomic scales.

A magnetic dipole at the origin, with magnetic dipole moment \( \mathbf{m} \), will be described by \( M = \mu_0 \mathbf{m} \delta^{(3)}(r) \). According to Sec. 1.3, the corresponding polarization moment \( \mathbf{p} \) is:

\[
\mathbf{p} = \frac{1}{\mu_0} \nabla \times \mathbf{M} = \frac{1}{\mu_0} \nabla \times \mu_0 \mathbf{m} \delta^{(3)}(r)
\]

(15.5.9)

where \( \mathbf{M} \rightarrow \mathbf{M} \) and \( \mathbf{p} \rightarrow \mathbf{p} \). One obtains the dipole electric field, decreasing like \( 1/r^3 \), from the magnetic current:

\[
J = \mathbf{M} = \mu_0 \mathbf{m} \delta^{(3)}(r)
\]

(15.5.10)

The electric and magnetic dipoles are essentially equivalent to the linear and loop Hertzian dipole antennas, respectively, which are discussed in sections 17.2 and 17.8. Problem 15.4 establishes the usual results \( \mathbf{p} = Q \mathbf{d} \) for a pair of charges \( \pm Q \) separated by a distance \( \mathbf{d} \), and \( \mathbf{m} = 2JS \) for a current loop of area \( S \).
15.5. Fields of Electric and Magnetic Dipoles

Example 15.5.1: We derive explicit expressions for the real-valued electric and magnetic fields of an oscillating $z$-directed dipole $p(t) = p \hat{z} \cos \omega t$. And also derive and plot the electric field lines for several time instants. This problem has an important history, having been considered first by Hertz in 1889 in a paper reprinted in [58].

Restoring the $e^{\text{int}}$ factor in Eq. (15.5.5) and taking real parts, we obtain the fields:

$\mathbf{E}(r) = p \left[ k \sin (kr - \omega t) + \frac{\cos (kr - \omega t)}{r} \right] \frac{k^2 \hat{r} \times (\hat{r} \times \hat{z})}{4 \pi \epsilon_0 r^2} - \frac{Q(u)}{4 \pi \epsilon_0 r} \cos (kr - \omega t)$

$\mathbf{H}(r) = \mu_0 \left[ -k \cos (kr - \omega t) + \frac{\sin (kr - \omega t)}{r} \right] \frac{k^2 \hat{r} \times (\hat{r} \times \hat{z})}{4 \pi \mu_0 r^2}$

In spherical coordinates, we have $\hat{z} = \hat{r} \cos \theta - \hat{\varphi} \sin \theta$. This gives $3 \hat{r} \times (\hat{r} \times \hat{z}) = 2 \hat{r} \cos \theta + \hat{\varphi} \sin \theta$, and $\hat{z} \times (\hat{r} \times \hat{r}) = -\hat{\varphi} \sin \theta$, and $\hat{z} \times \hat{\varphi} = \hat{\varphi} \sin \theta$. Therefore, the non-zero components of $\mathbf{E}$ and $\mathbf{H}$ are $E_r, E_\varphi$ and $H_\theta$:

$E_r(r) = p \left[ k \sin (kr - \omega t) + \frac{\cos (kr - \omega t)}{r} \right] \left[ \frac{2 \cos \theta}{4 \pi \epsilon_0 r^2} \right.$

$E_\varphi(r) = p \left[ k \sin (kr - \omega t) + \frac{\cos (kr - \omega t)}{r} \right] \left[ \frac{k^2 \sin \theta}{4 \pi \epsilon_0 r^2} \cos (kr - \omega t) \right.$

$H_\theta(r) = \mu_0 \left[ -k \cos (kr - \omega t) + \frac{\sin (kr - \omega t)}{r} \right] \left[ \frac{\sin \theta}{4 \pi \mu_0 r^2} \right.$

By definition, the electric field is tangential to its field lines. A small displacement $dr$ along the tangent to a line will be parallel to $E$ at that point. This implies that $dr \times E = 0$, which can be used to determine the lines. Because of the azimuthal symmetry in the $\varphi$ variable, we may look at the field lines that lie on the $xz$-plane (that is, $\varphi = 0$). Then, we have:

$dr \times E = (\hat{r} \, dr + \hat{\varphi} \, r \, d\theta) \times (\hat{r} \, E_r + \hat{\varphi} \, E_\varphi) = \hat{\varphi} \, (dr \, E_\varphi - r \, d\theta \, E_r) = 0 \Rightarrow \frac{dr}{d\theta} = \frac{r \, E_r}{E_\varphi}$

This determines $r$ as a function of $\theta$, giving the polar representation of the line curve. To solve this equation, we rewrite the electric field in terms of the dimensionless variables $u = kr$ and $\delta = \omega t$, defining $E_0 = pk^3/4\pi \epsilon_0$:

$E_r = E_0 \frac{2 \cos \theta}{u^2} \left[ \sin (u - \delta) + \frac{\cos (u - \delta)}{u} \right]$,

$E_\varphi = -E_0 \frac{\sin \theta}{u} \left[ \cos (u - \delta) - \frac{\cos (u - \delta)}{u^2} - \frac{\sin (u - \delta)}{u} \right]$,

We note that the factors within the square brackets are related by differentiation:

$Q(u) = \sin (u - \delta) + \frac{\cos (u - \delta)}{u}$,

$Q'(u) = \frac{dQ(u)}{du} = \cos (u - \delta) - \frac{\cos (u - \delta)}{u^2} - \frac{\sin (u - \delta)}{u}$

Therefore, the fields are:

$E_r = E_0 \frac{2 \cos \theta}{u^2} \cdot Q(u)$, \hspace{0.5cm} $E_\varphi = -E_0 \frac{\sin \theta}{u} \cdot Q'(u)$

It follows that the equation for the lines in the variable $u$ will be:

$\frac{du}{d\theta} = \frac{u E_r}{E_\varphi} = -\frac{2 \cot \theta}{Q'(u)} \Rightarrow \frac{d}{d\theta} \ln Q(u) = -2 \cot \theta = -\frac{d}{d\theta} [\ln \sin^2 \theta]$

which gives:

$\frac{d}{d\theta} \ln [Q(u) \sin^2 \theta] = 0 \Rightarrow Q(u) \sin^2 \theta = C$

where $C$ is a constant. Thus, the electric field lines are given implicitly by:

$\sin (u - \delta) + \frac{\cos (u - \delta)}{u} \sin^2 \theta = \left[ \sin (kr - \omega t) + \frac{\cos (kr - \omega t)}{kr} \right] \sin^2 \theta = C$

![Fig. 15.5.1](image)

Electric field lines of oscillating dipole at successive time instants.

Ideally, one should solve for $r$ in terms of $\theta$. Because this is not possible in closed form, we prefer to think of the lines as a contour plot at different values of the constant $C$. The resulting graphs are shown in Fig. 15.5.1. They were generated at the four time instants $t = 0$, $T/8$, $T/4$, and $3T/8$, where $T$ is the period of oscillation, $T = 2\pi/\omega$. The $x,z$ distances are in units of $\lambda$ and extend to $1.5\lambda$. The dipole is depicted as a tiny $z$-directed line at the origin. The following MATLAB code illustrates the generation of these plots:

```matlab
rmin = 1/8; rmax = 1.6; % plot limits in wavelengths \lambda
Nr = 61; Nth = 61; N = 6; % meshpoints and number of contour levels
t = 1/8; d = 2*pi*t; % time instant t = T/8
[r,th] = meshgrid(linspace(rmin,rmax,Nr), linspace(0,pi,Nth));
```
15.6 Ewald-Oseen Extinction Theorem

The reflected and transmitted fields of a plane wave incident on a dielectric were determined in Chapters 5 and 7 by solving the wave equations in each medium and matching the solutions at the interface by imposing the boundary conditions.

Although this approach yields the correct solutions, it hides the physics. From the microscopic point of view, the dielectric consists of polarizable atoms or molecules, each of which is radiating in vacuum in response to the incident field and in response to the fields radiated by the other atoms. The total radiated field must combine with the incident field so as to generate the correct transmitted field. This is the essence of the Ewald-Oseen extinction theorem [497–533]. The word "extinction" refers to the cancellation of the incident field inside the dielectric. It is interesting to note that Feynman had implicitly used this cancellation condition in his intuitive derivation of the Fresnel reflection coefficients for oblique incidence [518]. This point was recently emphasized and developed further by Reali [533].

Let \( E(r) \) be the incident field, \( E_{\text{rad}}(r) \) the total radiated field, and \( E'(r) \) the transmitted field in the dielectric. Then, the theorem states that (for \( r \) inside the dielectric):

\[
E_{\text{rad}}(r) = E'(r) - E(r) \Rightarrow E'(r) = E(r) + E_{\text{rad}}(r)
\]  

(15.6.1)

We will follow a simplified approach to the extinction theorem as in Refs. [518–532] and in particular [532]. We assume that the incident field is a uniform plane wave, with TE or TM polarization, incident obliquely on a planar dielectric interface, as shown in Fig. 15.6.1. The incident and transmitted fields will have the form:

\[
E(r) = E_0 e^{-jkr} \quad E'(r) = E'_0 e^{-jkr}
\]

(15.6.2)

The expected relationships between the transmitted and incident waves were summarized in Eqs. (7.7.1)–(7.7.5). We will derive the same results from the present approach. The incident wave vector is \( \mathbf{k} = k_x \hat{x} + k_z \hat{z} \) with \( k = \omega/c_0 = \omega/\sqrt{\epsilon_0} \), and satisfies \( \mathbf{k} \cdot E_0 = 0 \). For the transmitted wave, we will find that \( k' = k_x \hat{x} + k_z \hat{z} \) satisfies \( k' \cdot E'_0 = 0 \) and \( k' = \omega/c = \omega/\sqrt{\epsilon} \), so that \( \mathbf{c} = c_0/n \), where \( n \) is the refractive index of the dielectric, \( n = \sqrt{\epsilon} \).

The radiated field is given by Eq. (15.3.10), where \( J \) is the current due to the polarization \( P \), that is, \( J = P = j\omega P \). Although there is no volume polarization charge density,\(^1\) there may be a surface polarization density \( \rho_s = \mathbf{n} \cdot \mathbf{P} \) on the planar dielectric interface. Because \( \mathbf{n} = -\hat{z} \), we will have \( \rho_s = -\mathbf{z} \cdot \mathbf{P} = -P_z \). Such density is present only in the TM case [532]. The corresponding volume term in Eq. (15.3.10) will collapse into a surface integral. Thus, the field generated by the densities \( J, \rho_s \) will be:

\[
E_{\text{rad}}(r) = -j\omega\mu_0 \int_V J(r') G(r-r') dV' + \frac{1}{\epsilon_0} \int_S \rho_s(r') \nabla' G(r-r') dS'
\]

where \( G(r) = e^{-jkr}/4\pi r \) is the vacuum Green's function having \( k = \omega/c_0 \), and \( V \) is the right half-space \( z \geq 0 \), and \( S \), the \( xy \)-plane. Replacing \( J, \rho_s \) in terms of the polarization and writing \( \nabla' G = -\nabla G \), and moving \( \nabla \) outside the surface integral, we have:

\[
E_{\text{rad}}(r) = \omega^2\mu_0 \int_V P(r') G(r-r') dV' + \frac{1}{\epsilon_0} \nabla \int_S P_z(r') G(r-r') dS'
\]

(15.6.3)

We assume that the polarization \( P(r') \) is induced by the total field inside the dielectric, that is, we set \( P(r') = \epsilon_0 \chi E'(r') \), where \( \chi \) is the electric susceptibility. Setting \( k^2 = \omega^2\mu_0\epsilon_0 \), Eq. (15.6.3) becomes:

\[
E_{\text{rad}}(r) = k^2 \chi \int_V E'(r') G(r-r') dV' + \chi \nabla \int_S E'_z(r') G(r-r') dS'
\]

(15.6.4)

Evaluated at points \( r \) on the left of the interface (\( z < 0 \)), \( E_{\text{rad}}(r) \) should generate the reflected field. Evaluated within the dielectric (\( z \geq 0 \)), it should give Eq. (15.6.1), resulting in the self-consistency condition:

\[
k^2 \chi \int_V E'(r') G(r-r') dV' + \chi \nabla \int_S E'_z(r') G(r-r') dS' = E'(r) - E(r)
\]

(15.6.5)

Inserting Eq. (15.6.2), we obtain the condition:

\[
k^2 \chi \int_V e^{-jkr'} G(r-r') dV' + \chi \nabla \int_S e^{-jkr'} G(r-r') dS' = E_0 e^{-jkr} - E_0 e^{-jkr}
\]

The vector \( k' = k_x \hat{x} + k_z \hat{z} \) may be assumed to have \( k'_z = k_z \), which is equivalent to Snell's law. This follows easily from the phase matching of the \( e^{jk'z} \) factors in the

---

\(^1\) \( \mathbf{P} \) vanishes for the type of plane-wave solutions that we consider here.
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above equation. Then, the integrals over $S$ and $V$ can be done easily using Eqs. (D.14) and (D.16) of Appendix D, with (D.14) being evaluated at $z' = 0$ and $z \geq 0$:

$$\int_{S} e^{-jk'r'} G(r - r') \, dS' = \frac{e^{-jk'r}}{2k_{z}(k_{z}^2 - k'^2)} = \frac{e^{-jk'r}}{2k_{z}(k_{z}^2 - k'^2)} \Rightarrow \nabla \int_{S} e^{-jk'r'} G(r - r') \, dS' = -\frac{ke^{-jk'r}}{2k_{z}} \tag{15.6.6}$$

The self-consistency condition reads now:

$$k^2 \chi E_0 \left[ \frac{e^{-jk'r}}{k^2 - k'^2} - \frac{e^{-jk'r}}{2k_{z}(k_{z}^2 - k'^2)} \right] - \chi E_{00}' \frac{ke^{-jk'r}}{2k_{z}} = E_0' e^{-jk'r} - E_0 e^{-jk'r}$$

Equating the coefficients of like exponentials, we obtain the two conditions:

$$\frac{k^2 \chi}{k^2 - k'^2} E_0' = E_0 \Rightarrow \frac{k^2 \chi}{k^2 - k'^2} = 1 \Rightarrow k^2 = k^2(1 + \chi) = k^2 n^2 \tag{15.6.7}$$

$$0 = \frac{k^2 \chi}{2k_{z}(k_{z}^2 - k'^2)} E_0' + \frac{k^2 \chi}{2k_{z}(k_{z}^2 - k'^2)} E_{00}' = E_0 + \chi E_{00}' \tag{15.6.8}$$

The first condition implies that $k' = kn$, where $n = \sqrt{1 + \chi} = \sqrt{\epsilon/\epsilon_0}$. Thus, the phase velocity within the dielectric is $c = c_0/n$. Replacing $\chi = (k^2 - k'^2)/k^2 = (k^2 - k_z^2)/k^2$, we may rewrite Eq. (15.6.8) as:

$$\frac{k^2}{2k_{z}(k_{z}^2 - k'^2)} E_0' + \frac{(k_z^2 - k_z')}{2k_{z}k_{z}} k E_{00}' = E_0 + \chi E_{00}' \Rightarrow E_0' + \frac{k}{k_{z}} (k_z' - k_z) E_{00}' = \frac{2k_{z}}{k_z + k_z} E_0$$

This implies immediately the transversality condition for the transmitted field, that is, $k' \cdot E_0' = 0$. Indeed, using $k' \cdot E_0 = 0$ for the incident field, we find:

$$k' \cdot E_0' + \frac{k \cdot k_z'}{k_z^2} (k_z' - k_z) E_{00}' = \frac{2k_{z}}{k_z + k_z} k \cdot E_0 = 0 \Rightarrow k' \cdot E_0' + (k_z' - k_z) E_{00}' = 0$$

or, explicitly, $k_z E_{00}' + k_z' E_{00}' + (k_z' - k_z) E_{00}' = k_z E_{00}' + k_z' E_{00}' = k' \cdot E_0' = 0$. Replacing $(k_z' - k_z) E_{00}' = -k' \cdot E_0'$ in Eq. (15.6.9) and using the BAC-CAB rule, we obtain:

$$E_0' = \frac{2k_{z}}{k_z + k_z} E_0 \Rightarrow \frac{k \cdot (E_0' \times k)}{k^2} = \frac{2k_{z}}{k_z + k_z} E_0$$

It can be shown that Eq. (15.6.10) is equivalent to the transmission coefficient results summarized in Eqs. (7.7.1)-(7.7.5), for both the TE and TM cases (see also Problem 7.6 and the identities in Problem 7.5.) The transmitted magnetic field $H'(r) = H_0' e^{-jk'r}$ may be found from Faraday’s law $\nabla \times E' = -j\omega_0 H'$, which reads $\omega_0 H_0' = k' \times E_0'$.

Next, we look at the reflected field. For points $r$ lying to the left of the interface ($z \leq 0$), the evaluation of the integrals (15.6.6) gives according to Eqs. (D.14) and (D.16),

$$\int_{V} e^{-jk'r} G(r - r') \, dV' = -\frac{e^{-jk'r}}{2k_{z}(k_{z}^2 - k'^2)} \Rightarrow \int_{V} e^{-jk'r} G(r - r') \, dV' = -\frac{ke^{-jk'r}}{2k_{z}} \tag{15.6.6}$$

where (D.14) is evaluated at $z' = 0$ and $z \leq 0$:

$$\int_{S} e^{-jk'r} G(r - r') \, dS' = -\frac{e^{-jk'r}}{2k_{z}(k_{z}^2 - k'^2)} \Rightarrow \nabla \int_{S} e^{-jk'r} G(r - r') \, dS' = -\frac{ke^{-jk'r}}{2k_{z}}$$

where $k_-$ denotes the reflected wave vector, $k_+ = k_z \hat{k}_z - k_z \hat{k}_z$. It follows that the total radiated field will be:

$$E_{rad} (r) = k^2 \chi E_0 \left[ \frac{-e^{-jk'r}}{2k_{z}(k_{z}^2 - k'^2)} - \frac{k_z \chi E_{00}' - e^{-jk'r}}{2k_{z}k_{z}} \right] = E_0 - \frac{k_z \chi E_{00}' - e^{-jk'r}}{2k_{z}k_{z}}$$

The overall coefficient $E_0$ can be written in the form:

$$E_0 = \frac{k^2 \chi}{2k_{z}(k_{z}^2 + k_z^2)} E_0' = \frac{k_z \chi E_{00}'}{2k_{z}} E_0$$

where we set $\chi = (k_z^2 - k_z^2)/k^2$. Noting the identity $k_z \cdot E_0' + (k_z' + k_z') E_{00}' = k' \cdot E_0' = 0$ and $k_+ \cdot k_- = k^2$, we finally find:

$$E_0 = \frac{k_z - k_z'}{2k_{z}} \left[ E_0' - \frac{k_z \chi E_{00}'}{k^2} \right] = \frac{k_z \chi E_{00}'}{k^2} \to E_{00}' = \frac{2k_{z}}{k_z + k_z} E_0$$

It can be verified that (15.6.11) is equivalent to the reflected fields as given by Eqs. (7.7.1)-(7.7.5) for the TE and TM cases. We note also that $k_+ \cdot E_0 = 0$.

The conventional boundary conditions are a consequence of this approach. For example, Eqs. (15.6.10) and (15.6.11) imply the continuity of the tangential components of the $E$-field. Indeed, we find by adding:

$$E_0 + E_{00}' = E_0' + \frac{\chi E_{00}'}{2k_{z}} (k_z - k_-) = E_0' + \chi \hat{k}_z E_{00}'$$

which implies that $\hat{z} \times (E_0 + E_{00}') = \hat{z} \times E_0'$.

In summary, the radiated fields from the polarizable atoms cause the cancellation of the incident vacuum field throughout the dielectric and conspire to generate the correct transmitted field that has phase velocity $c = c_0/n$. The reflected wave does not originate just at the interface but rather it is the field radiated backwards by the atoms within the entire body of the dielectric.

Next, we discuss another simplified approach based on radiating dipoles [524]. It has the additional advantage that it leads to the Lorentz-Lorenz or Clausius-Mossoti relationship between refractive index and polarizability. General proofs of the extinction theorem may be found in [497-517] and [638].

The dielectric is viewed as a collection of dipoles $p_i$ at locations $r_i$. The dipole moments are assumed to be induced by a local (or effective) electric field $E_{loc} (r)$ through $p_i = \alpha \epsilon_0 E_{loc} (r)$, where $\alpha$ is the polarizability. The field radiated by the $j$th dipole $p_j$ is given by Eq. (15.5.4), where $G (r)$ is the vacuum Green’s function:

$$E_j (r) = \frac{1}{\epsilon_0} \nabla \times \nabla \times [p_j G (r - r_j)]$$

\footnote{Normally, the polarizability is defined as the quantity $\alpha' = \alpha \epsilon_0$.}
The field at the location of the $i$th dipole due to all the other dipoles will be:

$$E_{\text{rad}}(r)_i = \frac{1}{\varepsilon_0} \sum \frac{\mathbf{p}_j G(r - r_j)}{r_{ij}}$$

(15.6.12)

where $\nabla_i$ is with respect to $r_i$. Passing to a continuous description, we assume $N$ dipoles per unit volume, so that the polarization density will be $\mathbf{P}(r') = N \mathbf{p}(r') = N \alpha \mathbf{e}_0 \mathbf{E}_{\text{loc}}(r')$.

Then, Eq. (15.6.12) is replaced by the (principal-value) integral:

$$E_{\text{rad}}(r) = \frac{1}{\varepsilon_0} \int_V \left[ \nabla \times \nabla \times \left[ \mathbf{P}(r') G(r - r') \right] \right]_{r'+r} dV'$$

(15.6.13)

Using Eq. (D.7) of Appendix D, we rewrite:

$$E_{\text{rad}}(r) = \frac{1}{\varepsilon_0} \nabla \times \nabla \times \int_V \mathbf{E}_{\text{loc}}(r') G(r - r') dV' - \frac{2}{3} N \alpha \mathbf{E}_{\text{loc}}(r)$$

(15.6.14)

and in terms of the local field ($N \alpha$ is dimensionless):

$$E_{\text{rad}}(r) = N \alpha \nabla \times \nabla \times \int_V \mathbf{E}_{\text{loc}}(r') G(r - r') dV' - \frac{2}{3} N \alpha \mathbf{E}_{\text{loc}}(r)$$

(15.6.15)

According to the Ewald-Oseen extinction requirement, the radiated field must cancel the incident field $E(r)$ while generating the local field $E_{\text{loc}}(r)$, that is, $E_{\text{rad}}(r) = E_{\text{loc}}(r) - E(r)$. This leads to the self-consistency condition:

$$N \alpha \nabla \times \nabla \times \int_V \mathbf{E}_{\text{loc}}(r') G(r - r') dV' - \frac{2}{3} N \alpha \mathbf{E}_{\text{loc}}(r) = E_{\text{loc}}(r) - E(r)$$

(15.6.16)

Assuming a plane-wave solution $\mathbf{E}_{\text{loc}}(r) = E'_1 e^{-jk'r}$, we obtain:

$$N \alpha \nabla \times \nabla \times E'_1 \int_V e^{-jk'r} G(r - r') dV' - \frac{2}{3} N \alpha E'_1 e^{-jk'r} = E'_1 - E_0 e^{-jk'r}$$

For $r$ within the dielectric, we find as before:

$$N \alpha \nabla \times \nabla \times E'_1 \left[ \frac{e^{-jk'r}}{k^2 - k^2} - \frac{e^{-jk'r}}{2k_0(k' - k)} \right] = \frac{2}{3} N \alpha E'_1 e^{-jk'r} - E'_1 - E_0 e^{-jk'r}$$

$$N \alpha \nabla \times \nabla \times E'_1 \left[ \frac{e^{-jk'r}}{k^2 - k^2} - \frac{e^{-jk'r}}{2k_0(k' - k)} \right] = (1 + \frac{2}{3} N \alpha) E'_1 e^{-jk'r} - E'_1 - E_0 e^{-jk'r}$$

Performing the $\nabla$ operations, we have:

$$N \alpha \left[ \frac{k' \times (E'_1 \times k')}{k^2 - k^2} e^{-jk'r} - \frac{k \times (E'_1 \times k)}{2k_0(k' - k)} e^{-jk'r} \right] = (1 + \frac{2}{3} N \alpha) E'_1 e^{-jk'r} - E'_1 - E_0 e^{-jk'r}$$

Equating the coefficients of the exponentials, we obtain the two conditions:

$$N \alpha \frac{k' \times (E'_1 \times k')}{k^2 - k^2} = (1 + \frac{2}{3} N \alpha) E'_1$$

$$N \alpha \frac{k \times (E'_1 \times k)}{2k_0(k' - k)} = E_0$$

(15.6.17)

(15.6.18)

The first condition implies immediately that $k' \cdot E'_1 = 0$, therefore, using the BAC-CAB rule, the condition reads:

$$\frac{N \alpha k'^2}{k^2 - k^2} E'_1 = (1 + \frac{2}{3} N \alpha) E'_1 \Rightarrow \frac{N \alpha k'^2}{k^2 - k^2} = 1 + \frac{2}{3} N \alpha$$

(15.6.19)

Setting $k' = kn$, Eq. (15.6.19) implies the Lorentz-Lorenz formula:

$$\frac{N \alpha n^2}{n^2 - 1} = 1 + \frac{2}{3} N \alpha \Rightarrow \frac{n^2 - 1}{n^2 + 2} = \frac{1}{3} N \alpha$$

(15.6.20)

We must distinguish between the local field $E_{\text{loc}}(r)$ and the measured or observed field $E'(r)$, the latter being a "screened" version of the former. To find their relationship, we define the susceptibility by $\chi = n^2 - 1$ and require that the polarization $\mathbf{P}(r)$ be related to the observed field by the usual relationship $\mathbf{P} = \varepsilon_0 \mathbf{E}'$. Using the Lorentz-Lorenz formula and $\mathbf{P} = N \alpha \mathbf{e}_0 \mathbf{E}_{\text{loc}}$, we find the well-known relationship [638]:

$$\mathbf{E}_{\text{loc}} = \mathbf{E}' + \frac{\mathbf{P}}{3 \varepsilon_0}$$

(15.6.21)

From $N \alpha \mathbf{E}_{\text{loc}} = \mathbf{P}/\varepsilon_0 = \chi \mathbf{E}'$, we have $N \alpha E'_1 = \chi E'_0$. Then, the second condition (15.6.18) may be expressed in terms of $E'_0$:

$$\frac{\chi k \times (E'_0 \times k)}{2k_0(k_0 - k)} = E_0 \Rightarrow \frac{k \times (E'_0 \times k)}{k^2} = \frac{2k_0}{k_0 + k} E_0$$

(15.6.22)

which is identical to Eq. (15.6.10). Thus, the self-consistent solution for $\mathbf{E}'(r)$ is identical to that found previously.

Finally, we obtain the reflected field by evaluating Eq. (15.6.13) at points $r$ to the left of the interface. In this case, there is no $2P/3\varepsilon_0$ term in (15.6.14) and we have:

$$E_{\text{rad}}(r) = N \alpha \nabla \times \nabla \times \int_V \mathbf{E}_{\text{loc}}(r') G(r - r') dV' = \chi \nabla \times \nabla \times \int_V \mathbf{E}'(r') G(r - r') dV'$$

$$= \chi \nabla \times \nabla \times E'_0 \int_V e^{-jk'r} G(r - r') dV' = \chi \nabla \times \nabla \times E'_0 \left[ \frac{-e^{-jk'r}}{2k_0(k' - k)} \right]$$

$$= \chi \frac{k \times (E'_0 \times k)}{2k_0(k' - k)} e^{-jk \cdot r} = \frac{k_0 - k}{k_0 + k} \frac{k \times (E'_0 \times k)}{k^2} e^{-jk \cdot r}$$

which agrees with Eq. (15.6.11).

### 15.7 Radiation Fields

The retarded solutions (15.3.3) for the potentials are quite general and apply to any current and charge distribution. Here, we begin making a number of approximations that are relevant for radiation problems. We are interested in fields that have radiated away from their current sources and are capable of carrying power to large distances from the sources.
The far-field approximation assumes that the field point \( r \) is very far from the current source. Here, “far” means much farther than the typical spatial extent of the current distribution, that is, \( r \gg r' \). Because \( r' \) varies only over the current source we can state this condition as \( r \gg l \), where \( l \) is the typical extent of the current distribution (for example, for a linear antenna, \( l \) is its length.) Fig. 15.7.1 shows this approximation.

![Far-field approximation.](image)

As shown in Fig. 15.7.1, at far distances the sides PP' and PQ of the triangle PQP' are almost equal. But the side PQ is the difference OP - OQ. Thus, \( R = |r - r'| = r - r' \cos \psi = (OQ) \), where \( \psi \) is the angle between the vectors \( r \) and \( r' \).

A better approximation may be obtained with the help of the small-x Taylor series expansion \( \sqrt{1 + x} \approx 1 + x/2 - x^2/8 \). Expanding \( R \) in powers of \( r'/r \), and keeping terms up to second order, we obtain:

\[
R = |r - r'| = \sqrt{r^2 - 2rr' \cos \psi + r'^2} = r \sqrt{1 - 2r'/r \cos \psi + r'^2/r^2} \\
\approx r \left( 1 - \frac{r'}{r} \cos \psi + \frac{r'^2}{2r^2} - \frac{1}{8} \left( -2r'/r \cos \psi + \frac{r'^2}{r^2} \right)^2 \right) \\
\approx r \left( 1 - \frac{r'}{r} \cos \psi + \frac{r'^2}{2r^2} - \frac{r'^2}{2r^2} \cos^2 \psi \right)
\]

or, combining the last two terms:

\[
R = r - r' \cos \psi + \frac{r'^2}{2r} \sin^2 \psi, \quad \text{for} \quad r \gg r' \tag{15.7.2}
\]

Thus, the first-order approximation is \( R = r' \cos \psi = r - \hat{r} \cdot r' \). Using this approximation in the integrands of Eqs. (15.3.1), we have:

\[
\varphi(r) \approx \int_V \frac{\rho(r') e^{-jk(r-\hat{r}r')}}{4\pi \varepsilon (r - \hat{r} \cdot r')} \, d^3r'
\]

Replacing \( R = r - \hat{r} \cdot r' \approx r \) in the denominator, but not in the exponent, we obtain the far-field approximation to the solution:

\[
\varphi(r) = \frac{e^{-jkr}}{4\pi \varepsilon r} \int_V \rho(r') e^{jk(r-\hat{r}r')} \, d^3r'
\]

Because \( R \) is approximated differently in the denominator and the exponent, it might be arged that we are not making a consistent approximation. Indeed, for multipole expansions, it is not correct to ignore the \( \hat{r} \cdot r' \) term from the denominator. However, the procedure is correct for radiation problems, and generates those terms that correspond to propagating waves.

What about the second-order approximation terms? We have dropped them from both the exponent and the denominator. Because in the exponent they are multiplied by \( k \), in order to justify dropping them, we must require in addition to \( r \gg r' \) that \( kr'^2/r \ll 1 \), or in terms of the wavelength: \( r \gg 2\pi r'^2/\lambda \). Replacing \( 2r' \) by the typical size \( l \) of the current source,\(^1\) we have \( r \gg \pi l^2/2\lambda \). By convention [115], we replace this with \( r \gg 2l^2/\lambda \). Thus, we may state the far-field conditions as:

\[
r \gg l \quad \text{and} \quad r \gg \frac{2l^2}{\lambda} \quad \text{(far-field conditions)} \tag{15.7.3}
\]

These conditions define the so-called far-field or Fraunhofer radiation region. They are easily satisfied for many practical antennas (such as the half-wave dipole) because \( l \) is typically of the same order of magnitude as \( \lambda \), in which case the second condition is essentially equivalent to the first. This happens also when \( l > \lambda \). When \( l \ll \lambda \), the first condition implies the second.

The distance \( r = 2l^2/\lambda \) is by convention [115] the dividing line between the far-field (Fraunhofer) region, and the near-field (Fresnel) region, as shown in Fig. 15.7.2. The far-field region is characterized by the property that the angular distribution of radiation is independent of the distance \( r \).

![Far-field and near-field radiation zones.](image)

\[^1\]We envision a sphere of diameter \( 2r' = l \) enclosing the antenna structure.
15.8 Radial Coordinates

The far-field solutions of Maxwell’s equations and the directional patterns of antenna systems are best described in spherical coordinates. The definitions of cartesian, cylindrical, and spherical coordinate systems are reviewed in Fig. 15.8.1 and are discussed further in Appendix E. The coordinates representing the vector \( \mathbf{r} \) are, respectively, \((x, y, z)\), \((\rho, \phi, z)\), and \((r, \theta, \phi)\) and define orthogonal unit vectors in the corresponding directions, as shown in the figure.

The relationships between coordinate systems can be obtained by viewing the \(xy\)-plane and \(zp\)-plane, as shown in Fig. 15.8.2. The relationships between cartesian and cylindrical coordinates are:

\[
\begin{align*}
\rho &= r \sin \theta \\
\phi &= \phi \\
z &= r \cos \theta
\end{align*}
\]

Similarly, the relationships of cylindrical to spherical coordinates are:

\[
\begin{align*}
\rho &= r \sin \theta \\
\phi &= \phi \\
\theta &= \theta
\end{align*}
\]

Fig. 15.8.2 Spherical coordinates viewed from \(xy\)-plane and \(zp\)-plane.

15.7.4 Defining the wavenumber vector \( \mathbf{k} \) to be in the direction of the field vector \( \mathbf{r} \) and having magnitude \( k \), that is, \( k = k \hat{\mathbf{r}} \), we may summarize the far-field approximation to the retarded single-frequency potentials as follows:

\[
\begin{align*}
Q(\mathbf{r}) &= \frac{e^{-jk\mathbf{r}}}{4\pi\epsilon r} \int_V \rho(\mathbf{r}') e^{jk\mathbf{r}' \cdot \mathbf{r}} d^3r' \\
A(\mathbf{r}) &= \frac{\mu e^{-jk\mathbf{r}}}{4\pi r} \int_V J(\mathbf{r}') e^{jk\mathbf{r}' \cdot \mathbf{r}} d^3r'
\end{align*}
\] (15.7.4)

In these expressions, the radial dependence on \( r \) has been separated from the angular \((\theta, \phi)\)-dependence, which is given by the integral factors. Since these factors play an important role in determining the directional properties of the radiated fields, we will denote them by the special notation:

\[
\begin{align*}
Q(\mathbf{k}) &= \int_V \rho(\mathbf{r}) e^{jk\mathbf{r}} d^3r' \\
F(\mathbf{k}) &= \int_V J(\mathbf{r}) e^{jk\mathbf{r}} d^3r' 
\end{align*}
\] (15.7.5)

The first is also called the charge form-factor, and the second, the radiation vector. They are recognized to be the 3-dimensional spatial Fourier transforms of the charge and current densities. These quantities depend on \( \omega \) or \( k \) and the directional unit vector \( \hat{\mathbf{r}} \) which is completely defined by the spherical coordinate angles \( \theta, \phi \). Therefore, whenever appropriate, we will indicate only the angular dependence in these quantities by writing them as \( Q(\theta, \phi) \), \( F(\theta, \phi) \).

In terms of this new notation, the far-field radiation potentials are:

\[
\begin{align*}
Q(\mathbf{r}) &= \frac{e^{-jk\mathbf{r}}}{4\pi\epsilon r} Q(\theta, \phi) \\
A(\mathbf{r}) &= \frac{\mu e^{-jk\mathbf{r}}}{4\pi r} F(\theta, \phi)
\end{align*}
\] (15.7.6)
The resulting relationships are:

\begin{align*}
    x &= r \sin \theta \cos \phi \\
    y &= r \sin \theta \sin \phi \\
    z &= r \cos \theta \\
    \hat{r} &= \hat{x} \cos \phi \sin \theta + \hat{y} \sin \phi \sin \theta + \hat{z} \cos \theta \\
    \hat{\theta} &= \hat{x} \cos \phi \cos \theta + \hat{y} \sin \phi \cos \theta - \hat{z} \sin \theta \\
    \hat{\phi} &= -\hat{x} \sin \phi + \hat{y} \cos \phi \\
\end{align*}

(15.8.3)

Note again that the radial unit vector \( \hat{r} \) is completely determined by the polar and azimuthal angles \( \theta, \phi \). Infinitesimal length increments in each of the spherical unit-vector directions are defined by:

\begin{align*}
    dl_r &= dr, \quad dl_\theta = r d\theta, \quad dl_\phi = r \sin \theta d\phi \\
\end{align*}

(spherical lengths) (15.8.4)

The gradient operator \( \nabla \) in spherical coordinates is:

\[
    \nabla = \hat{r} \frac{\partial}{\partial r} + \hat{\theta} \frac{\partial}{\partial \theta} + \hat{\phi} \frac{\partial}{\partial \phi} = \hat{r} \frac{\partial}{\partial r} + \frac{1}{r} \hat{\theta} \frac{\partial}{\partial \theta} + \frac{1}{r \sin \theta} \hat{\phi} \frac{\partial}{\partial \phi} \]

(15.8.5)

The lengths \( dl_\theta \) and \( dl_\phi \) correspond to infinitesimal displacements in the \( \hat{\theta} \) and \( \hat{\phi} \) directions on the surface of a sphere of radius \( r \), as shown in Fig. 15.8.3. The surface element \( dS = \hat{r} dS \) on the sphere is defined by \( dS = dl_\theta dl_\phi \), or,

\[
    dS = r^2 \sin \theta \, d\theta \, d\phi \\
\]

(15.8.6)

The corresponding infinitesimal solid angle \( d\Omega \) subtended by the \( d\theta, d\phi \) cone is:

\[
    dS = r^2 d\Omega \\
    \Rightarrow \\
    d\Omega = \frac{dS}{r^2} = \frac{r^2 \sin \theta \, d\theta \, d\phi}{r^2} \\
\]

(15.8.7)

The solid angle subtended by the whole sphere is in units of steradians:

\[
    \Omega_{\text{sphere}} = \int_0^\pi \sin \theta \, d\theta \int_0^{2\pi} d\phi = 4\pi \\
\]

### 15.9 Radiation Field Approximation

In deriving the field intensities \( E \) and \( H \) from the far-field potentials (15.7.6), we must make one final approximation and keep only the terms that depend on \( r \) like \( 1/r \), and ignore terms that fall off faster, e.g., like \( 1/r^2 \). We will refer to fields with \( 1/r \) dependence as radiation fields.

The justification for this approximation is shown in Fig. 15.9.1. The power radiated into a solid angle \( d\Omega \) will flow through the surface area \( dS \) and will be given by \( dP = P_r dS \), where \( P_r \) is the radial component of the Poynting vector. Replacing \( dS \) in terms of the solid angle and \( P_r \) in terms of the squared electric field, we have:

\[
    dP = P_r dS = \left( \frac{1}{2\eta} |E|^2 \right) (r^2 d\Omega) \\
\]

Thus, if the amount of power in the solid angle \( d\Omega \) is to propagate away without attenuation with distance \( r \), then the electric field must be such that \( |E|^2 r^2 \sim \text{const} \), or that \( |E| \sim 1/r \); similarly, \( |H| \sim 1/r \). Any terms in \( E, H \) that fall off faster than \( 1/r \) will not be capable of radiating power to large distances from their current sources.

### 15.10 Computing the Radiation Fields

At far distances from the localized current \( J \), the radiation fields can be obtained from Eqs. (15.3.9) by using the radiation vector potential \( A \) of Eq. (15.7.6). In computing the curl of \( A \), we may ignore any terms that fall off faster than \( 1/r \):

\[
    \nabla \times A = \nabla \times \left( \frac{\mu e^{-jkr}}{4\pi r} F \right) = \left( \hat{r} \frac{\partial}{\partial r} + \text{angular derivatives} \right) \times \left( \frac{\mu e^{-jkr}}{4\pi r} F \right) \\
    = -j k (\hat{r} \times F) \left( \frac{\mu e^{-jkr}}{4\pi r} \right) + O \left( \frac{1}{r^2} \right) = -j k \times A + O \left( \frac{1}{r^2} \right) \\
\]

The “angular derivatives” arise from the \( \theta, \phi \) derivatives in the gradient as per Eq. (15.8.5). These derivatives act on \( F(\theta, \phi) \), but because they already have a \( 1/r \) factor in them and the rest of \( A \) has another \( 1/r \) factor, these terms will go down like \( 1/r^2 \). Similarly, when we compute the derivative \( \partial_r (e^{-jkr}/r) \) we may keep only the derivative of the numerator because the rest goes down like \( 1/r^2 \). Thus, we arrive at the useful rule that to order \( 1/r \), the gradient operator \( \nabla \), whenever it acts on a function of the form \( f(\theta, \phi) e^{-jkr}/r \), can be replaced by:

\[
    \nabla \rightarrow -j k = -j k \hat{r} \\
\]

(15.10.1)

Applying the rule again, we have:
\[ \nabla \times (\nabla \times A) = -j k \times (-j k \times A) = (k \times A) \times k = k^2 (\hat{r} \times A) \times \hat{r} = \omega^2 \mu \varepsilon (\hat{r} \times A) \times \hat{r} \]

Noting that \( \omega \mu = ck \mu = k \sqrt{\mu \varepsilon} = k \eta \) and using Eq. (15.3.9), we finally find:

\[
\begin{align*}
E &= -j k \eta \frac{e^{-j k r}}{4 \pi r} (\hat{r} \times F) \times \hat{r} \\
H &= -j k \frac{e^{-j k r}}{4 \pi r} \hat{r} \times F
\end{align*}
\]

(15.10.2)

Moreover, we recognize that:

\[
E = \eta H \times \hat{r}, \quad \frac{1}{\eta} \hat{r} \times E \quad \text{and} \quad \frac{|E|}{|H|} = \eta
\]

(15.10.3)

We note the similarity to uniform plane waves and emphasize the following properties:

1. \( \{ E, H, \hat{r} \} \) form a right-handed vector system.
2. \( E \) is always parallel to the transverse part \( F_\perp \) of the radiation vector \( F \).
3. \( H \) is always perpendicular to the radiation vector \( F \).
4. dc current sources (\( \omega = k = 0 \)) will not radiate.

![Radiated Fields](image)

**Fig. 15.10.1** Electric and magnetic fields radiated by a current source.

Figure 15.10.1 illustrates some of these remarks. The radiation vector may be decomposed in general into a radial part \( F_r = \hat{r} F_\hat{r} \) and a transverse part \( F_\perp \). In fact, this decomposition is obtained from the identity:

\[ F = \hat{r} (\hat{r} \cdot F) + (\hat{r} \times F) \times \hat{r} = \hat{r} F_\hat{r} + F_\perp \]

Resolving \( F \) along the spherical coordinate unit vectors, we have:

\[ F = \hat{r} F_\hat{r} + \hat{\theta} F_\theta + \hat{\phi} F_\phi \]

\[ \hat{r} \times F = \hat{\phi} F_\phi - \hat{\theta} F_\theta \]

\[ F_\perp = (\hat{r} \times F) \times \hat{r} = \hat{\theta} F_\theta + \hat{\phi} F_\phi \]

Thus, only \( F_\theta \) and \( F_\phi \) contribute to the fields:

\[
E = -j k \eta \frac{e^{-j k r}}{4 \pi r} \left[ \hat{\theta} F_\theta + \hat{\phi} F_\phi \right]
\]

\[
H = -j k \frac{e^{-j k r}}{4 \pi r} \left[ \hat{\phi} F_\phi - \hat{\theta} F_\theta \right]
\]

(15.10.4)

Recognizing that \( \hat{r} \times F = \hat{r} \times F_\perp \), we can also write compactly:

\[
E = -j k \eta \frac{e^{-j k r}}{4 \pi r} F_\perp
\]

\[
H = -j k \frac{e^{-j k r}}{4 \pi r} \hat{r} \times F_\perp
\]

(15.10.5)

In general, the radiation vector will have both \( F_\theta \) and \( F_\phi \) components, depending on the nature of the current distribution \( J \). However, in practice there are three important cases that stand out:

1. Only \( F_\theta \) is present. This includes all **linear antennas** and arrays. The \( z \)-axis is oriented in the direction of the antenna, so that the radiation vector only has \( r \) and \( \theta \) components.
2. Only \( F_\phi \) is present. This includes **loop antennas** with the \( xy \)-plane chosen as the plane of the loop.
3. Both \( F_\theta \) and \( F_\phi \) are present, but they are carefully chosen to have the phase relationship \( F_\phi = \pm j F_\theta \), so that the resulting electric field will be circularly polarized. This includes **helical antennas** used in space communications.

### 15.11 Problems

15.1 First, prove the differential identity:

\[
\nabla \times [J(r') e^{ikr'}] = j k \cdot J(r') e^{ikr'} - j \omega \rho(r') e^{ikr'}
\]

Then, prove the integral identity:

\[
k \cdot \int_V [J(r') e^{ikr'}] d^3 r' = \omega \int_V \rho(r') e^{ikr'} d^3 r'
\]

Assume that the charge and current densities are localized within the finite volume \( V \). Finally, show that the charge form-factor \( Q \) and radiation vector \( F \) are related by:

\[
\hat{r} \cdot F = c Q
\]

15.2 Using similar techniques as in the previous problem, prove the following general property, valid for any scalar function \( g(r') \), where \( V \) is the volume over which \( J, \rho \) are non-zero:

\[
\int_V [J(r') \cdot \nabla g(r')] d^3 r' = j \omega \int_V g(r') \rho(r') d^3 r'
\]
15.3 It is possible to obtain the fields generated by the source densities $\rho, J$ by working directly with Maxwell’s equations without introducing the scalar and vector potentials $\phi, A$. Start with the monochromatic Maxwell’s equations

$$\nabla \times E = -j\omega H, \quad \nabla \times H = J + j\omega E, \quad \nabla \cdot E = \frac{1}{\varepsilon} \rho, \quad \nabla \cdot H = 0$$

Show that $E, H$ satisfy the following Helmholtz equations:

$$(\nabla^2 + k^2)E = j\omega \mu J + \frac{1}{\varepsilon} \nabla \rho, \quad (\nabla^2 + k^2)H = -\nabla \times J$$

Show that their solutions are obtained with the help of the Green’s function (15.3.4):

$$E = \int_V \left[ -j\omega \mu J G - \frac{1}{\varepsilon} (\nabla \rho G) \right] dV'$$

$$H = \int_V [\nabla' \times J] G dV'$$

Although these expressions and Eqs. (15.3.10) look slightly different, they are equivalent. Explain in what sense this is true.

15.4 The electric and magnetic dipole moments of charge and current volume distributions $\rho, J$ are defined by:

$$p = \int_V r\rho(r) dV, \quad m = \frac{1}{2} \int_V r \times J(r) dV$$

Using these definitions and the integral property of Eq. (C.41) of Appendix C, show that for two charges $\pm Q$ separated by distance $d$, and for a current $I$ flowing on a closed planar loop of arbitrary shape and area $S$ lying on the $xy$-plane, the quantities $p, m$ are given by:

$$p = Qd$$

$$m = I S$$

15.5 By performing an inverse Fourier time transform on Eq. (15.5.5), show that the fields produced by an arbitrary time-varying dipole at the origin, $P(r,t) = p(t) \delta^{(3)}(r)$, are given by:

$$E(r,t) = \frac{1}{c_0} \left( \frac{1}{c_0} \frac{\partial}{\partial t} + \frac{1}{r} \right) \left[ 3 \hat{r} (\hat{t} \cdot p(t_r)) - p(t_r) \right] \frac{1}{4\pi r} - \frac{1}{c_0 c_0} \hat{r} \times (p(t_r) \times \hat{r}) \frac{1}{4\pi r}$$

$$H(r,t) = \frac{\partial}{\partial t} \left( \frac{1}{c_0} \frac{\partial}{\partial t} + \frac{1}{r} \right) (p(t_r) \times \hat{r}) \frac{1}{4\pi r}$$

where $t_r = t - r/c_0$ is the retarded time and the time-derivatives act only on $p(t_r)$. Show also that the radiated fields are (with $\eta_0 = \sqrt{\mu_0 / \varepsilon_0}$):

$$E_{\text{rad}}(r,t) = \mu_0 \frac{E_r(t_r)}{4\pi r} = \eta_0 H_{\text{rad}}(r,t) \times \hat{r}$$

$$H_{\text{rad}}(r,t) = \frac{\mu_0}{\eta_0} (p(t_r) \times \hat{r}) \frac{1}{4\pi r}$$

15.6 Assume that the dipole of the previous problem is along the $z$-direction, $p(t) = \hat{z} p(t)$. Integrating the Poynting vector $\mathbf{P} = E_{\text{rad}} \times H_{\text{rad}}$ over a sphere of radius $r$, show that the total radiated power from the dipole is given by:

$$P_{\text{rad}}(r,t) = \frac{\eta_0}{6\pi c_0^3} p^2(t_r)$$

15.7 Define a $3 \times 3$ matrix $J(a)$ such that the operation $J(a) b$ represents the cross-product $a \times b$.

Show that:

$$J(a) = \begin{bmatrix} 0 & -a_z & a_y \\ a_z & 0 & -a_x \\ -a_y & a_x & 0 \end{bmatrix}$$

Show that $J(a)$ is a rank-2 matrix with eigenvalues $\lambda = 0$ and $\lambda = \pm j|a|$, where $a$ is assumed to be real-valued. Show that the eigenvectors corresponding to the non-zero eigenvalues are given by $e = \hat{r} \mp j\hat{z}$, where $\hat{r}, \hat{z}$ are real-valued unit vectors such that $\{\hat{r}, \hat{z}\}$ is a right-handed vector system (like $\{\hat{x}, \hat{y}, \hat{z}\}$), here, $a = a / |a|$. Show that $e \cdot e = 0$ and $e^* = -e$.

A radiator consists of electric and magnetic dipoles $p, m$ placed at the origin. Assuming harmonic time dependence and adding the radiation fields of Eqs. (15.5.6) and (15.5.10), show that the total radiated fields can be expressed in terms of the $6 \times 6$ matrix operation:

$$\begin{bmatrix} E(r) \\ \eta_0 H(r) \end{bmatrix} = -\eta_0 k^2 \frac{e^{-jkr}}{4\pi r} \begin{bmatrix} J(\hat{r}) \\ -J(\hat{r}) \end{bmatrix} \begin{bmatrix} c_0 p \\ m \end{bmatrix}$$

Show that $J(\hat{r})$ satisfies the matrix equation $J(\hat{r}) + J(\hat{r}) = 0$. Moreover, show that its eigenvalues are $\lambda = 0$ and $\lambda = \pm j$ and that the eigenvectors belonging to the two nonzero eigenvalues are given in terms of the polar unit vectors by $e = \hat{r} \mp j\hat{z}$.

Because the matrix $J(\hat{r})$ is rank-defective, so is the above $6 \times 6$ matrix, reflecting the fact that the radiation fields can only have two polarization states. However, it has been shown recently [1182] that in a multiple-scattering environment, such as wireless propagation in cities, the corresponding $6 \times 6$ matrix becomes a full-rank matrix (rank 6) allowing the tripling of the channel capacity over the standard dual-polarization transmission.
Transmitting and Receiving Antennas

16. Transmitting and Receiving Antennas

16.1 Energy Flux and Radiation Intensity

The flux of electromagnetic energy radiated from a current source at far distances is given by the time-averaged Poynting vector, calculated in terms of the radiation fields (15.10.4):

\[
P = \frac{1}{2} \text{Re}(E \times H^*) = \frac{1}{2} \left(-jkn_0 \frac{e^{-jkR}}{4\pi R} \right) \left(jk \frac{e^{jkR}}{4\pi R} \right) \text{Re} \left[(\hat{\theta}F_\theta + \hat{\phi}F_\phi) \times (\hat{\phi}F_\phi^* - \hat{\theta}F_\theta^*) \right]
\]

Noting that \( \hat{\theta} \times \hat{\phi} = \mathbf{\hat{r}} \), we have:

\[
(\hat{\theta}F_\theta + \hat{\phi}F_\phi) \times (\hat{\phi}F_\phi^* - \hat{\theta}F_\theta^*) = \mathbf{\hat{r}} (|F_\theta|^2 + |F_\phi|^2) = \mathbf{\hat{r}} |F_\perp(\theta, \phi)|^2
\]

Therefore, the energy flux vector will be:

\[
P = \mathbf{\hat{r}} P_r = \mathbf{\hat{r}} \frac{nk^2}{32\pi^2 r^2} |F_\perp(\theta, \phi)|^2
\]

(16.1.1)

Thus, the radiated energy flows radially away from the current source and attenuates with the square of the distance. The angular distribution of the radiated energy is described by the radiation pattern factor:

\[
|F_\perp(\theta, \phi)|^2 = |F_\theta(\theta, \phi)|^2 + |F_\phi(\theta, \phi)|^2
\]

(16.1.2)

With reference to Fig. 15.9.1, the power \( dP \) intercepted by the area element \( dS = r^2 d\Omega \) defines the power per unit area, or the power density of the radiation:

\[
\frac{dP}{dS} = \frac{dP}{r^2 d\Omega} = P_r = \frac{nk^2}{32\pi^2 r^2} |F_\perp(\theta, \phi)|^2
\]

(16.1.3)

The radiation intensity \( U(\theta, \phi) \) is defined to be the power radiated per unit solid angle, that is, the quantity \( dP/d\Omega = r^2 dP/dS = r^2 P_r \):

\[
U(\theta, \phi) = \frac{dP}{d\Omega} = r^2 P_r = \frac{nk^2}{32\pi^2} |F_\perp(\theta, \phi)|^2
\]

(16.1.4)

The total radiated power is obtained by integrating Eq. (16.1.4) over all solid angles \( d\Omega = \sin \theta d\theta d\phi \), that is, over \( 0 \leq \theta \leq \pi \) and \( 0 \leq \phi \leq 2\pi \):

\[
P_{\text{rad}} = \int_0^\pi \int_0^{2\pi} U(\theta, \phi) d\Omega
\]

(16.1.5)

A useful concept is that of an isotropic radiator—a radiator whose intensity is the same in all directions. In this case, the total radiated power \( P_{\text{rad}} \) will be equally distributed over all solid angles, that is, over the total solid angle of a sphere \( \Omega_{\text{sphere}} = 4\pi \) steradians, and therefore, the isotropic radiation intensity will be:

\[
U_I = \left( \frac{dP}{d\Omega} \right)_{\text{I}} = \frac{P_{\text{rad}}}{\Omega_{\text{sphere}}} = \frac{1}{4\pi} \int_0^\pi \int_0^{2\pi} U(\theta, \phi) d\Omega
\]

(16.1.6)

Thus, \( U_I \) is the average of the radiation intensity over all solid angles. The corresponding power density of such an isotropic radiator will be:

\[
\frac{dP}{dS} = \frac{U_I}{r^2} = \frac{P_{\text{rad}}}{4\pi r^2}
\]

(16.1.7)

16.2 Directivity, Gain, and Beamwidth

The directivity gain of an antenna system towards a given direction \((\theta, \phi)\) is the radiation intensity normalized by the corresponding isotropic intensity, that is:

\[
D(\theta, \phi) = \frac{U(\theta, \phi)}{U_I} = \frac{U(\theta, \phi)}{P_{\text{rad}}/4\pi} = \frac{4\pi}{P_{\text{rad}}} \frac{dP}{d\Omega}
\]

(16.2.1)

It measures the ability of the antenna to direct its power towards a given direction. The maximum value of the directivity, \( D_{\text{max}} \), is called the directivity of the antenna and will be realized towards some particular direction, say \((\theta_0, \phi_0)\). The radiation intensity will be maximum towards that direction, \( U_{\text{max}} = U(\theta_0, \phi_0) \), so that

\[
D_{\text{max}} = \frac{U_{\text{max}}}{U_I}
\]

(16.2.2)

The directivity is often expressed in dB,\(^1\) that is, \( D_{\text{dB}} = 10 \log_{10} D_{\text{max}} \). Re-expressing the radiation intensity in terms of the directive gain, we have:

\[
\frac{dP}{d\Omega} = U(\theta, \phi) = D(\theta, \phi) U_I = \frac{P_{\text{rad}} D(\theta, \phi)}{4\pi}
\]

(16.2.3)

and for the power density in the direction of \((\theta, \phi)\):

\[
\frac{dP}{dS} = \frac{dP}{r^2 d\Omega} = \frac{P_{\text{rad}} D(\theta, \phi)}{4\pi r^2}
\]

(16.2.4)

\(^1\) The term “dB” is often used as a reminder that the directivity is with respect to the isotropic case.
Comparing with Eq. (16.2.1), we note that if the amount of power \( P_{\text{rad}}D(\theta, \phi) \) were emitted isotropically, then Eq. (16.2.4) would be the corresponding isotropic power density. Therefore, we will refer to \( P_{\text{rad}}D(\theta, \phi) \) as the effective isotropic power, or the effective radiated power (ERP) towards the \((\theta, \phi)\)-direction.

In the direction of maximum gain, the quantity \( P_{\text{rad}}D_{\text{max}} \) will be referred to as the effective isotropic power, or the maximum gain. Therefore, we refer to \( G(\theta, \phi) = D(\theta, \phi) \) as the effective isotropic power, or the maximum gain. It defines the maximum power density achieved by the antenna:

\[
\left( \frac{dP}{dS} \right)_{\text{max}} = \frac{P_{\text{ERP}}}{4\pi r^2}, \quad \text{where } P_{\text{ERP}} = P_{\text{rad}}D_{\text{max}} \quad (16.2.5)
\]

Usually, communicating antennas—especially highly directive ones such as dish antennas—are oriented to point towards the maximum directive gain of each other.

A related concept is that of the **power gain**, or simply the gain of an antenna. It is defined as in Eq. (16.2.1), but instead of being normalized by the total radiated power, it is normalized to the total power \( P_T \) accepted by the antenna terminals from a connected transmitter, as shown in Fig. 16.2.1:

\[
G(\theta, \phi) = \frac{U(\theta, \phi)}{P_T/4\pi} = \frac{4\pi}{P_T} \frac{dP}{d\Omega} \quad \text{(power gain)} \quad (16.2.6)
\]

We will see in Sec. 16.4 that the power \( P_T \) delivered to the antenna terminals is at most half the power produced by the generator—the other half being dissipated as heat in the generator’s internal resistance.

Moreover, the power \( P_T \) may differ from the power radiated, \( P_{\text{rad}} \), because of several loss mechanisms, such as ohmic losses of the currents flowing on the antenna wires or losses in the dielectric surrounding the antenna.

The definition of power gain does not include any reflection losses arising from improper matching of the transmission line to the antenna input impedance [115]. The **efficiency factor** of the antenna is defined by:

\[
e = \frac{P_{\text{rad}}}{P_T} \quad \Rightarrow \quad P_{\text{rad}} = eP_T \quad (16.2.7)
\]

In general, \( 0 \leq e \leq 1 \). For a lossless antenna the efficiency factor will be unity and \( P_{\text{rad}} = P_T \). In such an ideal case, there is no distinction between directive and power gain. Using Eq. (16.2.7) in (16.2.1), we find \( G = 4\pi U/P_T = e4\pi U/P_{\text{rad}} \), or,

\[
G(\theta, \phi) = eD(\theta, \phi) \quad (16.2.8)
\]

The **maximum gain** is related to the directivity by \( G_{\text{max}} = eD_{\text{max}} \). It follows that the effective radiated power can be written as \( P_{\text{rad}}D(\theta, \phi) = P_T G(\theta, \phi) \), and the EIRP, \( P_{\text{EIRP}} = P_{\text{rad}}D_{\text{max}} = P_T G_{\text{max}} \).

The angular distribution functions we defined thus far, that is, \( G(\theta, \phi), D(\theta, \phi), U(\theta, \phi) \), are all proportional to each other. Each brings out a different aspect of the radiating system. In describing the angular distribution of radiation, it proves convenient to consider it relative to its maximal value. Thus, we define the normalized power pattern, or **normalized gain** by:

\[
g(\theta, \phi) = \frac{G(\theta, \phi)}{G_{\text{max}}} \quad \text{(normalized gain)} \quad (16.2.9)
\]

Because of the proportionality of the various angular functions, we have:

\[
g(\theta, \phi) = \frac{G(\theta, \phi)}{G_{\text{max}}} = \frac{D(\theta, \phi)}{D_{\text{max}}} = \frac{U(\theta, \phi)}{U_{\text{max}}} = \frac{|F_1(\theta, \phi)|^2}{|F_1|_{\text{max}}^2} \quad (16.2.10)
\]

Writing \( P_T G(\theta, \phi) = P_T G_{\text{max}} g(\theta, \phi) \), we have for the power density:

\[
\frac{dP}{dS} = \frac{P_T G_{\text{max}}}{4\pi r^2} g(\theta, \phi) = \frac{P_{\text{EIRP}}}{4\pi r^2} g(\theta, \phi) \quad (16.2.11)
\]

This form is useful for describing communicating antennas and radar. The normalized gain is usually displayed in a polar plot with polar coordinates \((\rho, \theta)\) such that \( \rho = g(\theta) \), as shown in Fig. 16.2.2. (This figure depicts the gain of a half-wave dipole antenna given by \( g(\theta) = \cos^2(0.5\pi \cos \theta) / \sin^2 \theta \).) The 3-dB, or half-power, beamwidth is defined as the difference \( \Delta \theta_B = \theta_2 - \theta_1 \) of the 3-dB angles at which the normalized gain is equal to 1/2, or, -3 dB.
16.2. Directivity, Gain, and Beamwidth

Example 16.2.1: A TV station is transmitting 10 kW of power with a gain of 15 dB towards a particular direction. Determine the peak and rms value of the electric field $E$ at a distance of 5 km from the station.

Solution: The gain in absolute units will be $G = 10^{15.10} = 10^{15} \times 10 = 31.62$. It follows that the radiated EIRP will be $P_{\text{ERP}} = P \times G = 10 \times 31.62 = 316.2$ kW. The electric field at distance $r = 5$ km is obtained from Eq. (16.2.5):

$$E_\text{rms} = E / \sqrt{2} = 0.62 \text{ V/m.}$$

Another useful concept is that of the beam solid angle of an antenna. The definition is motivated by the case of a highly directive antenna, which concentrates all of its radiated power $P_{\text{rad}}$ into a small solid angle $\Delta \Omega$, as illustrated in Fig. 16.2.3.

![Beam solid angle and beamwidth of a highly directive antenna.](image)

The radiation intensity in the direction of the solid angle will be:

$$U = \frac{\Delta P}{\Delta \Omega} = \frac{P_{\text{rad}}}{\Delta \Omega}$$

where $\Delta P = P_{\text{rad}}$ by assumption. It follows that: $\Delta \Omega = 4\pi U / P_{\text{rad}} = 4\pi / \Delta \Omega$, or,

$$\Delta \Omega = \frac{4\pi}{D_{\text{max}}}$$

Thus, the more concentrated the beam, the higher the directivity. Although (16.2.13) was derived under the assumption of a highly directive antenna, it may be used as the definition of the beam solid angle for any antenna, that is,

$$\Delta \Omega = \frac{4\pi}{D_{\text{max}}}$$

(beam solid angle)

Using $D_{\text{max}} = U_{\text{max}} / U_j$ and Eq. (16.1.6), we have

$$\Delta \Omega = \frac{4\pi U_j}{U_{\text{max}}} = \frac{1}{U_{\text{max}}} \int_0^{2\pi} \int_0^\pi U(\theta, \phi) \, d\Omega,$$

or,

$$\Delta \Omega = \int_0^{2\pi} \int_0^\pi g(\theta, \phi) \, d\Omega$$

(beam solid angle)

16. Transmitting and Receiving Antennas

where $g(\theta, \phi)$ is the normalized gain of Eq. (16.2.10). Writing $P_{\text{rad}} = 4\pi U_j$, we have:

$$\Delta \Omega = \frac{P_{\text{rad}}}{U_{\text{max}}} \Rightarrow U_{\text{max}} = \frac{P_{\text{rad}}}{\Delta \Omega}$$

This is the general case of Eq. (16.2.12). We can also write:

$$P_{\text{rad}} = U_{\text{max}} \Delta \Omega$$

(16.2.17)

This is convenient for the numerical evaluation of $P_{\text{rad}}$. To get a measure of the beamwidth of a highly directive antenna, we assume that the directive gain is equal to its maximum uniformly over the entire solid angle $\Delta \Omega$ in Fig. 16.2.3, that is, $D(\theta, \phi) = D_{\text{max}}$, for $0 \leq \theta \leq \Delta \theta_B / 2$. This implies that the normalized gain will be:

$$g(\theta, \phi) = \begin{cases} 1, & \text{if } 0 \leq \theta \leq \Delta \theta_B / 2 \\ 0, & \text{if } \Delta \theta_B / 2 < \theta \leq \pi \end{cases}$$

Then, it follows from the definition (16.2.15) that:

$$\Delta \Omega = \int_0^{\Delta \theta_B / 2} \int_0^{2\pi} d\Omega = \int_0^{\Delta \theta_B / 2} \int_0^{2\pi} \sin \theta \, d\theta \, d\phi = 2\pi \left(1 - \cos \frac{\Delta \theta_B}{2}\right)$$

Using the approximation $\cos x \approx 1 - x^2 / 2$, we obtain for small beamwidths:

$$\Delta \Omega \approx \frac{\pi \left(\Delta \theta_B\right)^2}{4}$$

(16.2.19)

and therefore the directivity can be expressed in terms of the beamwidth:

$$D_{\text{max}} = \frac{16}{\Delta \theta_B^2}$$

(16.2.20)

Example 16.2.2: Find the beamwidth in degrees of a lossless dish antenna with gain of 15 dB. The directivity and gain are equal in this case, therefore, Eq. (16.2.20) can be used to calculate the beamwidth: $\Delta \theta_B = \sqrt{16 / D}$, where $D = G = 10^{15.10} = 31.62$. We find $\Delta \theta_B = 0.71$ radians, or $\Delta \theta_B = 40.76^\circ$.

For an antenna with 40 dB gain/directivity, we would have $D = 10^4$ and find $\Delta \theta_B = 0.04$ radians $= 2.29^\circ$.

Example 16.2.3: A satellite in a geosynchronous orbit of 36,000 km is required to have complete earth coverage. What is its antenna gain in dB and its beamwidth? Repeat if the satellite is required to have coverage of an area equal to the size of continental US.

Solution: The radius of the earth is $R = 6400$ km. Looking down from the satellite the earth appears as a flat disk of area $\Delta S = \pi R^2$. It follows that the subtended solid angle and the corresponding directivity/gain will be:

$$\Delta \Omega = \frac{\Delta S}{\pi R^2} = \frac{\pi R^2}{r^2} \Rightarrow D = \frac{4\pi}{\Delta \Omega} = \frac{4\pi}{\frac{\pi R^2}{r^2}}$$

With $r = 36,000$ km and $R = 6400$ km, we find $D = 126.56$ and in dB, $D_{\text{dB}} = 10 \log_{10} D = 21.02$ dB. The corresponding beamwidth will be $\Delta \theta_B = \sqrt{\frac{16}{D}} = 0.36$ rad = 20.37°.
For the continental US, the coast-to-coast distance of 3000 mi, or 4800 km, translates to an area of radius \( R = 2400 \text{ km} \) for the more precise value of \( R = 42 237 \text{ km} \), the calculated values are: \( r = 35 860 \text{ km} = 22 414 \text{ mi} \).

16.3 Effective Area

When an antenna is operating as a receiving antenna, it extracts a certain amount of power from an incident electromagnetic wave. As shown in Fig. 16.3.1, an incident wave coming from a far distance may be thought of as a uniform plane wave being intercepted by the antenna.

![Fig. 16.3.1 Effective area of an antenna.](image)

The incident electric field sets up currents on the antenna. Such currents may be represented by a Thévenin-equivalent generator, which delivers power to any connected receiving load impedance.

The induced currents also re-radiate an electric field (referred to as the scattered field), which interferes with the incident field causing a shadow region behind the antenna, as shown in Fig. 16.3.1.

The total electric field outside the antenna will be the sum of the incident and re-radiated fields. For a perfectly conducting antenna, the boundary conditions are that the tangential part of the total electric field vanish on the antenna surface. In Chap. 24, we apply these boundary conditions to obtain and solve Hallén’s and Pocklington’s integral equations satisfied by the induced current.

The power density of the incident wave at the location of the receiving antenna can be expressed in terms of the electric field of the wave, \( P_{\text{inc}} = E_{\text{inc}}^2/2\mu \).

The effective area or effective aperture \( A \) of the antenna is defined to be that area which when intercepted by the incident power density \( P_{\text{inc}} \) gives the amount of received power \( P_{\text{R}} \) available at the antenna output terminals \([115]:\)

\[
P_R = A P_{\text{inc}}
\]  

(16.3.1)

For a lossy antenna, the available power at the terminals will be somewhat less than the extracted radiated power \( P_{\text{rad}} \), by the efficiency factor \( P_R = e P_{\text{rad}} \). Thus, we may also define the maximum effective aperture \( A_m \) as the area which extracts the power \( P_{\text{rad}} \) from the incident wave, that is, \( P_{\text{rad}} = A_m P_{\text{inc}} \). It follows that:

\[
A = eA_m
\]  

(16.3.2)

The effective area depends on the direction of arrival \( (\theta, \phi) \) of the incident wave. For all antennas, it can be shown that the effective area \( A(\theta, \phi) \) is related to the power gain \( G(\theta, \phi) \) and the wavelength \( \lambda = c/f \) as follows:

\[
G(\theta, \phi) = \frac{4\pi A(\theta, \phi)}{\lambda^2}
\]  

(16.3.3)

Similarly, because \( G(\theta, \phi) = eD(\theta, \phi) \), the maximum effective aperture will be related to the directive gain by:

\[
D(\theta, \phi) = \frac{4\pi A_m(\theta, \phi)}{\lambda^2}
\]  

(16.3.4)

In practice, the quoted effective area \( A \) of an antenna is the value corresponding to the direction of maximal gain \( G_{\text{max}} \). We write in this case:

\[
G_{\text{max}} = \frac{4\pi A}{\lambda^2}
\]  

(16.3.5)

Similarly, we have for the directivity \( D_{\text{max}} = 4\pi A_m/\lambda^2 \). Because \( D_{\text{max}} \) is related to the beam solid angle by \( D_{\text{max}} = 4\pi/\Delta\Omega \), it follows that

\[
D_{\text{max}} = \frac{4\pi}{\Delta\Omega} = \frac{4\pi A_m}{\lambda^2} \quad \Rightarrow \quad A_m\Delta\Omega = \lambda^2
\]  

(16.3.6)

Writing \( \lambda = c/f \), we may express Eq. (16.3.5) in terms of frequency:

\[
G_{\text{max}} = \frac{4\pi f^2 A}{c^2}
\]  

(16.3.7)
The effective area is not equal to the physical area of an antenna. For example, linear antennas do not even have any characteristic physical area. For dish or horn antennas, on the other hand, the effective area is typically a fraction of the physical area (about 55–65 percent for dishes and 60–80 percent for horns.) For example, if the dish has a diameter of \( d \) meters, then we have:

\[
A = e_a \left( \frac{\pi d^2}{4} \right)
\]

(16.3.8)

where \( e_a \) is the aperture efficiency factor, typically \( e_a = 0.55-0.65 \). Combining Eqs. (16.3.5) and (16.3.8), we obtain:

\[
G_{\text{max}} = e_a \left( \frac{\pi d}{\lambda} \right)^2
\]

(16.3.9)

Antennas fall into two classes: fixed-area antennas, such as dish antennas, for which \( A \) is independent of frequency, and fixed-gain antennas, such as linear antennas, for which \( G \) is independent of frequency. For fixed-area antennas, the gain increases quadratically with \( f \). For fixed-gain antennas, \( A \) decreases quadratically with \( f \).

**Example 16.3.1:** Linear antennas are fixed-gain antennas. For example, we will see in Sec. 17.1 that the gains of a (lossless) Hertzian dipole, a halfwave dipole, and a monopole antenna are the constants:

\[
\begin{align*}
G_{\text{hertz}} &= 1.5, & G_{\text{dipole}} &= 1.64, & G_{\text{monopole}} &= 3.28
\end{align*}
\]

Eq. (16.3.5) gives the effective areas \( A = \frac{G \lambda^2}{4\pi} \):

\[
\begin{align*}
A_{\text{hertz}} &= 0.1194\lambda^2, & A_{\text{dipole}} &= 0.1305\lambda^2, & A_{\text{monopole}} &= 0.2610\lambda^2
\end{align*}
\]

In all cases the effective area is proportional to \( \lambda^2 \) and decreases with \( f^2 \). In the case of the commonly used monopole antenna, the effective area is approximately equal to a rectangle of sides \( \lambda \) and \( \lambda/4 \), the latter being the physical length of the monopole.

**Example 16.3.2:** Determine the gain in dB of a dish antenna of diameter of 0.5 m operating at a satellite downlink frequency of 4 GHz and having 60% aperture efficiency. Repeat if the downlink frequency is 11 GHz. Repeat if the diameter is doubled to 1 m.

Solution: The effective area and gain of a dish antenna with diameter \( d \) is:

\[
A = e_a \left( \frac{\pi d^2}{4} \right) \quad G = \frac{4\pi A}{\lambda^2} = e_a \left( \frac{\pi d}{\lambda} \right)^2 = e_a \left( \frac{\pi f d}{c} \right)^2
\]

The calculated gains \( G \) in absolute and dB units are in the four cases:

<table>
<thead>
<tr>
<th>( f )</th>
<th>( d = 0.5 \text{ m} )</th>
<th>( d = 1 \text{ m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 GHz</td>
<td>263 = 24 dB</td>
<td>1052 = 30 dB</td>
</tr>
<tr>
<td>11 GHz</td>
<td>1990 = 33 dB</td>
<td>7960 = 39 dB</td>
</tr>
</tbody>
</table>

Doubling the diameter (or the frequency) increases the gain by 6 dB, or a factor of 4. Conversely, if a dish antenna is to have a desired gain \( G \) (for example, to achieve a desired beamwidth), the above equation can be solved for the required diameter \( d \) in terms of \( G \) and \( f \). □

The beamwidth of a dish antenna can be estimated by combining the approximate expression (16.2.20) with (16.3.5) and (16.3.8). Assuming a lossless antenna with diameter \( d \) and 100% aperture efficiency, and taking Eq. (16.2.20) literally, we have:

\[
G_{\text{max}} = \frac{4\pi A}{\lambda^2} = \left( \frac{\pi d}{\lambda} \right)^2 = D_{\text{max}} = \frac{16}{\Delta\theta_B}
\]

Solving for \( \Delta\theta_B \), we obtain the expression in radians and in degrees:

\[
\Delta\theta_B = \frac{4 \lambda}{d} = 1.27 \frac{\lambda}{d}, \quad \Delta\theta_B = 73^\circ \frac{\lambda}{d}
\]

(16.3.10)

Thus, the beamwidth depends inversely on the antenna diameter. In practice, quick estimates of the 3-dB beamwidth in degrees are obtained by replacing Eq. (16.3.10) by the formula [1692]:

\[
G_{\text{max}} = e_a \left( \frac{\pi d}{\lambda} \right)^2 = e_a \left( \frac{\pi f d}{c} \right)^2
\]

(16.3.11)

The constant 70° represents only a rough approximation (other choices are in the range 65–75°). Solving for the ratio \( d/\lambda = 1.22/\Delta\theta_B \) (here, \( \Delta\theta_B \) is in radians), we may express the maximal gain inversely with \( \Delta\theta_B \) as follows:

\[
G_{\text{max}} = \frac{30 000}{\Delta\theta_B^2}
\]

(16.3.12)

For a typical aperture efficiency of 60%, this expression can be written in the following approximate form, with \( \Delta\theta_B \) given in degrees:

\[
G_{\text{max}} = \frac{30 000}{\Delta\theta_B^2}
\]

(16.3.11)

Equations (16.3.11) and (16.3.12) must be viewed as approximate design guidelines, or rules of thumb [1692], for the beamwidth and gain of a dish antenna.

**Example 16.3.3:** For the 0.5-m antenna of the previous example, estimate its beamwidth for a downlink frequency of 4 GHz and having 60% aperture efficiency. Repeat if the downlink frequency is 11 GHz. Repeat if the diameter is doubled to 1 m.

Solution: This problem was considered in Example 16.2.3. The beamwidth angle for earth coverage was found to be \( \Delta\theta_B = 17.36^\circ \). From Eq. (16.3.11), we find:

\[
\Delta\theta_B = 10.5^\circ \text{ and } \Delta\theta_B = 3.8^\circ.
\]

**Example 16.3.4:** A geostationary satellite at height of 36,000 km is required to have earth coverage. Using the approximate design equations, determine the gain in dB and the diameter of the satellite antenna for a downlink frequency of 4 GHz. Repeat for 11 GHz.

Solution: This problem was considered in Example 16.2.3. The beamwidth angle for earth coverage was found to be \( \Delta\theta_B = 17.36^\circ \). From Eq. (16.3.11), we find:

\[
\frac{d}{\lambda} = \frac{70^\circ}{17.36^\circ} = 4 \quad \text{and} \quad \frac{d}{\lambda} = \frac{70^\circ}{17.36^\circ} = 30 \text{ cm}
\]

From Eq. (16.3.12), we find:

\[
G = \frac{30 000}{\Delta\theta_B^2} = \frac{30 000}{17.36^2} = 100 = 20 \text{ dB}
\]

For 11 GHz, we find \( d = 11 \text{ cm}, \) and \( G \) remains the same. □
In Eqs. (16.2.20) and (16.3.12), we implicitly assumed that the radiation pattern was independent of the azimuthal angle \( \phi \). When the pattern is not azimuthally symmetric, we may define two orthogonal polar directions parametrized, say, by angles \( \theta_1 \) and \( \theta_2 \), as shown in Fig. 16.3.2.

Fig. 16.3.2 Half-power beamwidths in two principal polar directions.

In this case \( d\Omega = d\theta_1 d\theta_2 \) and we may approximate the beam solid angle by the

\[
\Delta\Omega = \Delta\theta_1 \Delta\theta_2
\]

(16.3.13)

Equations (16.3.12) and (16.3.13) are examples of a more general expression that relates directivity or gain to the 3-dB beamwidths for aperture antennas [1231,1240]:

\[
G_{\text{max}} = \frac{p}{\Delta\theta_1 \Delta\theta_2}
\]

(16.3.14)

where \( p \) is a gain-beamwidth constant whose value depends on the particular aperture antenna. We will see several examples of this relationship in Chapters 18 and 21. Practical values of \( p \) fall in the range 25 000–35 000 (with the beamwidth angles in degrees.)

### 16.4 Antenna Equivalent Circuits

To a generator feeding a transmitting antenna as in Fig. 16.2.1, the antenna appears as a load. Similarly, a receiver connected to a receiving antenna’s output terminals will appear to the antenna as a load impedance. Such simple equivalent circuit representations of transmitting and receiving antennas are shown in Fig. 16.4.1, where in both cases \( V \) is the equivalent open-circuit Thévenin voltage.

In the transmitting antenna case, the antenna is represented by a load impedance \( Z_A \), which in general will have both a resistive and a reactive part, \( Z_A = R_A + jX_A \). The reactive part represents energy stored in the fields near the antenna, whereas the resistive part represents the power losses which arise because (a) power is radiated away from the antenna and (b) power is lost into heat in the antenna circuits and in the medium surrounding the antenna.

The generator has its own internal impedance \( Z_G = R_G + jX_G \). The current at the antenna input terminals will be \( I_m = V/(Z_G + Z_A) \), which allows us to determine (a) the total power \( P_{\text{tot}} \) produced by the generator, (b) the power \( P_T \) delivered to the antenna terminals, and (c) the power \( P_G \) lost in the generator’s internal resistance \( R_G \). These are:

\[
P_{\text{tot}} = \frac{1}{2} \text{Re}(V I_m^*) = \frac{1}{2} |V|^2 \left( \frac{1}{Z_G + Z_A} \right)
\]

(16.4.1)

\[
P_T = \frac{1}{2} |I_m|^2 R_A = \frac{1}{2} |V|^2 R_A + \frac{1}{2} |I_m|^2 R_G,
\]

(16.4.2)

The efficiency factor of Eq. (16.2.7) is evidently:

\[
e = \frac{P_{\text{rad}}}{P_T} = \frac{R_{\text{rad}}}{R_A} = \frac{R_{\text{rad}}}{R_{\text{rad}} + R_{\text{ohm}}}
\]

To maximize the amount of power \( P_T \) delivered to the antenna (and thus minimize the power lost in the generator’s internal resistance), the load impedance must satisfy the usual conjugate matching condition:

\[
Z_A = Z_G^* \quad \Leftrightarrow \quad R_A = R_G, \quad X_A = -X_G
\]

In this case, \( |Z_G + Z_A|^2 = (R_G + R_A)^2 + (X_G + X_A)^2 = 4R_G^2 \), and it follows that the maximum power transferred to the load will be one-half the total—the other half being lost in \( R_G \), that is,

\[
P_{\text{T, max}} = \frac{1}{2} P_{\text{tot}} = \frac{|V|^2}{8 R_G}
\]

(16.4.3)

In the notation of Chap. 14, this is the available power from the generator. If the generator and antenna are mismatched, we have:

\[
P_T = \frac{|V|^2}{8 R_G} \frac{4 R_G R_A}{|Z_A + Z_G|^2} = P_{\text{T, max}} (1 - |\Gamma_{\text{gen}}|^2), \quad \Gamma_{\text{gen}} = \frac{Z_A - Z_G^*}{Z_A + Z_G}
\]

(16.4.4)
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The definition of \( \mathbf{h} \) is motivated by the case of a \( z \)-directed Hertzian dipole antenna, which can be shown to have \( \mathbf{h} = l \sin \hat{\mathbf{\theta}} \). More generally, for a \( z \)-directed linear antenna with current \( I(z) \), it follows from Eq. (17.1.5) that:

\[
\mathbf{h}(\hat{\theta}) = \mathbf{h}(\hat{\theta}) \hat{\mathbf{\theta}} , \quad \mathbf{h}(\hat{\theta}) = \sin \theta \frac{1}{\imath} \int_{-\imath/2}^{\imath/2} I(z') e^{\imath k z' \cos \hat{\mathbf{\theta}} z'} dz' \quad (16.5.3)
\]

As a consequence of the reciprocity principle, it can be shown [1175] that the open-circuit voltage \( V \) at the terminals of a receiving antenna is given in terms of the incident voltage and the incident field \( E_i \) by:

\[
V = E_i \cdot \mathbf{h} \quad (16.5.4)
\]

The normal definition of the effective area of an antenna and the result \( G = 4\pi A/\lambda^2 \) depend on the assumptions that the receiving antenna is conjugate-matched to its load and that the polarization of the incident wave matches that of the antenna.

The effective length helps to characterize the degree of polarization mismatch that may exist between the incident field and the antenna. To see how the gain-area relationship must be modified, we start with the definition (16.3.1) and use (16.4.5):

\[
A(\theta, \phi) = \frac{P_R}{P_{\text{inc}}} = \frac{1}{2} \frac{R_L |I_L|^2}{|Z_L + Z_A|^2} \frac{|\mathbf{E}_L|^2}{|Z_L + Z_A|^2 |E|^2} = \frac{\eta R_L |\mathbf{E}_L|^2 \cdot \mathbf{h}^2}{|Z_L + Z_A|^2 |E|^2} \quad (16.4.7)
\]

Next, we define the polarization and load mismatch factors by:

\[
e_{\text{pol}} = \frac{|\mathbf{E}_L \cdot \mathbf{h}^2|}{|\mathbf{E}_L|^2 |\mathbf{h}|^2}
\]

\[
e_{\text{load}} = \frac{4\pi R_L A}{|Z_L + Z_A|^2} = 1 - |I_{\text{load}}|^2 , \quad \text{where} \quad I_{\text{load}} = \frac{Z_L - Z_A^*}{Z_L + Z_A} \quad (16.5.5)
\]

The effective area can be written then in the form:

\[
A(\theta, \phi) = \frac{\eta |\mathbf{h}|^2}{4\pi R_A} e_{\text{load}} e_{\text{pol}} \quad (16.5.6)
\]

On the other hand, using (16.1.4) and (16.4.1), the power gain may be written as:

\[
G(\theta, \phi) = \frac{4\pi U(\theta, \phi)}{P_T} = \frac{4\pi |\mathbf{E}_L|^2}{\lambda^2 R_A} = \frac{\eta |\mathbf{h}|^2}{4\pi R_A} \quad \Rightarrow \quad \eta |\mathbf{h}|^2 = \frac{\lambda^2}{4\pi} G(\theta, \phi) \quad (16.5.7)
\]

Inserting this in Eq. (16.5.6), we obtain the modified area-gain relationship [1176]:

\[
A(\theta, \phi) = e_{\text{load}} e_{\text{pol}} \frac{\lambda^2}{4\pi} G(\theta, \phi) \quad (16.5.7)
\]

Assuming that the incident field originates at some antenna with its own effective length \( h_i \), then \( E_i \) will be proportional to \( h_i \) and we may write the polarization mismatch factor in the following form:

\[
e_{\text{pol}} = \frac{|\mathbf{h}_i \cdot \mathbf{h}^2|}{|\mathbf{h}_i|^2 |\mathbf{h}|^2} = |\mathbf{h}_i \cdot \mathbf{h}|^2 , \quad \text{where} \quad \mathbf{h}_i = \frac{h_i}{|h_i|} , \quad h = \frac{h}{|h|}
\]

16.5 Effective Length

The polarization properties of the electric field radiated by an antenna depend on the transverse component of the radiation vector \( \mathbf{F} \), according to Eq. (15.10.5):

\[
\mathbf{E} = -j \kappa \frac{e^{-jkr}}{4\pi r} \mathbf{F} = -j \kappa \frac{e^{-jkr}}{4\pi r} (F_{\theta} \hat{\mathbf{\theta}} + F_{\phi} \hat{\mathbf{\phi}})
\]

The vector effective length, or effective height of a transmitting antenna is defined in terms of \( \mathbf{F} \) and the input current to the antenna terminals \( I_{\text{in}} \) as follows [1175]:

\[
h = \frac{F_{\theta}}{I_{\text{in}}} \quad \text{(effective length)} \quad (16.5.1)
\]

In general, \( h \) is a function of \( \theta, \phi \). The electric field is, then, written as:

\[
\mathbf{E} = j \kappa \frac{e^{-jkr}}{4\pi r} I_{\text{in}} \mathbf{h} \quad (16.5.2)
\]

\[\text{Often, it is defined with a positive sign} \quad h = F_{\theta}/I_{\text{in}}.\]
When the load is conjugate-matched, we have $e_{\text{load}} = 1$, and when the incident field has matching polarization with the antenna, that is, $\mathbf{h}_i = \mathbf{h}^*$, then, $e_{\text{pol}} = 1$.

## 16.6 Communicating Antennas

The communication between a transmitting and a receiving antenna can be analyzed with the help of the concept of gain and effective area. Consider two antennas oriented towards the maximal gain of each other and separated by a distance $r$, as shown in Fig. 16.6.1.

![Fig. 16.6.1 Transmitting and receiving antennas.](image)

Let $\{P_T, G_T, A_T\}$ be the power, gain, and effective area of the transmitting antenna, and $\{P_R, G_R, A_R\}$ be the same quantities for the receiving antenna. In the direction of the receiving antenna, the transmitting antenna has $P_{\text{ERP}} = P_T G_T$ and establishes a power density at distance $r$:

$$P_T = \frac{dP_T}{dS} = \frac{P_{\text{ERP}}}{4\pi r^2} = \frac{P_T G_T}{4\pi r^2} \quad (16.6.1)$$

From the incident power density $P_T$, the receiving antenna extracts power $P_R$ given in terms of the effective area $A_R$ as follows:

$$P_R = A_R P_T = \frac{P_T G_T A_R}{4\pi r^2} \quad (\text{Friis formula}) \quad (16.6.2)$$

This is known as the **Friis formula** for communicating antennas and can be written in several different equivalent forms. Replacing $G_T$ in terms of the transmitting antenna’s effective area $A_T$, that is, $G_T = 4\pi A_T / \lambda^2$, Eq. (16.6.2) becomes:

$$P_R = \frac{P_T A_T A_R}{\lambda^2 r^2} \quad (16.6.3)$$

A better way of rewriting Eq. (16.6.2) is as a product of gain factors. Replacing $A_R = \lambda^2 G_R / 4\pi$, we obtain:

$$P_R = \frac{P_T G_T G_R \lambda^2}{(4\pi r)^2} \quad (16.6.4)$$

The effect of the propagation path, which causes $P_R$ to attenuate with the square of the distance $r$, can be quantified by defining the *free-space loss* and gain by

$$L_f = \left(\frac{4\pi r}{\lambda}\right)^2, \quad G_f = \frac{1}{L_f} = \left(\frac{\lambda}{4\pi r}\right)^2 \quad (\text{free-space loss and gain}) \quad (16.6.5)$$

Then, Eq. (16.6.4) can be written as the product of the transmit and receive gains and the propagation loss factor:

$$P_R = P_T G_T \left(\frac{\lambda}{4\pi r}\right)^2 G_R = P_T G_T \frac{1}{L_f} G_R = P_T G_T G_R \frac{1}{L_f} \quad (16.6.6)$$

Such a gain model for communicating antennas is illustrated in Fig. 16.6.1. An additional loss factor, $G_{\text{other}} = 1/L_{\text{other}}$, may be introduced, if necessary, representing other losses, such as atmospheric absorption and scattering. It is customary to express Eq. (16.6.6) additively in dB, where $(P_R)_{\text{db}} = 10 \log_{10} P_R$, $(G_T)_{\text{db}} = 10 \log_{10} G_T$, etc.:

$$P_R = (P_T)_{\text{db}} + (G_T)_{\text{db}} - (L_f)_{\text{db}} + (G_R)_{\text{db}} \quad (16.6.7)$$

**Example 16.6.1**: A geosynchronous satellite is transmitting a TV signal to an earth-based station at a distance of 40,000 km. Assume that the dish antennas of the satellite and the earth station have diameters of 0.5 m and 5 m, and aperture efficiencies of 60%. If the satellite’s transmitter power is 6 W and the downlink frequency 4 GHz, calculate the antenna gains in dB and the amount of received power.

**Solution**: The wavelength at 4 GHz is $\lambda = 7.5$ cm. The antenna gains are calculated by:

$$G = e_a \left(\frac{\pi d}{\lambda}\right)^2 \Rightarrow G_{\text{sat}} = 263.2 = 24 \text{ dB}, \quad G_{\text{earth}} = 26320 = 44 \text{ dB}$$

Because the ratio of the earth and satellite antenna diameters is 10, the corresponding gains will differ by a ratio of 100, or 20 dB. The satellite’s transmitter power is in dB, $P_T = 10 \log_{10} (6) = 8 \text{ dBW}$, and the free-space loss and gain:

$$L_f = \left(\frac{4\pi r}{\lambda}\right)^2 = 4 \times 10^{19} \Rightarrow L_f = 196 \text{ dB}, \quad G_f = -196 \text{ dB}$$

It follows that the received power will be in dB:

$$P_R = P_T + G_T - L_f + G_R = 8 + 24 - 196 + 44 = -120 \text{ dBW} \Rightarrow P_R = 10^{-12} \text{ W}$$

or, $P_R = 1 \text{ pW}$ (pico-watt). Thus, the received power is extremely small. \[\square\]

When the two antennas are mismatched in their polarization with a mismatch factor $e_{\text{pol}} = |\mathbf{h}_R \cdot \mathbf{h}_T|^2$, and the receiving antenna is mismatched to its load with $e_{\text{load}} = 1 - |\Gamma_{\text{load}}|^2$, then the Friis formula (16.6.2) is still valid, but replacing $A_R$ using Eq. (16.5.7), leads to a modified form of Eq. (16.6.4):

$$P_R = \frac{P_T G_T G_R \lambda^2}{(4\pi r)^2} |\mathbf{h}_R \cdot \mathbf{h}_T|^2 (1 - |\Gamma_{\text{load}}|^2) \quad (16.6.8)$$
16.7 Antenna Noise Temperature

We saw in the above example that the received signal from a geosynchronous satellite is extremely weak, of the order of picowatts, because of the large free-space loss which is typically of the order of 200 dB.

To be able to detect such a weak signal, the receiving system must maintain a noise level that is lower than the received signal. Noise is introduced into the receiving system by several sources.

In addition to the desired signal, the receiving antenna picks up noisy signals from the sky, the ground, the weather, and other natural or man-made noise sources. These noise signals, coming from different directions, are weighted according to the antenna gain and result into a weighted average noise power at the output terminals of the antenna. For example, if the antenna is pointing straight up into the sky, it will still pick up through its sidelobes some reflected signals as well as thermal noise from the ground. Ohmic losses in the antenna itself will be another source of noise.

The antenna output is sent over a feed line (such as a waveguide or transmission line) to the receiver circuits. The lossy feed line will attenuate the signal further and also introduce its own thermal noise.

The output of the feed line is then sent into a low-noise-amplifier (LNA), which pre-amplifies the signal and introduces only a small amount of thermal noise. The low-noise nature of the LNA is a critical property of the receiving system.

The output of the LNA is then passed on to the rest of the receiving system, consisting of downconverters, IF amplifiers, and so on. These subsystems will also introduce their own gain factors and thermal noise.

Such a cascade of receiver components is depicted in Fig. 16.7.1. The sum total of all the noises introduced by these components must be maintained at acceptably low levels (relative to the amplified desired signal.)

The temperature $T_{\text{ant}}$ at the antenna terminals is characterized by an equivalent antenna noise temperature $T_{\text{ant}}$, such that

$$N_{\text{ant}} = kT_{\text{ant}}B$$

where $k$ is Boltzmann’s constant $k = 1.3803 \times 10^{-23}$ W/Hz K and $T$ is in degrees Kelvin. The temperature $T$ is not necessarily the physical temperature of the source, it only provides a convenient way to express the noise power. (For a thermal source, $T$ is indeed the physical temperature.) Eq. (16.7.1) is commonly expressed in dB as:

$$N_{\text{db}} = T_{\text{db}} + B_{\text{db}} + k_{\text{db}}$$

where $T_{\text{db}} = 10 \log_{10} T$, $B_{\text{db}} = 10 \log_{10} B$, and $k_{\text{db}} = 10 \log_{10} k$ is Boltzmann’s constant in dB: $k_{\text{db}} = -228.6$ dB. Somewhat incorrectly, but very suggestively, the following units are used in practice for the various terms in Eq. (16.7.2):

$$\text{dBW} = \text{dB K} + \text{dB Hz} + \text{dB W/Hz K}$$

The bandwidth $B$ depends on the application. For example, satellite transmissions of TV signals require a bandwidth of about 30 MHz. Terrestrial microwave links may have $B$ of 60 MHz. Cellular systems may have $B$ of the order of 30 kHz for AMPS or 200 kHz for GSM.

Example 16.7.1: Assuming a 30-MHz bandwidth, we give below some examples of noise powers and temperatures and compute the corresponding signal-to-noise ratio $S/N$, relative to a $1 \text{pW}$ reference signal ($S = 1 \text{pW}$).

<table>
<thead>
<tr>
<th>$T$</th>
<th>$T_{\text{db}}$</th>
<th>$N = kTB$</th>
<th>$N_{\text{db}}$</th>
<th>$S/N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50K</td>
<td>17.0 dBK</td>
<td>0.0207 pW</td>
<td>−136.8 dBW</td>
<td>16.8 dB</td>
</tr>
<tr>
<td>100K</td>
<td>20.0 dBK</td>
<td>0.0414 pW</td>
<td>−133.8 dBW</td>
<td>13.8 dB</td>
</tr>
<tr>
<td>200K</td>
<td>23.0 dBK</td>
<td>0.0828 pW</td>
<td>−130.8 dBW</td>
<td>10.8 dB</td>
</tr>
<tr>
<td>290K</td>
<td>24.6 dBK</td>
<td>0.1201 pW</td>
<td>−129.2 dBW</td>
<td>9.2 dB</td>
</tr>
<tr>
<td>500K</td>
<td>27.0 dBK</td>
<td>0.2070 pW</td>
<td>−126.8 dBW</td>
<td>6.8 dB</td>
</tr>
<tr>
<td>1000K</td>
<td>30.0 dBK</td>
<td>0.4141 pW</td>
<td>−123.8 dBW</td>
<td>3.8 dB</td>
</tr>
<tr>
<td>2400K</td>
<td>33.8 dBK</td>
<td>1.0000 pW</td>
<td>−120.0 dBW</td>
<td>0.0 dB</td>
</tr>
</tbody>
</table>

The last example shows that 2400 K corresponds to 1 pW noise.

The average noise power $N_{\text{ant}}$ at the antenna terminals is characterized by an equivalent antenna noise temperature $T_{\text{ant}}$, such that $N_{\text{ant}} = kT_{\text{ant}}B$.

The temperature $T_{\text{ant}}$ represents the weighted contributions of all the radiating noise sources picked up by the antenna through its mainlobe and sidelobes. The value of $T_{\text{ant}}$ depends primarily on the orientation and elevation angle of the antenna, and what the antenna is looking at.

Example 16.7.2: An earth antenna looking at the sky "sees" a noise temperature $T_{\text{ant}}$ of the order of 30–60 K. Of that, about 10 K arises from the mainlobe and sidelobes pointing towards the sky and 20–40 K from sidelobes pointing backwards towards the earth [5,1223–1227]. In rainy weather, $T_{\text{ant}}$ might increase by 60 K or more.

The sky noise temperature depends on the elevation angle of the antenna. For example, at elevations of 5°, 10°, and 30°, the sky temperature is about 20 K, 10 K, and 4 K at 4 GHz, and 25 K, 12 K, and 5 K at 6 GHz [1223].

Example 16.7.3: The noise temperature of the earth viewed from space, such as from a satellite, is about 254 K. This is obtained by equating the sun’s energy that is absorbed by the earth to the thermal radiation from the earth [1223].

Example 16.7.4: For a base station cellular antenna looking horizontally, atmospheric noise temperature contributes about 70–100 K at the cellular frequency of 1 GHz, and man-made noise contributes another 10–120 K depending on the area (rural or urban). The total value of $T_{\text{ant}}$ for cellular systems is in the range of 100–200 K [1228,1229].
16.7. Antenna Noise Temperature

In general, a noise source in some direction \((\theta, \phi)\) will be characterized by an effective noise temperature \(T(\theta, \phi)\), known as the brightness temperature, such that the radiated noise power in that direction will be \(N(\theta, \phi) = kT(\theta, \phi)B\). The antenna temperature \(T_{\text{ant}}\) will be given by the average over all such sources weighted by the receiving gain of the antenna:

\[
T_{\text{ant}} = \frac{1}{\Delta \Omega} \int_0^{2\pi} \int_0^\pi T(\theta, \phi) g(\theta, \phi) \, d\Omega
\]

(16.7.3)

where \(\Delta \Omega\) is the beam solid angle of the antenna. It follows from Eq. (16.2.15) that \(\Delta \Omega\) serves as a normalization factor for this average:

\[
\Delta \Omega = \int_0^{\pi} \int_0^{2\pi} g(\theta, \phi) \, d\Omega
\]

(16.7.4)

Eq. (16.7.3) can also be written in the following equivalent forms, in terms of the directive gain or the effective area of the antenna:

\[
T_{\text{ant}} = \frac{1}{4\pi} \int_0^{\pi} \int_0^{2\pi} T(\theta, \phi) D(\theta, \phi) \, d\Omega = \frac{1}{\pi} \int_0^{\pi} \int_0^{2\pi} T(\theta, \phi) A(\theta, \phi) \, d\Omega
\]

As an example of Eq. (16.7.3), we consider the case of a point source, such as the sun, the moon, a planet, or a radio star. Then, Eq. (16.7.3) gives:

\[
T_{\text{ant}} = T_{\text{point}} \frac{g_{\text{point}} \Delta \Omega_{\text{point}}}{\Delta \Omega}
\]

where \(g_{\text{point}}\) and \(\Delta \Omega_{\text{point}}\) are the antenna gain in the direction of the source and the small solid angle subtended by the source. If the antenna’s mainlobe is pointing towards that source then, \(g_{\text{point}} = 1\).

As another example, consider the case of a spatially extended noise source, such as the sky, which is assumed to have a constant temperature \(T_{\text{ext}}\) over its angular width. Then, Eq. (16.7.3) becomes:

\[
T_{\text{ant}} = T_{\text{ext}} \frac{\Delta \Omega_{\text{ext}}}{\Delta \Omega}
\]

where \(\Delta \Omega_{\text{ext}}\) is the portion of the antenna’s beam solid angle occupied by the extended source.

As a third example, consider the case of an antenna pointing towards the sky and picking up the atmospheric sky noise through its mainlobe and partly through its sidelobes, and also picking up noise from the ground through the rest of its sidelobes. Assuming the sky and ground noise temperatures are uniform over their spatial extents, Eq. (16.7.3) will give approximately:

\[
T_{\text{ant}} = T_{\text{sky}} \frac{\Delta \Omega_{\text{sky}}}{\Delta \Omega} + T_{\text{ground}} \frac{\Delta \Omega_{\text{ground}}}{\Delta \Omega}
\]

where \(\Delta \Omega_{\text{sky}}\) and \(\Delta \Omega_{\text{ground}}\) are the portions of the beam solid angle occupied by the sky and ground:

\[
\Delta \Omega_{\text{sky}} = \int_{\text{sky}} g(\theta, \phi) \, d\Omega, \quad \Delta \Omega_{\text{ground}} = \int_{\text{ground}} g(\theta, \phi) \, d\Omega
\]

Example 16.7.5: At 4 GHz and elevation angle of 30°, the sky noise temperature is about 4 K. Assuming a ground temperature of 290 K and that 90% of the beam solid angle of an earth-based antenna is pointing towards the sky and 10% towards the ground, we calculate the effective antenna temperature:

\[
T_{\text{ant}} = e_{\text{sky}} T_{\text{sky}} + e_{\text{ground}} T_{\text{ground}} = 0.9 \times 4 + 0.1 \times 290 = 32.6 \text{ K}
\]

If the beam efficiency towards the sky changes to 85%, then \(e_{\text{sky}} = 0.85\), \(e_{\text{ground}} = 0.15\) and we find \(T_{\text{ant}} = 46.9\) K.

The mainlobe and sidelobe beam efficiencies of an antenna represent the proportions of the beam solid angle occupied by the mainlobe and sidelobe of the antenna. The corresponding beam solid angles are defined by:

\[
\Delta \Omega = \int_0^{\pi} \int_0^{2\pi} g(\theta, \phi) \, d\Omega = \int_{\text{main}} g(\theta, \phi) \, d\Omega + \int_{\text{side}} g(\theta, \phi) \, d\Omega = \Delta \Omega_{\text{main}} + \Delta \Omega_{\text{side}}
\]

Thus, the beam efficiencies will be:

\[
e_{\text{main}} = \frac{\Delta \Omega_{\text{main}}}{\Delta \Omega}, \quad e_{\text{side}} = \frac{\Delta \Omega_{\text{side}}}{\Delta \Omega}, \quad e_{\text{main}} + e_{\text{side}} = 1
\]

Assuming that the sky and ground beam solid angles account for the total beam solid angle, we have

\[
\Delta \Omega = \Delta \Omega_{\text{sky}} + \Delta \Omega_{\text{ground}}
\]

The sky and ground beam efficiency ratios may be defined by:

\[
e_{\text{sky}} = \frac{\Delta \Omega_{\text{sky}}}{\Delta \Omega}, \quad e_{\text{ground}} = \frac{\Delta \Omega_{\text{ground}}}{\Delta \Omega}, \quad e_{\text{sky}} + e_{\text{ground}} = 1
\]

Then, the antenna noise temperature can be written in the form:

\[
T_{\text{ant}} = e_{\text{sky}} T_{\text{sky}} + e_{\text{ground}} T_{\text{ground}}
\]

(16.7.5)

Example 16.7.6: Assuming an 80% mainlobe beam efficiency and that half of the sidelobes point towards the sky and the other half towards the ground, we have \(e_{\text{main}} = 0.8\) and \(\alpha = 0.5\), which lead to the sky beam efficiency \(e_{\text{sky}} = 0.9\).
16.8 System Noise Temperature

In a receiving antenna system, the signal-to-noise ratio at the receiver must take into account not only the noise picked up by the antenna, and quantified by $T_{\text{ant}}$, but also all the internal noises introduced by the various components of the receiver.

Every device, passive or active, is a source of noise generated internally. Such noise may be modeled as an internal noise source acting at the input of the device, as shown in Fig. 16.8.1. (Alternatively, the noise source can be added at the output, but the input convention is more common.)

$$N_e = kT_e B$$

Fig. 16.8.1 Noise model of a device.

The amount of added noise power is expressed in terms of the effective noise temperature $T_e$ of the device:

$$N_e = kT_e B$$ \hspace{1cm} (effective internal noise) \hspace{1cm} (16.8.1)

The sum of $N_e$ and the noise power of the input signal $N_{\text{in}}$ will be the total noise power, or the system noise power at the input to the device. If the input noise is expressed in terms of its own noise temperature, $N_{\text{in}} = kT_{\text{in}} B$, we will have:

$$N_{\text{sys}} = N_{\text{in}} + N_e = k(T_{\text{in}} + T_e)B$$ \hspace{1cm} (total input noise) \hspace{1cm} (16.8.2)

where we introduced the system noise temperature\(^1\) at the device input:

$$T_{\text{sys}} = T_{\text{in}} + T_e$$ \hspace{1cm} (system noise temperature) \hspace{1cm} (16.8.3)

If the device has power gain $G$,\(^1\) then the noise power at the output of the device and its equivalent temperature, $N_{\text{out}} = kT_{\text{out}} B$, can be expressed as follows:

$$N_{\text{out}} = G(N_{\text{in}} + N_e) = GN_{\text{sys}}$$

$$T_{\text{out}} = G(T_{\text{in}} + T_e) = GT_{\text{sys}}$$ \hspace{1cm} (16.8.4)

One interpretation of the system noise power $N_{\text{sys}} = kT_{\text{sys}} B$ is that it represents the required input power to an equivalent noiseless system (with the same gain) that will produce the same output power as the actual noisy system.

If a desired signal with noise power $S_{\text{in}}$ is also input to the device, then the signal power at the output will be $S_{\text{out}} = GS_{\text{in}}$. The system signal-to-noise ratio is defined to be the ratio of the input signal power to total system noise power:

\[ \text{SNR}_{\text{sys}} = \frac{S_{\text{in}}}{N_{\text{sys}}} = \frac{S_{\text{in}}}{kT_{\text{sys}} B} = \frac{S_{\text{in}}}{k(T_{\text{in}} + T_e) B} \] \hspace{1cm} (system SNR) \hspace{1cm} (16.8.5)

The SNR is the same whether it is measured at the input or the output of the device; indeed, multiplying numerator and denominator by $G$ and using (16.8.4), we have:

$$\text{SNR}_{\text{sys}} = \frac{S_{\text{in}}}{N_{\text{sys}}} = \frac{S_{\text{out}}}{N_{\text{out}}}$$ \hspace{1cm} (16.8.6)

A related concept is that of the noise figure of the device, which also characterizes the internally generated noise. It is related to the effective noise temperature $T_e$ by:

$$F = 1 + \frac{T_e}{T_0} \quad \Rightarrow \quad T_e = (F - 1)T_0$$ \hspace{1cm} (16.8.7)

where $T_0$ is the standardized constant temperature $T_0 = 290$ K.

The device of Fig. 16.8.1 can be passive or active. The case of a passive attenuator, such as a lossy transmission line or waveguide connecting the antenna to the receiver, deserves special treatment.

If the physical temperature of the line is $T_{\text{phys}}$, then, by comparing to Eq. (16.8.7) one interpretation of the system noise power $N_{\text{sys}} = kT_{\text{sys}} B$ is that it represents the operating noise temperature $T_e$ of the device. If the device has power gain $G$,\(^1\) then the system noise temperature at the input and at the output of the attenuator will be:

$$T_{\text{sys}} = T_{\text{in}} + T_e = T_{\text{in}} + (L - 1)T_{\text{phys}}$$

$$T_{\text{out}} = GT_{\text{sys}} = GT_{\text{in}} + (1 - G)T_{\text{phys}} = \frac{1}{L}T_{\text{in}} + \left(1 - \frac{1}{L}\right)T_{\text{phys}}$$ \hspace{1cm} (16.8.9)

The last equation can be expressed in terms of the input and output powers $N_{\text{in}} = kT_{\text{in}} B$ and $N_{\text{out}} = kT_{\text{out}} B$:

$$N_{\text{out}} = \frac{1}{L}N_{\text{in}} + \left(1 - \frac{1}{L}\right)kT_{\text{phys}} B$$ \hspace{1cm} (16.8.10)

---

\(^1\)Also called the operating noise temperature.

\(^1\)More precisely, $G$ is the available power gain of the device, in the notation of Sec. 14.6.
Thus, the input power is attenuated as expected, but the attenuator also adds its own thermal noise power. More generally, if the input power arises from signal plus noise $P_{\text{in}} = S_{\text{in}} + N_{\text{in}}$, the power at the output will be $P_{\text{out}} = S_{\text{out}} + N_{\text{out}} = GS_{\text{in}} + N_{\text{out}}$:

$$P_{\text{out}} = \frac{1}{T} P_{\text{in}} + (1 - \frac{1}{T}) kT_{\text{sys}} B$$  \hspace{1cm} (16.8.11)

When two or more devices are cascaded, each will contribute its own internal noise. The system SNR will be:

$$\text{SNR}_{\text{sys}} = \frac{S_{\text{in}}}{kT_{\text{sys}} B} = \frac{S_{\text{in}}}{k(T_{\text{in}} + T_{12}) B}$$

The signal powers at points $a$, $b$, and at the output will be $S_a = S_{\text{in}}$, $S_b = G_1 S_a$, and $S_{\text{out}} = G_2 S_b = G_1 G_2 S_a$. It follows from Eq. (16.8.13) that the system SNR will be the same, regardless of whether it is referred to the point $a$, the point $b$, or the overall output:

$$\text{SNR}_{\text{sys}} = \text{SNR}_a = \text{SNR}_b = \text{SNR}_c = \text{SNR}_{\text{out}}$$

For three cascaded devices, shown in Fig. 16.8.3, any pair of two consecutive ones can be replaced by its equivalent, according to Eq. (16.8.12). For example, the first two can be replaced by $T_{12}$ and then combined with $T_3$ to give the overall equivalent temperature:

$$T_{12} = T_1 + \frac{1}{G_1} T_2, \quad T_{123} = T_{12} + \frac{1}{G_1 G_2} T_3$$

Alternatively, we can replace the last two with an equivalent temperature $T_{23}$ and then combine with the first to get:

$$T_{23} = T_2 + \frac{1}{G_2} T_3, \quad T_{123} = T_1 + \frac{1}{G_1} T_{23}$$

From either point of view, we obtain the equivalent temperature:

$$T_{123} = T_1 + \frac{1}{G_1} T_2 + \frac{1}{G_1 G_2} T_3$$  \hspace{1cm} (16.8.14)

The system SNR will be:

$$\text{SNR}_{\text{sys}} = \frac{S_{\text{in}}}{kT_{\text{sys}} B} = \frac{S_{\text{in}}}{k(T_{\text{in}} + T_{123}) B}$$

It is invariant with respect to its reference point:

$$\text{SNR}_{\text{sys}} = \text{SNR}_a = \text{SNR}_b = \text{SNR}_c = \text{SNR}_{\text{out}}$$
16.8. System Noise Temperature

When expressed in terms of noise figures, Eqs. (16.8.12) and (16.8.14) are also known as Friis’s formulas [1216], for example, defining the equivalent noise figure as

\[ F_{123} = F_1 + \left( \frac{F_2 - 1}{G_1} \right) + \left( \frac{F_3 - 1}{G_1 G_2} \right) \]

(16.8.15)

We apply now these results to the antenna receiver shown in Fig. 16.7.1, identifying the three cascaded components as the feed line, the LNA amplifier, and the rest of the receiver circuits. The corresponding noise temperatures are \( T_{\text{feed}} \), \( T_{\text{LNA}} \), and \( T_{\text{rec}} \). The effective noise temperature \( T_{\text{eff}} \) of the combined system will be:

\[ T_{\text{eff}} = T_{\text{feed}} + \frac{1}{G_{\text{feed}}} T_{\text{LNA}} + \frac{1}{G_{\text{feed}} G_{\text{LNA}}} T_{\text{rec}} \]

(16.8.16)

Using Eq. (16.8.8), we may replace \( T_{\text{feed}} \) in terms of the physical temperature:

\[ T_{\text{eff}} = \frac{1}{G_{\text{feed}}} (1 - G_{\text{feed}}) T_{\text{phys}} + \frac{1}{G_{\text{feed}}} T_{\text{LNA}} + \frac{1}{G_{\text{feed}} G_{\text{LNA}}} T_{\text{rec}} \]

(16.8.17)

The input noise temperature \( T_{\text{in}} \) to this combined system is the antenna temperature \( T_{\text{ant}} \). It follows that system noise temperature, referred to either the antenna output terminals (point a), or to the LNA input (point b), will be:

\[ T_{\text{sys}} = T_{\text{ant}} + T_{\text{eff}} = T_{\text{ant}} + \left( \frac{1}{G_{\text{feed}}} - 1 \right) T_{\text{phys}} + \frac{1}{G_{\text{feed}}} T_{\text{LNA}} + \frac{1}{G_{\text{feed}} G_{\text{LNA}}} T_{\text{rec}} \]

\[ T_{sb} = G_{\text{feed}} T_{\text{sys}} = G_{\text{feed}} T_{\text{ant}} + (1 - G_{\text{feed}}) T_{\text{phys}} + T_{\text{LNA}} + \frac{1}{G_{\text{LNA}}} T_{\text{rec}} \]

The importance of a high-gain low-noise amplifier is evident from Eq. (16.8.17). The high value of \( G_{\text{LNA}} \) will minimize the effect of the remaining components of the receiver system, while the small value of \( T_{\text{LNA}} \) will add only a small amount of noise. Typical values of \( T_{\text{LNA}} \) can range from 20 K for cooled amplifiers to 100 K at room temperatures.

The feed line can have a major impact. If the line is too lossy or too long, the quantity \( G_{\text{feed}} = e^{-2 \rho L} \) will be small, or \( 1/G_{\text{feed}} \) large, contributing a significant amount to the system noise temperature. Often, the LNA is mounted before the feed line, near the focal point of the receiving antenna, so that the effect of the feed line will be suppressed by the factor \( G_{\text{LNA}} \).

Similar benefits arise in base station antennas for wireless communications, where high-gain amplifiers can be placed on top of the antenna towers, instead of at the base station, which can be fairly far from the towers [1229]. Cable losses in such applications can be in the range 2–4 dB (with gain factors \( G_f = 0.63–0.40 \)).

The signal to system-noise ratio of the receiving system (referred to point a of Fig. 16.7.1) will be the ratio of the received power \( P_R \) to the system noise \( N_{\text{sys}} = kT_{\text{sys}}B \). Using the Friis formula for power transmission, we have:

\[ \text{SNR} = \frac{P_R}{N_{\text{sys}}} = \frac{P_R}{kT_{\text{sys}}B} = (P_T G_T) \frac{1}{L_f} \left( \frac{G_R}{T_{\text{sys}}} \right) \frac{1}{kB} \]

(16.8.18)

This ratio is also called the carrier-to-system-noise ratio and is denoted by \( C/N \). For a given transmitting EIRP, \( P_T G_T \), the receiver performance depends critically on the ratio \( G_R/T_{\text{sys}} \) referred to as the \( G/T \) ratio of the receiving antenna, or the figure of merit. It is usually measured in dB/K. In dB, Eq. (16.8.18) reads as:

\[ (\text{SNR})_{\text{dB}} = (P_T G_T) \frac{1}{L_f} \left( \frac{G_R}{T_{\text{sys}}} \right) \frac{1}{kB} - k_{\text{dB}} - B_{\text{dB}} \]

(16.8.19)

The receiver SNR can be also be referred to LNA input (point b). The \( G/T \) ratio will not change in value, but it will be the ratio of the signal gain after the feed line divided by the system temperature \( T_{sb} \), that is,

\[ \text{SNR} = (P_T G_T) \frac{1}{L_f} \left( \frac{G_R}{T_{\text{sys}}} \right) \frac{1}{kB} - k_{\text{dB}} - B_{\text{dB}} \]

(16.8.20)

Example 16.8.1: Typical earth-based antennas for satellite communications have \( G/T \) ratios of the order of 40 dB/K, whereas satellite receiving antennas can have \( G/T = -7 \) dB/K or less. The negative sign arises from the smaller satellite antenna gain and the much higher temperature, since the satellite is looking down at a warm earth.

Example 16.8.2: Consider a receiving antenna system as shown in Fig. 16.7.1, with antenna temperature of 40 K, feed line loss of 0.1 dB, feed line physical temperature of 290 K, LNA gain and effective noise temperature of 50 dB and 80 K. The rest of the receiver circuits have effective noise temperature of 2000 K.

Assuming the receiving antenna has a gain of 45 dB, calculate the system noise temperature and the \( G/T \) ratio at point a and point b of Fig. 16.7.1. Repeat if the feed line loss is 1 dB.

Solution: The feed line has gain \( G_{\text{feed}} = 10^{-0.1/10} = 10^{-0.01} = 0.9772 \), and the LNA has \( G_{\text{LNA}} = 10^{10/10} = 10^1 = 10 \). Thus, the system noise temperature at point a will be:

\[ T_{\text{sys}} = T_{\text{ant}} + \left( \frac{1}{G_{\text{feed}}} - 1 \right) T_{\text{phys}} + \frac{1}{G_{\text{feed}}} T_{\text{LNA}} + \frac{1}{G_{\text{feed}} G_{\text{LNA}}} T_{\text{rec}} \]

\[ = 40 + \left( \frac{1}{10^{-0.01}} - 1 \right) 290 + \frac{80}{10^{-0.01}} + \frac{2000}{10^{-0.01} \cdot 10} \]

\[ = 40 + 6.77 + 81.87 + 0.02 = 128.62 = 21.09 \text{ dBK} \]

At point b, we have \( T_{sb} = G_{\text{feed}} T_{\text{sys}} = 0.9772 \times 128.62 = 125.69 \text{ K} = 20.99 \text{ dBK}. \) The \( G/T \) ratio will be at point a, \( G_{\text{R}}G_{\text{feed}}T_{\text{sys}} = 45 - 21.09 = 23.91 \text{ dBK}. \) At point b the gain is \( G_{\text{R}}G_{\text{feed}} = 45 - 0.1 = 44.9 \text{ dB}, \) and therefore, \( G/T = G_{\text{R}}G_{\text{feed}}T_{\text{sb}} = 44.9 - 20.99 = 23.91 \text{ dBK}, \) which is the same as at point a.

For a feed line loss of 1 dB, we find \( T_{\text{sys}} = 215.80 \text{ K} = 23.34 \text{ dB}. \) The corresponding \( G/T \) ratio will be \( 45 - 23.34 = 21.66 \text{ dB}. \)

Example 16.8.3: Suppose the LNA were to be placed in front of the feed line of the above example. Calculate the system noise temperature in this case when the feed line loss is 0.1 dB and 1 dB.
Solution: Interchanging the roles of the feed line and the LNA in Eq. (16.8.16), we have for the system noise temperature:

\[
T_{\text{sys}} = T_{\text{ant}} + T_{\text{LNA}} + \frac{1}{G_{\text{LNA}}} T_{\text{feed}} + \frac{1}{G_{\text{feed}} G_{\text{LNA}}} T_{\text{sec}}
\]

With \(G_{\text{feed}} = 10^{-0.1/10} = 0.9772\), we find \(T_{\text{feed}} = 6.75\) K, and with \(G_{\text{feed}} = 10^{-1/10} = 0.7943\), \(T_{\text{feed}} = 75.1\) K. Because of the large LNA gain, the value of \(T_{\text{sys}}\) will be essentially equal to \(T_{\text{ant}} + T_{\text{LNA}}\); indeed, we find in the two cases:

\[T_{\text{sys}} = 120.0205\ \text{K} \quad \text{and} \quad T_{\text{sys}} = 120.0259\ \text{K}
\]

The \(G/T\) will be 45 - 10\log_{10}(120) = 20.8 \text{ dB/K}.

\[\Box\]

16.9 Data Rate Limits

The system SNR limits the data rate between the two antennas. According to Shannon’s theorem, the maximum data rate (in bits/sec) that can be achieved is:

\[C = B \log_2(1 + \text{SNR}) \quad \text{(Shannon’s channel capacity)} \quad (16.9.1)
\]

where SNR is in absolute units. For data rates \(R \leq C\), Shannon’s theorem states that there is an ideal coding scheme that would guarantee error-free transmission.

In a practical digital communication system, the bit-error probability or bit-error rate (BER), \(P_e\), is small but not zero. The key performance parameter from which \(P_e\) can be calculated is the ratio \(E_b/N_0\), where \(E_b\) is the energy per bit and \(N_0\) is the system noise spectral density \(N_0 = kT\).

The functional relationship between \(P_e\) and \(E_b/N_0\) depends on the particular digital modulation scheme used. For example, in binary and quadrature phase-shift keying (BPSK and QPSK), \(P_e\) and its inverse are given by [1226]:

\[P_e = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{E_b}{N_0}} \right) \Rightarrow \frac{E_b}{N_0} = \text{erfinv}(1 - 2P_e)^2 \quad (16.9.2)
\]

where erfc(\(x\)) is the complementary error function, and erf(\(x\)) and erfinv(\(x\)) are the error function and its inverse as defined in MATLAB:

\[\text{erfc}(x) = 1 - \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-t^2} \, dt, \quad y = \text{erf}(x) \Leftrightarrow x = \text{erfinv}(y) \quad (16.9.3)
\]

The relationships (16.9.2) are plotted in Fig. 16.9.1. The left graph also shows the ideal Shannon limit \(E_b/N_0 = \ln 2 = 0.6931 = -1.5917\) dB, which is obtained by taking the limit of Eq. (16.9.1) for infinite bandwidth.

If \(T_b\) is the time it takes to transmit one bit, then the data rate will be \(R = 1/T_b\), and the required power, \(P = E_b/T_b = E_bR\). It follows that the SNR will be:

\[\text{SNR} = \frac{P}{N_{\text{sys}}} = \frac{P}{kT_{\text{sys}}B} = \frac{E_b}{N_0} \frac{R}{B}
\]

Using the small-x expansion, \(\log_2 (1 + x) \approx x/\ln 2\), Shannon’s condition for error-free transmission becomes in the limit \(B \to \infty\):

\[R \leq C = B \log_2 \left( 1 + \frac{E_b}{N_0} \frac{R}{B} \right) - B \frac{E_bR}{N_0 B \ln 2} = \frac{R}{\ln 2} \frac{E_b}{N_0} \Rightarrow \frac{E_b}{N_0} \geq \ln 2 = -1.5917\ dB
\]

For a pair of communicating antennas, the received power will be related to the energy per bit by \(P_R = E_b/T_b = E_bR\). Using Friis’s formula, we find:

\[R = \frac{E_b}{N_0} = \frac{P_R}{N_0} = \frac{P_{\text{ERP}} G_f G_R}{kT_{\text{sys}}} = (P_{\text{TG}} G_T) \frac{G_R}{kT_{\text{sys}}} \left( \frac{\lambda}{4\pi r} \right)^2 \quad (16.9.4)
\]

which may be solved for the maximum achievable data rate (in bits/sec):

\[R = \frac{1}{E_b/N_0} \frac{P_{\text{ERP}} G_f G_R}{kT_{\text{sys}}} = \frac{1}{E_b/N_0} (P_{\text{TG}} G_T) \frac{G_R}{kT_{\text{sys}}} \left( \frac{\lambda}{4\pi r} \right)^2 \quad (16.9.5)
\]

An overall gain factor, \(G_{\text{other}} = 1/L_{\text{other}}\), may be introduced representing other losses, such as atmospheric losses.

Example 16.9.1: The Voyager spacecrafts (launched in 1977) have antenna diameter and aperture efficiency of \(d = 3.66\) m (12 ft) and \(e_d = 0.6\). The operating frequency is \(f = 8.415\) GHz and the transmitter power \(P_T = 18\) W. Assuming the same efficiency for the 70-m receiving antenna at NASA’s deep-space network at Goldstone, CA, we calculate the antenna gains using the formula \(G = e_d (\pi d/\lambda)^2\), with \(\lambda = c/f = 0.0357\) m:

\[G_T = 47.95\ \text{dB}, \quad G_R = 73.58\ \text{dB}, \quad P_T = 12.55\ \text{dBW}
\]

Assuming a system noise temperature of \(T_{\text{sys}} = 25\) K = 13.98 dBK for the receiving antenna, we find for the noise spectral density \(N_0 = kT_{\text{sys}} = -214.62\) dBW/Hz, where we used \(k = -228.6\) dB. Assuming a bit-error rate of \(P_e = 5 \times 10^{-3}\), we find from Eq. (16.9.2) the required ratio \(E_b/N_0 = 3.317 = 5.208\) dB.

Voyager 1 was at Jupiter in 1979, at Saturn in 1980, and at Neptune in 1989. In 2002 it was at a distance of about \(r = 12 \times 10^9\) km. It is expected to be at \(r = 22 \times 10^9\) km in the year 2022.
2020. We calculate the corresponding free-space $G_f = (\lambda/4\pi r)^2$ and the expected data rates $R$ from Eq. (16.9.5), where $r$ is in units of $10^9$ km:

<table>
<thead>
<tr>
<th>location</th>
<th>$r$</th>
<th>$G_f$ (dB)</th>
<th>$R$ (dB)</th>
<th>$R$ (bits/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jupiter</td>
<td>0.78</td>
<td>-288.78</td>
<td>49.72</td>
<td>93,724</td>
</tr>
<tr>
<td>Saturn</td>
<td>1.43</td>
<td>-294.05</td>
<td>44.45</td>
<td>27,885</td>
</tr>
<tr>
<td>Neptune</td>
<td>4.50</td>
<td>-304.01</td>
<td>34.50</td>
<td>2,816</td>
</tr>
<tr>
<td>2002</td>
<td>12.00</td>
<td>-312.53</td>
<td>25.96</td>
<td>396</td>
</tr>
<tr>
<td>2020</td>
<td>22.00</td>
<td>-317.79</td>
<td>20.71</td>
<td>118</td>
</tr>
</tbody>
</table>

where we assumed an overall loss factor of $G_{other} = -5$ dB. More information on the Voyager mission and NASA’s deep-space network antennas can be obtained from the websites [1855] and [1856].

### 16.10 Satellite Links

Consider an earth-satellite-earth system, as shown in Fig. 16.10.1. We wish to establish the total link budget and signal to system-noise ratio between the two earth antennas communicating via the satellite.

![Fig. 16.10.1 Uplink and downlink in satellite communications.](image)

In a geosynchronous satellite system, the uplink/downlink frequencies $f_u, f_d$ are typically 6/4 GHz or 14/11 GHz. The distances $r_u, r_d$ are of the order of 40000 km. Let $\lambda_u = c/f_u$ and $\lambda_d = c/f_d$ be the uplink/downlink wavelengths. The free-space gain/loss factors will be from Eq. (16.6.5):

$$G_{fu} = \frac{1}{L_{fu}} = \left(\frac{\lambda_u}{4\pi r_u}\right)^2, \quad G_{fd} = \frac{1}{L_{fd}} = \left(\frac{\lambda_d}{4\pi r_d}\right)^2$$  (16.10.1)

The satellite has an on-board amplifier with gain $G$, which could be as high as 100–120 dB. Using Friis formula in its gain form, Eq. (16.6.6), the link equations for the uplink, the satellite amplification, and the downlink stages can be written as follows:

- $P_{EIRP} = P_{TE} G_{TE}$ (EIRP of transmitting earth antenna)
- $P_{RS} = P_{TE} G_{TE} G_{fu} G_{RS}$ (received power by satellite antenna)
- $P_{TS} = G_{RS}$ (transmitted power by satellite antenna)
- $P_{RE} = P_{TS} G_{TS} G_{fd} G_{RE}$ (received power by earth antenna)

Expressing $P_{RE}$ in terms of $P_{TE}$, we have:

$$P_{RE} = P_{RS} G_{TS} G_{fd} G_{RE} = P_{TE} G_{TE} G_{fu} G_{RS} G_{TS} G_{fd} G_{RE}$$  (16.10.2)

or, showing the free-space loss factors explicitly:

$$P_{RE} = P_{TE} G_{TE} G_{TS} G_{fd} G_{RE} \left(\frac{\lambda_u}{4\pi r_u}\right)^2 \left(\frac{\lambda_d}{4\pi r_d}\right)^2$$  (16.10.3)

Because there are two receiving antennas, there will be two different system noise temperatures, say $T_{RS}$ and $T_{RE}$, for the satellite and earth receiving antennas. They incorporate the antenna noise temperatures as well as the receiver components. The corresponding figures of merit will be the quantities $G_{RS}/T_{RS}$ and $G_{RE}/T_{RE}$. We may define the uplink and downlink SNR's as the signal-to-system-noise ratios for the individual antennas:

$$SNR_u = \frac{P_{RS}}{k T_{RS} B}, \quad SNR_d = \frac{P_{RE}}{k T_{RE} B}$$  (16.10.4)

The system noise $T_{RS}$ generated by the receiving satellite antenna will get amplified by $G$ and then transmitted down to the earth antenna, where it will contribute to the system noise temperature. By the time it reaches the earth antenna it will have picked up the gain factors $G_{TS} G_{fd} G_{RE}$. Thus, the net system noise temperature measured at the receiving earth antenna will be:

$$T_{sys} = T_{RE} + G_{TS} G_{fd} G_{RE} T_{RS}$$  (16.10.5)

The SNR of the total link will be therefore,

$$SNR_{tot} = \frac{P_{RE}}{k T_{sys} B}$$  (16.10.6)

$$SNR_{tot}^{-1} = \frac{k (T_{RE} + G_{TS} G_{fd} G_{RE} T_{RS}) B}{P_{RE}} = \frac{k T_{RE} B}{P_{RE}} + \frac{k G_{TS} G_{fd} G_{RE} T_{RS} B}{P_{RE}}$$

where we used Eq. (16.10.2). It follows that:

$$SNR_{tot} = \frac{1}{SNR_u^{-1} + SNR_d^{-1}}$$  (16.10.7)

This is also written in the form:

$$\left(\frac{C}{N}\right)_{tot} = \left(\frac{C}{N}\right)_u^{-1} + \left(\frac{C}{N}\right)_d^{-1}$$
Example 16.10.1: As an example of a link budget calculation, assume the following data: The uplink/downlink distances are 36000 km. The uplink/downlink frequencies are 6/4 GHz. The diameters of the earth and satellite antennas are 15 m and 0.5 m with 60% aperture efficiencies. The earth antenna transmits power of 1 kW and the satellite transponder gain is 90 dB. The satellite receiving antenna is looking down at an earth temperature of 300 K and has a noisy receiver of effective noise temperature of 2700 K, whereas the earth receiving antenna is looking up at a sky temperature of 50 K and uses a high-gain LNA amplifier of 80 K (feedline losses may be ignored.) The bandwidth is 30 MHz.

The uplink and downlink wavelengths are \( \lambda_u = 0.05 \text{ m} \) and \( \lambda_d = 0.075 \text{ m} \), corresponding to 6 and 4 GHz. The up and down free-space gains and losses are:

\[
G_{fu} = -199.13 \text{ dB}, \quad G_{fd} = -195.61 \text{ dB}
\]

The antenna gains are calculated to be:

\[
G_{TE} = 57.27 \text{ dB}, \quad G_{RS} = 27.72 \text{ dB}, \quad G_{TS} = 24.20 \text{ dB}, \quad G_{RE} = 53.75 \text{ dB}
\]

With \( P_{TE} = 1 \text{ kW} = 30 \text{ dBW} \), the EIRP of the transmitting earth antenna will be: \( P_{EIRP} = 30 + 57.27 = 87.27 \text{ dBW} \). The power received by the satellite antenna will be:

\[
P_{RS} = 87.27 - 199.13 + 27.72 = -84.14 \text{ dBW}
\]

After boosting this up by the transponder gain of 90 dB, the power transmitted down to the receiving earth antenna will be:

\[
P_{TS} = 90 - 84.14 = 5.86 \text{ dBW}
\]

The EIRP of the transmitting satellite antenna will be \( (P_{TS}G_{TS})_{dB} = 5.86 + 24.20 = 30.06 \) dBW. The downlink power received by the earth antenna will be:

\[
P_{RE} = 30.06 - 195.61 + 53.75 = -111.80 \text{ dBW}
\]

The system noise temperatures are: \( T_{RS} = 300 + 2700 = 3000 \text{ K} \) and \( T_{RE} = 50 + 80 = 130 \text{ K} \), and in dB: \( T_{RS} = 34.77 \) and \( T_{RE} = 21.14 \). The 30 MHz bandwidth is in dB: \( B_{dB} = 10 \log_{10}(30 \times 10^3) = 74.77 \text{ dBHz} \). Using the Boltzmann constant \( k \) in dB, we calculate the receiver system noise powers in dB, using \( N = k_B T + T_{dB} + B_{dB} \):

\[
N_{RS} = -228.6 + 34.77 + 74.77 = -119.06 \text{ dBW}
\]

\[
N_{RE} = -228.6 + 21.14 + 74.77 = -132.69 \text{ dBW}
\]

It follows that the \( G/T \) ratios and system SNR’s for the receiving antennas will be:

\[
(G/T)_u = G_{RS} - T_{RS} = 27.72 - 34.77 = -7.05 \text{ dB/K}
\]

\[
(G/T)_d = G_{RE} - T_{RE} = 53.75 - 21.14 = 32.61 \text{ dB/K}
\]

\[
\text{SNR}_u = P_{RS} - N_{RS} = -84.14 + 119.06 = 34.92 \text{ dB} = 3103.44
\]

\[
\text{SNR}_d = P_{RE} - N_{RE} = -111.80 + 132.69 = 20.89 \text{ dB} = 122.72
\]

The overall system SNR is calculated from Eq. (16.10.7) using absolute units:

\[
\text{SNR}_{tot} = \frac{1}{\text{SNR}_u^{-1} + \text{SNR}_d^{-1}} = \frac{1}{(3103.44)^{-1} + (122.72)^{-1}} = 118.05 = 20.72 \text{ dB}
\]

The overall SNR is essentially equal to the downlink SNR. \( \square \)

16.11 Radar Equation

Another example of the application of the concepts of gain and effective area and the use of Friis formulas is radar. Fig. 16.11.1 shows a radar antenna, which illuminates a target at distance \( r \) in the direction of its maximal gain. The incident wave on the target will be reflected and a portion of it will be intercepted back at the antenna.

![Radar antenna and target.](image)

The concept of radar cross section \( \sigma \) provides a measure of the effective area of the target and the re-radiated power. If the radar antenna transmits power \( P_T \) with gain \( G_T \), the power density of the transmitted field at the location of the target will be:

\[
P_T = \frac{P_T G_T^2}{4\pi r^2}\]

From the definition of \( \sigma \), the power intercepted by the target and re-radiated is:

\[
P_{target} = \sigma P_T = \frac{P_T G_T \sigma}{4\pi r^2}\]

By definition of the radar cross section, the power \( P_{target} \) will be re-radiated isotropically and establish a power density back at the location of the radar antenna:

\[
P_{target} = \frac{P_{target}}{4\pi r^2} = \frac{P_T G_T \sigma}{(4\pi r^2)^2}\]

The amount of power received by the radar antenna will be given in terms of its effective area \( A_R \) as follows:

\[
P_R = A_R P_{target} = \frac{P_T G_T A_R \sigma}{(4\pi r^2)^2}\]

This is also known as Friis’ formula. Using \( A_R = A_T \) and \( G_T = 4\pi A_T / \lambda^2 \), we may express Eq. (16.11.4) in the alternative forms:

\[
P_R = \frac{P_T A_T^2 \sigma}{4\pi \lambda^2 r^2} = \frac{P_T G_T^2 \lambda^2 \sigma}{(4\pi r^2)^2} = P_T G_T^2 \left( \frac{\lambda}{4\pi r^2} \right)^4 \left( \frac{4\pi \sigma}{\lambda^2} \right)\]

Introducing the equivalent target gain corresponding to the radar cross section, that is, \( G_{\sigma} = 4\pi \sigma / \lambda^2 \), we may also write Eq. (16.11.5) as the product of gains:

\[
P_R = P_T G_T^2 G_{\sigma}^2\]

(16.11.6)
Fig. 16.11.2 shows this gain model. There are two free-space paths and two antenna gains, acting as transmit and receive gains.

The minimum detectable received power, \( P_{R,\text{min}} \), defines the maximum distance \( r_{\text{max}} \) at which the target can be detected:

\[
P_{R,\text{min}} = \frac{P_T G_T A_R \sigma}{(4\pi)^2 r_{\text{max}}^4}
\]

Solving for \( r_{\text{max}} \), we obtain:

\[
r_{\text{max}} = \left[ \frac{P_T G_T A_R \sigma}{(4\pi)^2 P_{R,\text{min}}} \right]^{1/4} \quad \text{(radar range)} \quad (16.11.7)
\]

If the target is not in the direction of maximal gain \( G_T \) of the antenna, but in some other direction, say \( (\theta, \phi) \), then the maximal gain \( G_T \) in Eq. (16.11.5) must be replaced with \( G_T g(\theta, \phi) \), where \( g(\theta, \phi) \) is the antenna’s normalized gain. The received power can be expressed then as:

\[
P_R = \frac{P_T G_T g^2(\theta, \phi) \lambda^2 \sigma}{(4\pi)^3 r^4} \quad (16.11.8)
\]

In ground-based air search radars trying to detect approaching aircraft flying at a fixed height \( h \), the power received by the radar can be made to be independent of the distance \( r \), within a certain distance range, by choosing the gain \( g(\theta, \phi) \) appropriately. As shown in Fig. 16.11.3, the height \( h \) is related to \( r \) by \( h = r \cos \theta \).

![Secant antenna gain](image)

**Fig. 16.11.3** Secant antenna gain.

If the gain is designed to have the secant-squared shape \( g(\theta, \phi) = K/\cos^2 \theta \), where \( K \) is a constant, then the power will become independent of \( r \). Indeed,

\[
P_R = \frac{P_T G_T^2 g^2(\theta, \phi) \lambda^2 \sigma}{(4\pi)^3 r^4} = \frac{P_T G_T^2 K^2 \lambda^2 \sigma}{(4\pi)^3 r^4 \cos^4 \theta} = \frac{P_T G_T^2 K^2 \lambda^2 \sigma}{(4\pi)^3 h^4}
\]

The secant behavior is not valid over all polar angles \( \theta \), but only over a certain range, such as \( 0 \leq \theta \leq \theta_{\text{max}} \), where \( \theta_{\text{max}} \) corresponds to the maximum range of the radar \( r_{\text{max}} = h/\cos \theta_{\text{max}} \). The desired secant shape can be achieved by appropriate feeds of the radar dish antenna, or by an antenna array with properly designed array factor. In Sec. 23.5, we present such a design for an array.

### 16.12 Problems

16.1 In an earth-satellite-earth communication system, the uplink/downlink distances are 36000 km. The uplink/downlink frequencies are 6/4 GHz. The diameters of the earth and satellite antennas are 20 m and 1 m with 60% aperture efficiencies. The transmitting earth antenna transmits power of 1.5 kW. The satellite transponder gain is 85 dB. The satellite receiving antenna is looking down at an earth temperature of 290K and has a noisy receiver of effective noise temperature of 300K, whereas the earth receiving antenna is looking up at a sky temperature of 60K and uses a high-gain LNA amplifier of noise temperature of 100K (feedline losses may be ignored.) The bandwidth is 30 MHz.

   a. Calculate all antenna gains in dB.
   b. Calculate the uplink and downlink free-space losses in dB.
   c. Calculate the amount of power received by the satellite in dBW. Calculate the uplink signal to noise ratio in dB.
   d. Calculate the power received by the receiving earth antenna in dBW and the downlink signal to noise ratio.
   e. Finally, calculate the total system signal to noise ratio in dB.

16.2 The Voyager spacecraft is currently transmitting data to earth from a distance of 12 billion km. Its antenna diameter and aperture efficiency are 3.66 m and 60%. The operating frequency is 8.415 GHz and Voyager’s transmitter power is 18 W. Assume the same aperture efficiency for the 70-m receiving antenna at NASA’s deep-space network at Goldstone, CA.

   a. Calculate the spacecraft’s and earth’s antenna gains in dB. Calculate also the free-space loss in dB.
   b. Calculate the achievable communication data rate in bits/sec between Voyager and earth using QPSK modulation and assuming the following: an overall transmission loss factor of 5 dB, a system noise temperature of 25 K, an energy-per-bit to noise-spectral-density ratio of \( E_b/N_0 = 3.317 = 5.208 \) dB, which for QPSK corresponds to a bit-error probability of \( P_e = 5 \times 10^{-3} \).

16.3 A satellite to earth downlink (shown below) is operating at a carrier frequency of \( f \) Hertz using QPSK modulation and achieving a bit rate of \( R \) bits/sec with a bit error probability of \( P_e \). With the LNA absent, the receiving earth antenna is connected directly to a noisy receiver with equivalent noise temperature of \( T_{\text{rec}} \). Both antennas are dishes.

![Satellite to earth downlink diagram](image)
16.12. Problems

a. A low-noise amplifier of very high gain \( G_{\text{LNA}} \) and low noise temperature \( T_{\text{LNA}} \) is inserted between the earth antenna and the receiver. Show that the presence of the LNA allows the link to be operated (with the same error probability \( P_e \)) at the higher bit rate:

\[
R_{\text{new}} = R \frac{T_a + T_{\text{LNA}}}{T_a + T_{\text{rec}}}
\]

where \( T_a \) is the earth antenna noise temperature, and \( T_{\text{LNA}} \ll T_{\text{rec}} \).

b. The equation in part (a) is an approximation. Derive the exact form of that equation and discuss the nature of the approximation that was made.

c. How would the expression in part (a) change if, in addition to the assumptions of part (a), the operating frequency \( f \) were to be doubled? Explain your reasoning. How would (a) change if the transmitter power \( P_T \) were to double? If the distance \( r \) were to double?

d. With the LNA present, and assuming that the bit rate \( R \) error probability \( P_e \), and \( f \), \( P_T \), \( r \), remain the same, show that the diameter \( d \) of the earth antenna can be lowered to the following value without affecting performance:

\[
d_{\text{low}} = d \sqrt{\frac{T_a + T_{\text{LNA}}}{T_a + T_{\text{rec}}}}
\]

where the same approximation was made as in part (a).

16.4 A satellite to earth link (shown below) is operating at the carrier frequency of 4 GHz. The data link employs QPSK modulation and achieves a bit-error-rate probability of \( P_e = 10^{-6} \). The satellite has transmitter power of 20 W and uses a dish antenna that has a diameter of 0.5 m and aperture efficiency of 0.6. The earth antenna has diameter of 5 m, efficiency of 0.6, and antenna noise temperature of 80 K. The satellite antenna is at a distance of 40,000 km from the earth antenna.

The output of the receiving antenna is connected to a high-gain low noise amplifier with gain of 40 dB and equivalent noise temperature of 1800 K. The output of the LNA is connected to an RF amplifier with equivalent noise temperature of 1800 K.

For QPSK modulation, we have the relationship \( P_e = \text{erfc} \left( \sqrt{E_b/N_0} \right) / 2 \) with inverse \( E_b/N_0 = \left( \text{erfinv} (1 - 2P_e) \right)^2 \). The following equation provides an excellent approximation to this inverse relationship over the range of \( 10^{-8} < P_e < 10^{-3} \):

\[
\frac{E_b}{N_0} = -2.1969 \log_{10} (P_e) - 1.8621
\]

where \( E_b/N_0 \) is in absolute units.

a. Calculate the achievable communication data rate \( R \) in megabits/sec.

b. If the LNA is removed, the performance of the system will deteriorate. In an attempt to keep the data rate the same as in part (a), the satellite transmitter power is increased to 80 W. Calculate the deteriorated value of the bit-error-rate \( P_e \) in this case.

16.5 A satellite to earth downlink (shown below) is operating at the carrier frequency of 4 GHz. The distance between the two antennas is \( r = 40,000 \) km. The bit error probability is \( P_e = 10^{-5} \) using QPSK modulation.

For QPSK modulation, we have the following relationship between the bit-error-probability and \( E_b/N_0 \) ratio, expressed in terms of the MATLAB functions \( \text{erfc} \) and \( \text{erfinv} \):

\[
P_e = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{E_b}{N_0}} \right) \quad \Rightarrow \quad \frac{E_b}{N_0} = \left( \text{erfinv} (1 - 2P_e) \right)^2
\]

The satellite has transmitter power of 20 W and uses a dish antenna that has a diameter of 0.5 m and aperture efficiency of 0.6. The earth antenna has diameter of 5 m, efficiency of 0.6, and antenna noise temperature of 50 K. The output of the antenna is connected to an RF amplifier with equivalent noise temperature of 2000 K.

16.6 A radar with EIRP of \( P_{\text{radar}} = P_T G_T \) is trying to detect an aircraft of radar cross section \( \sigma \). The aircraft is at a distance \( r \) from the radar and tries to conceal itself by jamming the radar with an on-board jamming antenna of EIRP of \( P_{\text{jammer}} = P_J G_J \). Assume that both the radar and the jamming antennas are pointing in their direction of maximal gains.

a. Derive an expression of the signal-to-jammer ratio \( S/J \), where \( S \) represents the power received from the target back at the radar antenna according to the radar equation, and \( J \) represents the power from the jamming antenna received by the radar antenna. Express the ratio in terms of \( P_{\text{radar}}, P_{\text{jammer}}, r, \) and \( \sigma \).

b. If detectability of the target in the presence of jamming requires at least a 0-dB signal-to-jammer ratio (that is, \( S/J \geq 1 \)), show that the maximum detectable distance is:

\[
r = \frac{P_T G_T \sigma}{P_J G_J / 4\pi}
\]

16.7 The Arecibo Observatory in Puerto Rico has a gigantic dish antenna of diameter of 1000 ft (304.8 m). It transmits power of 2.5 MW at a frequency of 430 MHz.

a. Assuming a 60 percent effective area, what is its gain in dB?

b. What is its beamwidth in degrees?

c. If used as a radar and the minimum detectable received power is –130 dBW, what is its maximum range for detecting a target of radar cross-section of 1 m²?
17. Linear and Loop Antennas

17.1 Linear Antennas

The radiation angular pattern of antennas is completely determined by the transverse component $F_{t} = \theta F_{0} + \phi F_{\phi}$ of the radiation vector $F$, which in turn is determined by the current density $J$. Here, we consider some examples of current densities describing various antenna types, such as linear antennas, loop antennas, and linear arrays.

For linear antennas, we may choose the $z$-axis to be along the direction of the antenna. Assuming an infinitely thin antenna, the current density will have the form:

$$J(r) = \hat{r} I(z) \delta(x) \delta(y) \quad \text{(thin linear antenna)} \quad (17.1.1)$$

where $I(z)$ is the current distribution along the antenna element. It is shown in Sec. 24.4 that $I(z)$ satisfies approximately the Helmholtz equation along the antenna:

$$\frac{d^2 I(z)}{dz^2} + k^2 I(z) = 0 \quad (17.1.2)$$

Some examples of current distributions $I(z)$ are as follows:

- $I(z) = I \delta(z)$, Hertzian dipole
- $I(z) = I$, Uniform line element
- $I(z) = I \left(1 - 2|z|/l \right)$, Small linear dipole
- $I(z) = I \sin(k(l/2 - |z|))$, Standing-wave antenna
- $I(z) = I \cos(kz)$, Half-wave antenna ($l = \lambda/2$)
- $I(z) = I e^{-jkz}$, Traveling-wave antenna

where $l$ is the length of the antenna element and the expressions are assumed to be valid for $-l/2 \leq z \leq l/2$, so that the antenna element straddles the $xy$-plane.

The Hertzian dipole, uniform line element, and small linear dipole examples do not satisfy Eq. (17.1.2), except when the antenna length is electrically short, that is, $l \ll \lambda$.

For loop antennas, we may take the loop to lie on the $xy$-plane and be centered at the origin. Again, we may assume a thin wire. For a circular loop of radius $a$, the current flows azimuthally. The corresponding current density can be expressed in cylindrical coordinates $r = (\rho, \phi, z)$ as:

$$J(r) = \hat{\phi} I \delta(\rho - a) \delta(z) \quad \text{(circular loop)} \quad (17.1.3)$$

The delta functions confine the current on the $\rho = a$ circle on the $xy$-plane. We will discuss loop antennas in Sec. 17.8.

Antenna arrays may be formed by considering a group of antenna elements, such as Hertzian or half-wave dipoles, arranged in particular geometrical configurations, such as along a particular direction. Some examples of antenna arrays that are made up from identical antenna elements are as follows:

- $J(r) = 2 \sum_{n} a_{n} I(z) \delta(x - x_{n}) \delta(y)$, array along $x$-direction
- $J(r) = 2 \sum_{n} a_{n} I(z) \delta(y - y_{n}) \delta(x)$, array along $y$-direction
- $J(r) = 2 \sum_{n} a_{n} I(z - z_{n}) \delta(x) \delta(y)$, array along $z$-direction
- $J(r) = 2 \sum_{mn} a_{mn} I(z) \delta(x - x_{m}) \delta(y - y_{n})$, 2D planar array

The weights $a_{n}, a_{mn}$ are chosen appropriately to achieve desired directivity properties for the array. We discuss arrays in Sec. 22.1.

It is evident now from Eq. (17.1.1) that the radiation vector $F$ will have only a $z$-component. Indeed, we have from the definition Eq. (15.7.5):

$$F = \int J(r') e^{ikr'} d^3r' = 2 \int I(z') \delta(x') \delta(y') e^{i(k_{x}x + k_{y}y + k_{z}z')} dx' dy' dz'$$

The $x'$ and $y'$ integrations are done trivially, whereas the $z'$ integration extends over the length $l$ of the antenna. Thus,

$$F = \hat{z} F_{z} = \hat{z} \int_{-l/2}^{l/2} I(z') e^{ik_{z}'z'} dz'$$

Using Eq. (15.8.3), the wave vector $k$ can be resolved in cartesian components as:

$$k = k x = x k_{x} \cos \phi \sin \theta + y k_{y} \sin \phi \sin \theta + z k_{z} \cos \theta$$

Thus,

$$\begin{align*}
k_{x} &= k \cos \phi \sin \theta \\
k_{y} &= k \sin \phi \sin \theta \\
k_{z} &= k \cos \theta \end{align*} \quad (17.1.4)$$
It follows that the radiation vector $F_z$ will only depend on the polar angle $\theta$:

$$F_z(\theta) = \int_{-l/2}^{l/2} I(z') e^{jkz' \cos \theta} dz'$$

(17.1.5)

Using Eq. (15.8.2) we may resolve $\hat{z}$ into its spherical coordinates and identify the radial and transverse components of the radiation vector:

$$\mathbf{F} = \hat{\theta} F_\theta(\theta) = -\hat{\theta} F_z(\theta) \sin \theta$$

Thus, the transverse component of $\mathbf{F}$ will be have only a $\theta$-component:

$$F_\perp(\theta) = \hat{\theta} F_\theta(\theta) = -\hat{\theta} F_z(\theta) \sin \theta$$

It follows that the electric and magnetic radiation fields (15.10.5) generated by a linear antenna will have the form:

$$\mathbf{E} = \hat{\phi} E_\phi = \hat{\phi} jk \eta \frac{e^{-jkr}}{4\pi r} F_z(\theta) \sin \theta$$

$$\mathbf{H} = \hat{\phi} H_\phi = \hat{\phi} jk \eta \frac{e^{-jkr}}{4\pi r} F_z(\theta) \sin \theta$$

(17.1.6)

The fields are omnidirectional, that is, independent of the azimuthal angle $\phi$. The factor $\sin \theta$ arises from the cartesian to spherical coordinate transformation, whereas the factor $F_z(\theta)$ incorporates the dependence on the assumed current distribution $I(z)$. The radiation intensity $U(\theta, \phi)$ has $\theta$-dependence only and is given by Eq. (16.1.4):

$$U(\theta) = \frac{\eta k^2}{32 \pi^2} |F_z(\theta)|^2 \sin^2 \theta$$

(17.1.7)

To summarize, the radiated fields, the total radiated power, and the angular distribution of radiation from a linear antenna are completely determined by the quantity $F_z(\theta)$ defined in Eq. (17.1.5).

### 17.2 Hertzian Dipole

The simplest linear antenna example is the Hertzian dipole that has a current distribution $I(z) = Il \delta(z)$ corresponding to an infinitesimally small antenna located at the origin. Eq. (17.1.5) yields:

$$F_z(\theta) = \int_{-l/2}^{l/2} I(z') e^{jkz' \cos \theta} dz' = \int_{-l/2}^{l/2} Il \delta(z') e^{jkz' \cos \theta} dz' = Il$$

Thus, $F_z$ is a constant independent of $\theta$. The radiation intensity is obtained from Eq. (17.1.7):

$$U(\theta) = \frac{\eta k^2}{32 \pi^2} |Il|^2 \sin^2 \theta$$

(17.1.8)

Its maximum occurs at $\theta = \pi/2$, that is, broadside to the antenna:

$$U_{\text{max}} = \frac{\eta k^2}{32 \pi^2} |Il|^2$$

It follows that the normalized power gain will be:

$$g(\theta) = \frac{U(\theta)}{U_{\text{max}}} = \sin^2 \theta$$

(Hertzian dipole gain) (17.2.1)

The gain $g(\theta)$ is plotted in absolute and dB units in Fig. 17.2.1. Note the 3-dB or half-power circle intersects the gain curve at $45^\circ$ angles. Therefore, the half-power beam width (HPBW) will be $90^\circ$—not a very narrow beam. We note also that there is no radiated power along the direction of the antenna element, that is, the $z$-direction, or $\theta = 0$.

![Hertzian dipole gain](image)

**Fig. 17.2.1** Gain of Hertzian dipole in absolute and dB units.

In these plots, the gain was computed by the function `dipole` and plotted with `abp` and `dbp`. For example the left figure was generated by:

```python
[g, th, c] = dipole(0, 200);
abp(th, g, 45);
```

Next, we calculate the beam solid angle from:

$$\Delta \Omega = \int_0^\pi \int_0^{2\pi} g(\theta) \sin \theta d\theta d\phi = 2\pi \int_0^\pi g(\theta) \sin \theta d\theta = 2\pi \int_0^\pi \sin^3 \theta d\theta = \frac{8\pi}{3}$$

or,

$$\Delta \Omega = \frac{8\pi}{3}$$

It follows that the directivity will be:

$$D_{\text{max}} = \frac{4\pi}{\Delta \Omega} = \frac{4\pi}{8\pi/3} = 1.5 = 1.76 \text{ dB}$$
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The total radiated power is then found from Eq. (16.2.17):

\[ P_{\text{rad}} = U_{\text{max}} \Delta \Omega = \frac{\eta k^2}{32 \pi^2} |I|^2 \frac{8 \pi}{3} = \frac{\eta k^2 |I|^2}{12 \pi} \]  

(17.2.2)

Because of the proportionality to $|I|^2$, we are led to define the radiation resistance of the antenna, $R_{\text{rad}}$, as the resistance that would dissipate the same amount of power as the power radiated, that is, we define it through:

\[ P_{\text{rad}} = \frac{1}{2} R_{\text{rad}} |I|^2 \]  

(17.2.3)

Comparing the two expressions for $P_{\text{rad}}$, we find:

\[ R_{\text{rad}} = \frac{\eta k^2 |I|^2}{6 \pi} = \frac{2 \pi n}{3} \left( \frac{l}{\lambda} \right) \]  

(17.2.4)

where we replaced $k = 2\pi/\lambda$. Because we assumed an infinitesimally small antenna, $l \ll \lambda$, the radiation resistance will be very small.

A related antenna example is the finite Hertzian, or uniform line element, which has a constant current $I$ flowing along its entire length $l$, that is, $I(z) = I$, for $-l/2 \leq z \leq l/2$. We can write $I(z)$ more formally with the help of the unit-step function $u(z)$ as follows:

\[ I(z) = I [u(z + l/2) - u(z - l/2)] \]

The Hertzian dipole may be thought of as the limiting case of this example in the limit $l \to 0$. Indeed, multiplying and dividing by $l$, and using the property that the derivative of the unit-step is $u'(z) = \delta(z)$, we have

\[ I(z) = \frac{l}{I} \left[ u(z + l/2) - u(z - l/2) \right] - l \frac{\partial u(z)}{\partial z} = \frac{l}{I} \delta(z) \]

and we must assume, of course, that the product $Il$ remains finite in that limit.

17.3 Standing-Wave Antennas

A very practical antenna is the center-fed standing-wave antenna, and in particular, the half-wave dipole whose length is $l = \lambda/2$. The current distribution along the antenna length is assumed to be a standing wave, much like the case of an open-ended parallel wire transmission line. Indeed, as suggested by the figure below, the center-fed dipole may be thought of as an open-ended transmission line whose ends have been bent up and down. The current distribution is:

\[ I(z) = I \sin(k(l/2 - |z|)) \]  

(standing-wave antenna)  

(17.3.1)

Defining the half-length $h = l/2$, the radiation vector $z$-component $F_z(\theta)$ is:

\[ F_z(\theta) = \int_{-h}^{h} I \sin(k(l/2 - |z'|)) e^{ikz' \cos \theta} dz' = \frac{2I}{k} \cos(kh \cos \theta) - \cos(kh) \sin \theta \]

Inserting $F_z(\theta)$ into Eq. (17.1.7), and canceling some common factors, we obtain:

\[ U(\theta) = \frac{\eta |I|^2}{8 \pi^2} \left| \cos(kh \cos \theta) - \cos(kh) \right|^2 \]  

(17.3.2)

It follows that the normalized power gain $g(\theta)$ will have a similar form:

\[ g(\theta) = c_n \left| \cos(kh \cos \theta) - \cos(kh) \right|^2 \]  

(normalized gain)  

(17.3.3)

where $c_n$ is a normalization constant chosen to make the maximum of $g(\theta)$ equal to unity. Depending on the value of $l$, this maximum may not occur at $\theta = \pi/2$.

In the limit $l \to 0$, we obtain the gain of the Hertzian dipole, $g(\theta) = \sin^2 \theta$. For small values of $l$, we find the linear-current case. Indeed, using the approximation $\sin x \approx x$, the current (17.3.1) becomes:

\[ I(z) = Ik \left( \frac{l}{2} - |z| \right) \], \quad \frac{l}{2} \leq z \leq \frac{l}{2} \]

For a general dipole of length $l$, the current at the input terminals of the antenna is not necessarily equal to the peak amplitude $I$. Indeed, setting $z = 0$ in (17.3.1) we have:

\[ I_{\text{in}} = I(0) = I \sin(kl/2) = I \sin kl \]  

(17.3.4)

The radiation resistance may be defined either in terms of the peak current or in terms of the input current through the definitions:

\[ P_{\text{rad}} = \frac{1}{2} R_{\text{peak}} |I|^2 = \frac{1}{2} R_{\text{in}} |I_{\text{in}}|^2 \quad \Rightarrow \quad R_{\text{in}} = R_{\text{peak}} \frac{\sin^2 kl}{kl} \]  

(17.3.5)

When $l$ is a half-multiple of $\lambda$, the input and peak currents are equal and the two definitions of the radiation resistance are the same. But when $l$ is a multiple of $\lambda$, Eq. (17.3.4) gives zero for the input current, which would imply an infinite input resistance $R_{\text{in}}$. In practice, the current distribution is only approximately sinusoidal and the input current is not exactly zero.

The input impedance of an antenna has in general both a resistive part $R_{\text{in}}$ and a reactive part $X_{\text{in}}$, so that $Z_{\text{in}} = R_{\text{in}} + jX_{\text{in}}$. The relevant theory is discussed in Sec. 25.3. Assuming a sinusoidal current, $Z_{\text{in}}$ can be computed by Eq. (25.3.10), implemented by the MATLAB function `imped`:

\[ Z_{\text{in}} = \text{imped}(l,a) \]  

% input impedance of standing-wave antenna

where $l$, $a$ are the length and radius of the antenna in units of $\lambda$. For example, a half-wave dipole ($l = \lambda/2$) with zero radius has $Z_{\text{in}} = \text{imped}(0.5, 0) = 73.1 + j42.5$ $\Omega$.

For $l \gg a$, the input resistance remains largely independent of the radius $a$. The reactance has a stronger dependence on $a$. Fig. 17.3.1 shows a plot of $R_{\text{in}}$ and $X_{\text{in}}$ versus
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The antenna length $l$ plotted over the interval $0.3\lambda \leq l \leq 0.7\lambda$, for the three choices of the radius: $a = 0$, $a = 0.0005\lambda$, and $a = 0.005\lambda$.

We observe that the reactance $X_m$ vanishes for lengths that are a little shorter than $l = \lambda/2$. Such antennas are called resonant antennas in analogy with a resonant RLC circuit whose input impedance $Z = R + j{(\omega L - 1/\omega C)}$ has a vanishing reactance at its resonant frequency $\omega = 1/\sqrt{LC}$.

For the three choices of the radius $a$, we find the following resonant lengths and corresponding input resistances:

- $a = 0$, $l = 0.4857\lambda$, $R_{\text{in}} = 67.2 \ \Omega$
- $a = 0.0005\lambda$, $l = 0.4901\lambda$, $R_{\text{in}} = 65.0 \ \Omega$
- $a = 0.005\lambda$, $l = 0.4681\lambda$, $R_{\text{in}} = 60.5 \ \Omega$

An analytical expression for the peak and input radiation resistances can be obtained by integrating the radiation intensity (17.3.2) over all solid angles to get the total radiated power:

$$P_{\text{rad}} = \int U(\theta) \ d\Omega = \int_0^\pi \int_0^{2\pi} U(\theta) \sin \theta \ d\theta \ d\phi = 2\pi \int_0^\pi U(\theta) \sin \theta \ d\theta$$

$$= \eta |U|^2 \int_0^\pi \frac{(\cos(kh \cos \theta) - \cos(kh))^2}{\sin \theta} \ d\theta$$

Comparing with (17.3.5), we obtain the peak resistance:

$$R_{\text{peak}} = \frac{\eta}{2\pi} \int_0^\pi \frac{(\cos(kh \cos \theta) - \cos(kh))^2}{\sin \theta} \ d\theta$$

Using the trigonometric identity,

$$\frac{(\cos(kh \cos \theta) - \cos(kh))^2}{\sin \theta} = \frac{1}{2} (\cos(2kh \cos \theta) - \cos(2kh)) - 2(\cos(kh \cos \theta) - \cos(kh)) \cos kh$$

the above integral can be expressed as a sum of two integrals of the form:

$$\int_0^\pi \frac{\cos(\alpha \cos \theta)}{\sin \theta} \ d\theta = S_1(2\alpha) \sin \alpha - C_m(2\alpha) \cos \alpha$$

which is derived in Appendix F. This leads to the integral:

$$\int_0^\pi \frac{(\cos(kh \cos \theta) - \cos(kh))^2}{\sin \theta} \ d\theta = C_m(kl) + \frac{1}{2} \cos(k) \left[2C_m(kl) - C_m(2kl) \right] + \frac{1}{2} \sin k \left[S_1(2kl) - 2S_1(kl) \right]$$

(17.3.6)

and to the radiation resistance:

$$R_{\text{peak}} = \frac{\eta}{2\pi} \left[ C_m(kl) + \frac{1}{2} \cos(k) \left[2C_m(kl) - C_m(2kl) \right] + \frac{1}{2} \sin k \left[S_1(2kl) - 2S_1(kl) \right] \right]$$

(17.3.7)

which agrees with Eq. (25.3.21) derived by a different method. The radiation resistance $R_{\text{peak}}$ also determines the directivity of the dipole antenna. Using (17.3.3) for the normalized gain, we find the beam solid angle:

$$\Delta \Omega = \int_0^\pi \int_0^{2\pi} g(\theta) \ d\Omega = 2\pi c_n \int_0^\pi \frac{(\cos(kh \cos \theta) - \cos(kh))^2}{\sin \theta} \ d\theta = 2\pi c_n \frac{2\eta R_{\text{peak}}}{\eta}$$

which leads to the directivity-impedance relationship:

$$D_{\text{max}} = \frac{4\pi}{\Delta \Omega} = \frac{1}{c_n \ R_{\text{peak}}}$$

(17.3.8)

The normalization constant $c_n$ is equal to unity for a half-dipole; for other antenna lengths, it may be computed numerically.

The MATLAB function $\text{dipdirl}$ calculates $c_n$, the directivity $D_{\text{max}}$, the angle $\theta_{\text{max}}$ at which the directivity is maximum (the angle $180 - \theta_{\text{max}}$ also corresponds to $D_{\text{max}}$), and the radiation resistance $R_{\text{peak}}$. It has usage:

$$[R_{\text{peak}}, D_{\text{max}}, \theta_{\text{max}}, c_n] = \text{dipdirl}(l) \quad \% \text{standing-wave dipole of length } l$$

The radiation resistance is computed from Eq. (17.3.7) with the help of the sine and cosine integral functions $S_1(x)$ and $C_m(x)$, and $D_{\text{max}}$ is computed from (17.3.8).

The table below shows some representative values, with the corresponding angular patterns shown in Fig. 17.4.2.

<table>
<thead>
<tr>
<th>$l/\lambda$</th>
<th>$R_{\text{peak}} \ (\Omega)$</th>
<th>$D_{\text{max}}$</th>
<th>$D_{\text{max}} \ (\text{dB})$</th>
<th>$\theta_{\text{max}}$</th>
<th>$c_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>73.08</td>
<td>1.64</td>
<td>2.15</td>
<td>90.00°</td>
<td>1.000</td>
</tr>
<tr>
<td>0.75</td>
<td>185.68</td>
<td>1.88</td>
<td>2.75</td>
<td>90.00°</td>
<td>0.343</td>
</tr>
<tr>
<td>1.00</td>
<td>198.95</td>
<td>2.41</td>
<td>3.82</td>
<td>90.00°</td>
<td>0.250</td>
</tr>
<tr>
<td>1.25</td>
<td>106.46</td>
<td>3.28</td>
<td>5.16</td>
<td>90.00°</td>
<td>0.343</td>
</tr>
<tr>
<td>1.50</td>
<td>105.42</td>
<td>2.23</td>
<td>3.48</td>
<td>42.57°</td>
<td>0.510</td>
</tr>
<tr>
<td>1.75</td>
<td>229.94</td>
<td>2.37</td>
<td>3.75</td>
<td>50.94°</td>
<td>0.220</td>
</tr>
<tr>
<td>2.00</td>
<td>259.45</td>
<td>2.53</td>
<td>4.03</td>
<td>57.42°</td>
<td>0.182</td>
</tr>
<tr>
<td>2.25</td>
<td>143.48</td>
<td>3.07</td>
<td>4.87</td>
<td>62.28°</td>
<td>0.273</td>
</tr>
<tr>
<td>2.50</td>
<td>120.68</td>
<td>3.06</td>
<td>4.86</td>
<td>32.22°</td>
<td>0.3249</td>
</tr>
</tbody>
</table>
17.4 Half-Wave Dipole

The half-wave dipole corresponding to \( l = \lambda /2 \), or \( kl = \pi \), is one of the most common antennas. In this case, the current distribution along the antenna takes the form:

\[
I(z) = I \cos(kz)
\]

where the beam solid angle is computed by the approximation to the integral:

\[
\Delta \Omega = 2\pi \int_0^\pi g(\theta) \sin \theta \, d\theta = 2\pi \sum_{i=0}^{N-1} g(\theta_i) \sin \theta_i \Delta \theta
\]

where \( \theta_i = \frac{2\pi}{N} \) and \( \Delta \theta = \frac{\pi}{N} \). The normalized gain is:

\[
g(\theta) = \frac{\sin^2 \left(0.5\pi \cos \theta\right)}{\sin^2 \theta}
\]

Note that the maximum does occur at \( \theta = \pi /2 \) and the normalization constant is \( c_n = 1 \). Fig. 17.4.1 shows the gain in absolute and dB units. The 3-dB or half-power circle intersects the gain at an angle of \( \theta_{3\text{dB}} = 50.96^\circ \), which leads to a half-power beam width of \( \text{HPBW} = 180^\circ - 2\theta_{3\text{dB}} = 78.08^\circ \), that is, somewhat narrower than the Hertzian dipole.

![Fig. 17.4.1 Gain of half-wave dipole in absolute and dB units.](image)

Because \( \sin(kl/2) = 1 \), \( \sin(kl) = 0 \), and \( \cos(kl) = -1 \), Eq. (17.3.7) reduces to:

\[
R_{\text{in}} = R_{\text{peak}} = \frac{\eta}{4\pi} C_{\text{in}}(2k\ell) = \frac{\eta}{4\pi} C_{\text{in}}(2\pi) = 73.0790 \text{ ohm}
\]

The directivity is found from (17.3.8) with \( c_n = 1 \):

\[
D_{\text{max}} = \frac{n}{\pi R_{\text{peak}}} = 1.64 \approx 2.15 \text{ dB}
\]

In practice, the value \( R_{\text{in}} = 73 \text{ ohm} \) can be matched easily to the characteristic impedance of the feed line. For arbitrary values of the length \( l \), the following example MATLAB code used to calculate the gain function \( g(\theta) \), as well as the constant \( c_n \) and the beam solid angle, is as follows:

```matlab
N = 200; % divide [0,pi) in N angle bins
dth = pi / N; % bin width
th = (0:N-1) * dth; % excludes th=0
th = [0, th]; % N equally-spaced angles in [0,pi)
% avoids division by 0
g = [0, g];
cn = 1 / max(g); % normalized to unity maximum
g = cn * g;
Om = 2 * pi * sum(g .* sin(th)) * dth; % beam solid angle

% beam solid angle

D = cn * 2 * pi * w' * (G(L,th).*sin(th)); % beam solid angle
```

where the beam solid angle is computed by the approximation to the integral:

\[
\Delta \Omega = 2\pi \int_0^\pi g(\theta) \sin \theta \, d\theta = 2\pi \sum_{i=0}^{N-1} g(\theta_i) \sin \theta_i \Delta \theta
\]

where \( \Delta \theta = \pi /N \) and \( \theta_i = i\Delta \theta, i = 0, 1, \ldots, N - 1 \). These operations are carried out by the functions `dipole` and `dmax`. For example, the right graph in Fig. 17.4.1 shows the gain in absolute and dB units. The 3-dB or half-power beamwidth is 80°, which leads to a half-power beamwidth of 40°, that is, somewhat narrower than the Hertzian dipole.

![Fig. 17.4.2 Gain of half-wave dipole in absolute and dB units.](image)

Gauss-Legendre quadrature integration also produces accurate results. For example, the right graph in Fig. 17.4.1 and \( D_{\text{max}} \) were generated by the MATLAB code:

```matlab
g = [0, g];
D = cn * 2 * pi * w' * (G(L,th).*sin(th));
```

Similarly, the directivity doubles because the isotropic radiation intensity in the denominator of Eq. (16.2.2) becomes half its dipole value:

\[
D_{\text{monopole}} = 2D_{\text{dipole}}
\]

17.5 Monopole Antennas

A monopole antenna is half of a dipole antenna placed on top of a ground plane, as shown in Fig. 17.5.1. Assuming the plane is infinite and perfectly conducting, the monopole antenna will be equivalent to a dipole whose lower half is the upper half.

Thus, the radiation pattern (in the upper hemisphere) will be identical to that of a dipole. Because the fields are radiated only in the upper hemisphere, the total radiated power will be half that of a dipole, and hence the corresponding radiation resistance will also be halved:

\[
P_{\text{monopole}} = \frac{1}{2} P_{\text{dipole}}, \quad R_{\text{monopole}} = \frac{1}{2} R_{\text{dipole}}
\]

Similarly, the directivity doubles because the isotropic radiation intensity in the denominator of Eq. (16.2.2) becomes half its dipole value:
17.5 Monopole Antennas

The quarter-wave monopole antenna whose length is $\lambda/4$ is perhaps the most widely used antenna. For AM transmitting antennas operating in the 300 m or 1 MHz band, the antenna height will be large, $\lambda/4 = 75$ m, requiring special supporting cables.

In mobile applications in the 30 cm or 1 GHz band, the antenna length will be fairly small, $\lambda/4 = 7.5$ cm. The roof of a car plays the role of the conducting plane in this case.

We note also in Fig. 17.4.2 that the $l = 1.25\lambda = 10\lambda/8$ dipole has the largest gain. It can be used as a monopole in mobile applications requiring higher gains. Such antennas are called 5/8-wave monopoles because their length is $l/2 = 5\lambda/8$.

17.6 Traveling-Wave Antennas

The standing-wave antenna current may be thought of as the linear superposition of a forward and a backward moving current. For example, the half-wave dipole current can be written in the form:

$$I(z) = I \cos(kz) = \frac{I}{2} (e^{-jkz} + e^{jkz})$$

The backward-moving component may be eliminated by terminating the linear antenna at an appropriate matched load resistance, as shown in Fig. 17.6.1. The resulting antenna is called a traveling-wave antenna or a Beverage antenna. The current along its length has the form:

$$I(z) = I e^{-jkz}, \quad 0 \leq z \leq l$$

The corresponding radiation vector becomes:

$$F = 2 \int_0^l I e^{-jkz} e^{jk \cos \theta z} \, dz' = 2 \frac{I}{jk} \frac{1 - e^{-jkl(1 - \cos \theta)}}{1 - \cos \theta}$$

The transverse $\theta$-component is:

$$F_\theta(\theta) = F_z(\theta) \sin \theta = -I \frac{\sin \theta}{jk} \frac{1 - e^{-jkl(1 - \cos \theta)}}{1 - \cos \theta}$$

where as before, $L = l/\lambda$ and $kl = 2\pi l/\lambda = 2\pi L$. The radiation intensity, given by Eq. (16.1.4) or (17.1.7), becomes now:

$$U(\theta) = \frac{\eta |I|^2}{32\pi^2} |F(\theta)|^2 = \frac{\eta |I|^2}{8\pi^2} \left| \frac{\sin \theta \sin(\pi L (1 - \cos \theta))}{1 - \cos \theta} \right|^2$$

Fig. 17.6.1 Traveling-wave antenna with matched termination.
Therefore, the normalized power gain will be:
\[ g(\theta) = c_n \left| \frac{\sin \theta \sin(\pi L (1 - \cos \theta))}{1 - \cos \theta} \right|^2 \] (17.6.5)

where \( c_n \) is a normalization constant. Fig. 17.6.2 shows the power gains and directivities for the cases \( L = 5 \lambda \) and \( I = 10 \lambda \), or \( L = 5 \) and \( L = 10 \).

![Fig. 17.6.2 Traveling-wave antenna gain examples.](image)

The MATLAB function `traveling` calculates the gain (17.6.5). For example, the left graph in Fig. 17.6.2 was generated by the MATLAB code:

```matlab
[g, th, c, th0] = traveling(5, 400);
dbp(th, g, 45, 12);
addray(90-th0,'-'); addray(90+th0,'-');
```

The longer the length \( l \), the more the main lobes tilt towards the traveling direction of the antenna. The main lobes occur approximately at the polar angle (in radians) [5-7]:

\[ \theta_0 = \arccos \left(1 - \frac{0.371\lambda}{L} \right) = \arccos \left(1 - \frac{0.371}{L} \right) \] (17.6.6)

For the two examples of Fig. 17.6.2, this expression gives for \( L = 5 \) and \( L = 10 \), \( \theta_0 = 22.2^o \) and \( \theta_0 = 15.7^o \). As \( L \) increases, the angle \( \theta_0 \) tends to zero.

There are other antenna structures that act as traveling-wave antennas, as shown in Fig. 17.6.3. For example, a waveguide with a long slit along its length will radiate continuously along the slit. Another example is a corrugated conducting surface along which a surface wave travels and gets radiated when it reaches the discontinuity at the end of the structure.

![Fig. 17.6.3 Surface-wave and leaky-wave antennas.](image)

For long lengths \( L \) (and for \( p < 1 \)), it peaks along the direction \( \theta_0 = \arccos(p) \). Note that \( p \) can take the values: (a) \( p > 1 \) (slow waves), as in the case of the corrugated plane structure or the case of a Beverage antenna wrapped in a dielectric, (b) \( p < 1 \) (fast waves), as in the case of the leaky waveguide, where \( p = \sqrt{1 - \omega_e^2 / \omega^2} \), and (c) \( p = 1 \), for the Beverage antenna.

### 17.7 Vee and Rhombic Antennas

A vee antenna consists of two traveling-wave antennas forming an angle \( 2\alpha \) with each other, as shown in Fig. 17.7.1. It may be constructed by opening up the matched ends of a transmission line at an angle of \( 2\alpha \) (each of the terminating resistances is \( RL/2 \) for a total of \( RL \)).

![Fig. 17.7.1 Traveling-wave vee antenna with \( l = 5\lambda \), \( \theta_0 = 22.2^o \), and \( \alpha = 0.85\theta_0 = 18.9^o \).](image)

By choosing the angle \( \alpha \) to be approximately equal to the main lobe angle \( \theta_0 \) of Eq. (17.6.6), the two inner main lobes align with each other along the middle direction and produce a stronger main lobe, thus increasing the directivity of the antenna. The outer main lobes will also be present, but smaller.

The optimum angle \( \alpha \) of the arms of the vee depends on the length \( l \) and is related to main lobe angle \( \theta_0 \) via \( \alpha = a\theta_0 \), where the factor \( a \) typically falls in the range...
Vee and Rhombic Antennas

The combined radiation pattern can be obtained with the help of Fig. 17.7.4. Let \( \hat{z}_1 \) and \( \hat{z}_2 \) be the two unit vectors along the two arms of the vee, and let \( \theta_1, \theta_2 \) be the two polar angles of the observation point \( P \) with respect to the directions \( \hat{z}_1, \hat{z}_2 \). The assumed currents along the two arms have opposite amplitudes and are:

\[
I_1(z_1) = I e^{-jkz_1}, \quad I_2(z_2) = -I e^{-jkz_2}, \quad \text{for} \quad 0 \leq z_1, z_2 \leq l
\]

\[
F_1 = \hat{z}_1 \int_0^l I e^{-jkz_1} e^{jk \cos \theta_1 z_i' dZ_i} = \hat{z}_1 \frac{I}{jk} \left( 1 - e^{-jk(1 - \cos \theta_1)} \right)
\]

\[
F_2 = -\hat{z}_2 \int_0^l I e^{-jkz_2} e^{jk \cos \theta_2 z_i' dZ_i} = -\hat{z}_2 \frac{I}{jk} \left( 1 - e^{-jk(1 - \cos \theta_2)} \right)
\]

Therefore, the \( \theta \)-components will be as in Eq. (17.6.3):

\[
F_{1\theta} = -\frac{I}{jk} F(\theta_1), \quad F_{2\theta} = \frac{I}{jk} F(\theta_2)
\]

where the function \( F(\theta) \) was defined in Eq. (17.6.3). From Fig. 17.7.4, we may express \( \theta_1, \theta_2 \) in terms of the polar angle \( \theta \) with respect to the \( z \)-axis as:

\[
\theta_1 = \theta - \alpha, \quad \theta_2 = \theta + \alpha
\]

Adding the \( \theta \)-components, we obtain the resultant:

\[
F_\theta = F_{1\theta} + F_{2\theta} = \frac{I}{jk} [F(\theta_2) - F(\theta_1)] = \frac{I}{jk} [F(\theta + \alpha) - F(\theta - \alpha)]
\]

Thus, the radiation intensity will be:

\[
U(\theta) = \frac{\eta k^2}{32\pi^2} |F_\theta(\theta)|^2 = \frac{\eta |I|^2}{32\pi^2} F(\theta + \alpha) - F(\theta - \alpha) |^2
\]

and the normalized power pattern:

\[
g(\theta) = c_n |F(\theta + \alpha) - F(\theta - \alpha) |^2 \quad (17.7.1)
\]

This is the gain plotted in Fig. 17.7.3 and can be computed by the MATLAB function vee. Finally, we consider briefly a rhombic antenna made up of two concatenated vee antennas, as shown in Fig. 17.7.5. Now the two inner main lobes of the first vee (lobes \( a, b \)) and the two outer lobes of the second vee (lobes \( c, d \)) align with each other, thus increasing the directivity of the antenna system.

The radiation vectors \( F_3 \) and \( F_4 \) of arms 3 and 4 may be obtained by noting that these arms are the translations of arms 1 and 2, and therefore, the radiation vectors are changed by the appropriate translational phase shift factors, as discussed in Sec. 22.2.
Arm-3 is the translation of arm-1 by the vector $d_2 = l \hat{z}_2$ and arm-4 is the translation of arm-2 by the vector $d_1 = l \hat{z}_1$. Thus, the corresponding radiation vectors will be:

$$F_3 = -e^{jk \cdot d_2} F_1, \quad F_4 = -e^{jk \cdot d_1} F_2$$ (17.7.2)

where the negative signs arise because the currents in those arms have opposite signs with their parallel counterparts. The phase shift factors are:

$$e^{jk \cdot d_2} = e^{jkl \hat{r} \cdot \hat{z}_2}, \quad e^{jk \cdot d_1} = e^{jkl \hat{r} \cdot \hat{z}_1}$$

It follows that the $\theta$-components of $F_3$ and $F_4$ are:

$$F_3 \theta = -e^{jkl \cos \theta_2} F_1 \theta, \quad F_4 \theta = -e^{jkl \cos \theta_1} F_2 \theta$$

Thus, the resultant $\theta$-component will be:

$$F \theta = F_1 \theta + F_2 \theta + F_3 \theta + F_4 \theta = \frac{i}{jk} \left[ F(\theta_2) - F(\theta_1) + e^{jkl \cos \theta_2} F(\theta_1) - e^{jkl \cos \theta_1} F(\theta_2) \right]$$

The corresponding normalized power pattern will be:

$$g(\theta) = c_n \left[ F(\theta + \alpha) - F(\theta - \alpha) + e^{jkl \cos(\theta + \alpha)} F(\theta - \alpha) - e^{jkl \cos(\theta - \alpha)} F(\theta + \alpha) \right]^2$$

Figure 17.7.6 shows the power gain $g(\theta)$ for the cases $L = 5$ and $L = 10$. The optimum vee angle in both cases was found to be $\alpha = \theta_0$, that is, $\alpha = 22.2^\circ$ and $\alpha = 15.7^\circ$. The function rhombic may be used to evaluate this expression.

### 17.8 Loop Antennas

Figure 17.8.1 shows a circular and a square loop antenna. The feed points are not shown. The main oversimplifying assumption here is that the current is constant around the loop. We will mainly consider the case when the dimension of the loop (e.g., its circumference) is small relative to the wavelength.
Thus, \( F \) is fully transverse to \( \hat{r} \), so that \( F_{\perp} = F \). It follows from Eq. (15.10.4) that the produced radiation fields will be:

\[
E = \Phi E_\Phi = -jk\eta \frac{e^{-jkr}}{4\pi r} F_\Phi \Phi = \eta mk^2 \sin \theta \frac{e^{-jkr}}{4\pi r} \Phi \\
H = \Phi H_\Phi = jk \frac{e^{-jkr}}{4\pi r} F_\Phi \Phi = -mk^2 \sin \theta \frac{e^{-jkr}}{4\pi r} \Phi
\]

(17.8.4)

The radiation intensity of Eq. (16.1.4) is in this case:

\[
U(\theta, \phi) = \frac{\eta k^4 |m|^2}{32\pi^2} \left| F_\Phi \right|^2 = \frac{\eta k^4 |m|^2}{32\pi^2} \sin^2 \theta
\]

(17.8.5)

Thus, it has the same \( \sin^2 \theta \) angular dependence, normalized power gain, and directivity as the Hertzian dipole. We may call such small loop antennas “Hertzian loops”, referring to their infinitesimal size. The total radiated power may be computed as in Sec. 17.2. We have:

\[
P_{\text{rad}} = U_{\text{max}} \Delta \Omega = \frac{\eta k^4 |m|^2}{32\pi^2} \frac{8\pi}{3} \frac{\eta k^4 |m|^2}{12\pi} \frac{1}{12\pi}
\]

Replacing \( m \) by \( IS \), we may obtain the loop’s radiation resistance from the definition:

\[
P_{\text{rad}} = \frac{1}{2} R_{\text{rad}} |I|^2 = \frac{\eta k^4 |IS|^2}{12\pi} \Rightarrow R_{\text{rad}} = \frac{\eta k^4 S^2}{6\pi}
\]

Comparing Eq. (17.8.4) to the Hertzian dipole, the loop’s electric field is in the \( \phi \)-direction, whereas the Hertzian dipole’s is in the \( \theta \)-direction. The relative amplitudes of the electric fields are:

\[
\frac{E_{\text{dipole}}}{E_\Phi} = j \frac{I}{mk}
\]

If we choose \( II = mk \), then the electric fields are off by a 90°-degree phase. If such a Hertzian dipole and loop are placed at the origin, the produced net electric field will be circularly polarized. We note finally that the loop may have several turns, thus increasing its radiation resistance and radiated power. For a loop with \( n \) turns, we must make the replacement \( m \to nm \).

### 17.9 Circular Loops

Next, we consider the circular loop in more detail, and derive Eq. (17.8.3). Assuming an infinitely thin wire loop of radius \( a \), the assumed current density can be expressed in cylindrical coordinates as in Eq. (17.1.3):

\[
J(r') = I \hat{\phi} \delta(\rho' - a) \delta(z')
\]

The radiation vector will be:

\[
F = \int_J J(r') e^{jkr'} d^3r' = \int I \hat{\phi} e^{jkr'} \delta(\rho' - a) \delta(z') \rho' d\rho' d\phi' dz'
\]

(17.9.1)

Using Eq. (15.8.2), we have:

\[
k \cdot r' = k(\hat{z} \cos \theta + \hat{\rho} \sin \theta) \cdot (z' \hat{z} + \rho' \hat{\rho})
\]

\[
= kz' \cos \theta + k\rho' \sin \theta (\hat{\rho} \cdot \hat{\rho})
\]

\[
= kz' \cos \theta + k\rho' \sin \theta \cos (\phi' - \phi)
\]

where we set \( \hat{\rho} \cdot \hat{\rho} = \cos(\phi' - \phi) \), as seen in Fig. 17.8.1. The integration in Eq. (17.9.1) confines \( r' \) to the \( xy \)-plane and sets \( \rho' = a \) and \( z' = 0 \). Thus, we have in the integrand:

\[
k \cdot r' = ka \sin \theta \cos (\phi' - \phi)
\]

Then, the radiation vector (17.9.1) becomes:

\[
F = IA \int_0^{2\pi} \phi e^{jka \sin \theta \cos (\phi' - \phi)} d\phi'
\]

(17.9.2)

We note in Fig. 17.8.1 that the unit vector \( \hat{\phi}' \) varies in direction with \( \phi' \). Therefore, it proves convenient to express it in terms of the unit vectors \( \hat{\phi}, \hat{\rho} \) of the fixed observation point \( P \). Resolving \( \hat{\phi} \) into the directions \( \hat{\rho}, \hat{\phi} \), we have:

\[
\hat{\phi}' = \hat{\phi} \cos(\phi' - \phi) - \hat{\rho} \sin(\phi' - \phi)
\]

Changing integration variables from \( \phi' \) to \( \psi = \phi' - \phi \), we write Eq. (17.9.2) as:

\[
F = IA \int_0^{2\pi} (\hat{\phi} \cos \psi - \hat{\rho} \sin \psi) e^{jka \sin \theta \cos \psi} d\psi
\]

The second term is odd in \( \psi \) and vanishes. Thus,

\[
F = IA \hat{\phi} \int_0^{2\pi} \cos \psi e^{jka \sin \theta \cos \psi} d\psi
\]

(17.9.3)

Using the integral representation of the Bessel function \( J_1(x) \),

\[
J_1(x) = \frac{1}{2\pi i} \int_0^{2\pi} e^{ix \cos \psi} d\psi
\]

we may replace the \( \psi \)-integral by \( 2\pi i J_1(ka \sin \theta) \) and write Eq. (17.9.3) as:

\[
F = F_{\Phi} \phi = 2\pi i IA J_1(ka \sin \theta) \hat{\phi}
\]

(17.9.4)

This gives the radiation vector for any loop radius. If the loop is electrically small, that is, \( ka \ll 1 \), we may use the first-order approximation \( J_1(x) \approx x/2 \), to get

\[
F = F_{\Phi} \phi = 2\pi j IA \frac{1}{2} ka \sin \theta \hat{\phi} = jI]\pi a^2 k \sin \theta \hat{\phi}
\]

(17.9.5)

which agrees with Eq. (17.8.3), with \( m = IS = I\pi a^2 \).
17.10 Square Loops

The square loop of Fig. 17.8.1 may be thought of as four separate linear antennas representing the four sides. Assuming that each side is a Hertzian dipole and that the sides are at distances $\pm l/2$ from the origin, we can write the current densities of the sides 1, 2, 3, 4 as follows:

\[
J_1(r) = \hat{y} II \delta(x - l/2) \delta(y) \delta(z) \\
J_2(r) = - \hat{x} II \delta(x) \delta(y - l/2) \delta(z) \\
J_3(r) = - \hat{y} II \delta(x + l/2) \delta(y) \delta(z) \\
J_4(r) = \hat{x} II \delta(x) \delta(y + l/2) \delta(z)
\]

The currents on the parallel sides 1 and 3 combine to give:

\[
J_1(r) + J_3(r) = - II^2 \hat{y} \delta'(x) \delta(y) \delta(z)
\]

where we multiplied and divided by a factor of $I$. In the limit of small $l$, we may replace the quantity in the bracket by the derivative $\delta'(x)$ of the delta function $\delta(x)$:

\[
J_1(r) + J_3(r) = - II^2 \hat{y} \delta'(x) \delta(y) \delta(z)
\]

Similarly, we find for sides 2 and 4:

\[
J_2(r) + J_4(r) = II^2 \hat{x} \delta(x) \delta'(y) \delta(z)
\]

Thus, the net current density of all sides is:

\[
J(r) = II^2 [\hat{x} \delta(x) \delta'(y) - \hat{y} \delta'(x) \delta(y)] \delta(z)
\]

The corresponding radiation vector will be:

\[
F = II^2 \int \delta(x') \delta'(y') \delta'(z') \delta(z') e^{jk_x x' + jk_y y' + jk_z z'} dx' dy' dz'
\]

The delta-function integrations can be done easily yielding:

\[
F = II^2 (jk_y \hat{x} + jk_x \hat{y})
\]

Using Eq. (17.1.4), we obtain

\[
F = j II^2 k \sin \theta (\hat{x} \sin \phi + \hat{y} \cos \phi) = j II^2 k \sin \theta \hat{\phi}
\]

which agrees with Eq. (17.8.3), with $m = IS = II^2$.

17.11 Dipole and Quadrupole Radiation

The radiation vector $F$ of a current/charge distribution can be evaluated approximately by expanding the exponential $e^{jk \cdot r}$ to successive powers of $k$:

\[
F = \int_V J(r') e^{jk \cdot r'} d^3 r' = \int_V [1 + jk \cdot r' + \frac{1}{2} (jk \cdot r')^2 + \cdots ] J(r') d^3 r'
\]

\[
= \int_V J(r') d^3 r' + \int_V (j(k \cdot r')) J(r') d^3 r' + \cdots
\]

The first term is the electric dipole radiation term and corresponds to the Hertzian dipole antenna. The second term incorporates both the magnetic dipole (corresponding to a Hertzian loop antenna) and the electric quadrupole terms.

Higher multipoles arise from the higher-order terms in the above expansion. A systematic discussion of all multipole radiation terms requires the use of spherical harmonics.

Keeping only a few terms in the above expansion is a good approximation to $F$ provided $kr' \ll 1$, or $l \ll \lambda$, where $l$ is the typical dimension of the current source. In general, any radiating system will emit radiation of various multipole types.

The electric dipole and electric quadrupole moments of a charge distribution are defined in terms of the following first- and second-order moments of the charge density:

\[
p = \int_V \rho(r') d^3 r' \quad \text{(electric dipole moment)}
\]

\[
D_{ij} = \int_V r_i r_j \rho(r') d^3 r' \quad \text{(electric quadrupole moment)}
\]

The identity of Problem 15.2 is useful here in manipulating the successive expansion terms of $F$. Applying the identity with the two choices: $g(r') = r_i$ and $g(r') = r_i r_j$, we obtain the relationships:

\[
\int_V J_i d^3 r' = j \omega p_i \\
\int_V (r_i J_j + r_j J_i) d^3 r' = j \omega D_{ij}
\]

Thus, the lowest-order term in Eq. (17.11.1) is the electric dipole:

\[
\int_V J(r') d^3 r' = j \omega p = F_e
\]

In the second term of Eq. (17.11.1), we may apply the vectorial identity:

\[
(k \cdot r') J = \frac{1}{2} (r' \times J) \times k + \frac{1}{2} [(k \cdot r') J + (k \cdot J) r']
\]

and in integrated form:

\[
\int_V (k \cdot r') J d^3 r' = \frac{1}{2} \int_V (r' \times J) \times k d^3 r' + \frac{1}{2} \int_V [(k \cdot r') J + (k \cdot J) r'] d^3 r'
\]
The magnetic moment of a current distribution is defined in general by
\[ m = \frac{1}{2} \int V' r' \times j(r') \, d^3r' \quad \text{(magnetic moment)} \] (17.11.6)

Therefore, the first term in Eq. (17.11.5) may be written as \( m \times k \). With the help of
the second identity of Eq. (17.11.4), the last term of (17.11.5) may be written in terms of
the quadrupole matrix \( D \) acting on the vector \( k \). We then have for the second term in
the expansion (17.11.1):
\[
\int V' j(k \cdot r') \, d^3r' = j \, m \times k - \frac{1}{2} \omega Dk = F_{\text{mag}} + F_{\text{quad}}
\] (17.11.7)

Thus, the three lowest-order terms of \( F \) are:
\[ F = F_{\text{el}} + F_{\text{mag}} + F_{\text{quad}} = j \omega p + j \, m \times k - \frac{1}{2} \omega Dk \] (17.11.8)

We briefly discuss each term. For a Hertzian dipole antenna with \( j(r') = 2Il \delta^3(r') \),
only the first term of (17.11.8) is nonzero and is the same as that of Sec. 17.2:
\[ F_{\text{el}} = \int V' j(r') \, d^3r' = 2Il = j \omega p \]

The relationship \( Il = j \omega p \) may be understood by thinking of the Hertzian dipole as
two opposite time-varying charges \( \pm q \) separated by a distance \( l \) (along the \( z \)-direction),
so that \( p = ql \). It follows that \( j \omega p = p = Il \).

The result \( p = ql \) may also be applied to the case of an accelerated charge. Now \( q \) is
constant but \( l \) varies with time. We have \( \dot{p} = ql = qv \) and \( \ddot{p} = qv = qa \),
where \( a \) is the acceleration \( a = \dot{v} \). For harmonic time dependence, we have \( (j \omega)^2 p = qa \). The total
radiated power from a dipole was obtained in Eq. (17.2.2). Setting \( k^2 |Il|^2 = k^2 |qv|^2 = q^2 \omega^2 |v|^2/c^2 = q^2 |a|^2/c^2 \),
we can rewrite Eq. (17.2.2) in the form:
\[ P = \frac{\eta q^2 |a|^2}{12 \pi c^2} = \frac{\eta q^2 a_{\text{rms}}^2}{6 \pi c^2} \]
where \( a_{\text{rms}} = |a|/\sqrt{2} \) is the rms value of the acceleration. This is Larmor's
classical expression for the radiated power from a nonrelativistic accelerated charge.

For a Hertzian loop, only the magnetic moment term is present in \( F \). We may verify
the result that \( m = 2IlS \) using the definition (17.11.6). Indeed, for a circular loop:
\[ m = \frac{1}{2} \int r' \times [I \, \dot{\phi}' \, \delta (\rho' - a) \, \delta (z')] \, \rho' \, d\rho' \, d\phi' \, dz' \]

The integrations over \( z' \) and \( \rho' \) force \( z' = 0 \) and \( \rho' = a \), and therefore, \( r' = a \, \dot{\rho} \).
Noting that \( \dot{\rho}' \times \dot{\phi}' = \dot{z} \) and that the \( \phi' \)-integration contributes a factor of \( 2\pi \), we obtain:
\[ m = \frac{1}{2} a \, \dot{\rho}' \times \dot{\phi}' \, 2a \, 2\pi = 2Il \]

Similarly, inserting Eq. (17.10.1) into (17.11.6), we find for the square loop:
\[ m = \frac{1}{2} \int (x \, \dot{x} + y \, \dot{y} + z \, \dot{z}) \times [II' \, \delta (x) \, \delta' (y) - \dot{y} \, \delta' (x) \, \delta (y)] \, dx \, dy \, dz = 2Il^2 \]

For the electric quadrupole term, the matrix \( D \) is sometimes replaced by its traceless
version defined by:
\[ Q_{ij} = 3D_{ij} - \delta_{ij} \text{tr}(D) = \int V' (3r'_i r'_j - \delta_{ij} r'_i \cdot r'_j) \, p(r') \, d^3r' \Rightarrow Q = 3D - \text{tr}(D) \]

so that \( \text{tr}(Q) = 0 \). In this case, the vector \( Dk \) may be expressed as
\[ Dk = \frac{1}{3} Qk + \frac{1}{3} \text{tr}(D) \, k \]

The second term may be ignored because it does not contribute to the radiation
fields, which depend only on the part of \( F \) transverse to \( k \). Thus, without loss of gener-
ality we may also write:
\[ F = j \omega p + j \, m \times k - \frac{1}{6} \omega Qk \]

The electric and magnetic dipoles have angular gain patterns that are identical to
the Hertzian dipole and Hertzian loop antennas, that is, \( \sin^2 \theta \). The quadrupole term,
on the other hand, can have a complicated angular pattern as can be seen by expressing
the vector \( Qk = kQ\hat{r} \) explicitly in terms of the angles \( \theta, \phi \):
\[ Q\hat{r} = \begin{bmatrix} Q_{xx} & Q_{xy} & Q_{xz} \\ Q_{yx} & Q_{yy} & Q_{yz} \\ Q_{zx} & Q_{zy} & Q_{zz} \end{bmatrix} \begin{bmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{bmatrix} \]

17.1 Computer Experiment—Dipoles. Reproduce the results and graphs of Fig. 17.4.2, and calcu-
late the corresponding directivities in dB.

17.2 Derive Eq. (17.3.7) for the input resistance of a dipole antenna.

17.3 Derive Eq. (17.6.6) for the tilt angle of a traveling wave antenna by reducing the problem to
that of finding the maximum of the function \( \sin^2 (\pi x) / x \) in the interval \([0, 1]\).

17.4 Computer Experiment—Traveling Wave Antennas. Reproduce the results and graphs of Fig. 17.6.2.
18.1 Field Equivalence Principle

The radiation fields from aperture antennas, such as slots, open-ended waveguides, horns, reflector and lens antennas, are determined from the knowledge of the fields over the aperture of the antenna.

The aperture fields become the sources of the radiated fields at large distances. This is a variation of the Huygens-Fresnel principle, which states that the points on each wavefront become the sources of secondary spherical waves propagating outwards and whose superposition generates the next wavefront.

Let $E_a, H_a$ be the tangential fields over an aperture $A$, as shown in Fig. 18.1.1. These fields are assumed to be known and are produced by the sources to the left of the screen. The problem is to determine the radiated fields $E(r), H(r)$ at some far observation point.

The radiated fields can be computed with the help of the field equivalence principle [1288–1295,1685], which states that the aperture fields may be replaced by equivalent electric and magnetic surface currents, whose radiated fields can then be calculated using the techniques of Sec. 15.10. The equivalent surface currents are:

\[
\begin{align*}
J_s &= \hat{n} \times H_a \\
J_{ms} &= -\hat{n} \times E_a
\end{align*}
\] (electric surface current) (magnetic surface current) (18.1.1)

where $\hat{n}$ is a unit vector normal to the surface and on the side of the radiated fields.

Thus, it becomes necessary to consider Maxwell’s equations in the presence of magnetic currents and derive the radiation fields from such currents.

The screen in Fig. 18.1.1 is an arbitrary infinite surface over which the tangential fields are assumed to be zero. This assumption is not necessarily consistent with the radiated field solutions, that is, Eqs. (18.4.9). A consistent calculation of the fields to the right of the aperture plane requires knowledge of the fields over the entire aperture plane (screen plus aperture.)

However, for large apertures (with typical dimension much greater than a wavelength), the approximation of using the fields $E_a, H_a$ only over the aperture to calculate the radiation patterns is fairly adequate, especially in predicting the main-lobe behavior of the patterns.

The screen can also be a perfectly conducting surface, such as a ground plane, on which the aperture opening has been cut. In reflector antennas, the aperture itself is not an opening, but rather a reflecting surface. Fig. 18.1.2 depicts some examples of screens and apertures: (a) an open-ended waveguide over an infinite ground plane, (b) an open-ended waveguide radiating into free space, and (c) a reflector antenna.

There are two alternative forms of the field equivalence principle, which may be used when only one of the aperture fields $E_a$ or $H_a$ is available. They are:

\[
\begin{align*}
J_s &= 0 \\
J_{ms} &= -2(\hat{n} \times E_a) \\
J_s &= 2(\hat{n} \times H_a) \\
J_{ms} &= 0
\end{align*}
\] (perfect electric conductor) (18.1.2) (perfect magnetic conductor) (18.1.3)

They are appropriate when the screen is a perfect electric conductor (PEC) on which $E_a = 0$, or when it is a perfect magnetic conductor (PMC) on which $H_a = 0$. On the aperture, both $E_a$ and $H_a$ are non-zero.
18.2 Magnetic Currents and Duality

Using image theory, the perfect electric (magnetic) conducting screen can be eliminated and replaced by an image magnetic (electric) surface current, doubling its value over the aperture. The image field causes the total tangential electric (magnetic) field to vanish over the screen.

If the tangential fields $E_a, H_a$ were known over the entire aperture plane (screen plus aperture), the three versions of the equivalence principle would generate the same radiated fields. But because we consider $E_a, H_a$ only over the aperture, the three versions give slightly different results.

In the case of a perfectly conducting screen, the calculated radiation fields (18.4.10) using the equivalent currents (18.1.2) are consistent with the boundary conditions on the screen.

We provide a justification of the field equivalence principle (18.1.1) in Sec. 18.10 using vector diffraction theory and the Stratton-Chu and Kottler formulas. The modified forms (18.1.2) and (18.1.3) are justified in Sec. 19.2 where we derive them in two ways: one, using the plane-wave-spectrum representation, and two, using the Franz formulas in conjunction with the extinction theorem discussed in Sec. 18.11, and discuss also their relationship to Rayleigh-Sommerfeld diffraction theory of Sec. 19.1.

18.2 Magnetic Currents and Duality

Next, we consider the solution of Maxwell's equations driven by the ordinary electric charge and current densities $\rho, J$ and in addition, by the magnetic charge and current densities $\rho_m, J_m$.

Although $\rho_m, J_m$ are fictitious, the solution of this problem will allow us to identify the equivalent magnetic currents to be used in aperture problems, and thus, establish the field equivalence principle. The generalized form of Maxwell's equations is:

\[
\begin{align*}
\nabla \times H &= J + j \omega \mu E \\
\nabla \cdot E &= \frac{1}{\epsilon} \rho \\
\nabla \times E &= -J_m - j \omega \mu H \\
\nabla \cdot H &= \frac{1}{\mu} \rho_m
\end{align*}
\tag{18.2.1}
\]

There is now complete symmetry, or duality, between the electric and the magnetic quantities. In fact, it can be verified easily that the following duality transformation leaves the set of four equations invariant:

<table>
<thead>
<tr>
<th>( E \rightarrow H )</th>
<th>( J \rightarrow J_m )</th>
<th>( A \rightarrow A_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H \rightarrow -E )</td>
<td>( \rho \rightarrow \rho_m )</td>
<td>( \varphi \rightarrow \varphi_m )</td>
</tr>
<tr>
<td>( \epsilon \rightarrow \mu )</td>
<td>( J_m \rightarrow -J )</td>
<td>( A_m \rightarrow -A )</td>
</tr>
<tr>
<td>( \mu \rightarrow \epsilon )</td>
<td>( \rho_m \rightarrow -\rho )</td>
<td>( \varphi_m \rightarrow -\varphi )</td>
</tr>
</tbody>
</table>

(duality) \tag{18.2.2}

where $\varphi, A$ and $\varphi_m, A_m$ are the corresponding scalar and vector potentials introduced below. These transformations can be recognized as a special case (for $\alpha = \pi/2$) of the following duality rotations, which also leave Maxwell's equations invariant:

\[
\begin{bmatrix}
E' \\
\eta H' \\
\eta J_m \\
\eta \rho_m
\end{bmatrix}
=
\begin{bmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{bmatrix}
\begin{bmatrix}
E \\
\eta J \\
\eta \rho
\end{bmatrix}
\tag{18.2.3}
\]

Under the duality transformations (18.2.2), the first two of Eqs. (18.2.1) transform into the last two, and conversely, the last two transform into the first two.

A useful consequence of duality is that if one has obtained expressions for the electric field $E$, then by applying a duality transformation one can generate expressions for the magnetic field $H$. We will see examples of this property shortly.

The solution of Eq. (18.2.1) is obtained in terms of the usual scalar and vector potentials $\varphi, A$, as well as two new potentials $\varphi_m, A_m$ of the magnetic type:

\[
E = -\nabla \varphi - j \omega A = \frac{1}{\epsilon} \nabla \times A_m
\tag{18.2.4}
\]

\[
H = -\nabla \varphi_m - j \omega A_m + \frac{1}{\mu} \nabla \times A
\]

The expression for $H$ can be derived from that of $E$ by a duality transformation of the form (18.2.2). The scalar and vector potentials satisfy the Lorenz conditions and Helmholtz wave equations:

\[
\begin{align*}
\nabla \cdot A + j \omega \epsilon \mu \varphi &= 0 \\
\nabla \cdot A_m + j \omega \epsilon \mu \varphi_m &= 0 \\
\n\nabla^2 \varphi + k^2 \varphi &= -\frac{\rho}{\epsilon} \quad \text{and} \quad \nabla^2 \varphi_m + k^2 \varphi_m = -\frac{\rho_m}{\mu} \\
\n\nabla^2 A + k^2 A &= -\mu J \\
\n\nabla^2 A_m + k^2 A_m &= -\epsilon J_m
\end{align*}
\tag{18.2.5}
\]

The solutions of the Helmholtz equations are given in terms of $G(r - r') = \frac{e^{-ik|r-r'|}}{4\pi|r-r'|}$:

\[
\begin{align*}
\varphi(r) &= \int_V \frac{1}{\epsilon} \rho(r') G(r - r') \, dV' \\
\varphi_m(r) &= \int_V \frac{1}{\mu} \rho_m(r') G(r - r') \, dV' \\
A(r) &= \int_V \frac{1}{\epsilon} \mu J(r') G(r - r') \, dV' \\
A_m(r) &= \int_V \frac{1}{\mu} \epsilon J_m(r') G(r - r') \, dV'
\end{align*}
\tag{18.2.6}
\]

where $V$ is the volume over which the charge and current densities are nonzero. The observation point $r$ is taken to be outside this volume. Using the Lorenz conditions, the scalar potentials may be eliminated in favor of the vector potentials, resulting in the alternative expressions for Eq. (18.2.4):

\[
\begin{align*}
E &= \frac{1}{j \omega \mu \epsilon} \left( \nabla \cdot A + k^2 A \right) - \frac{1}{\epsilon} \nabla \times A_m \\
H &= \frac{1}{j \omega \mu \epsilon} \left( \nabla \cdot A_m + k^2 A_m \right) + \frac{1}{\mu} \nabla \times A
\end{align*}
\tag{18.2.7}
\]

These may also be written in the form of Eq. (15.39):

\[
\begin{align*}
E &= \frac{1}{j \omega \mu \epsilon} \left( \nabla \times (\nabla \varphi) - \mu J \right) - \frac{1}{\epsilon} \nabla \times A_m \\
H &= \frac{1}{j \omega \mu \epsilon} \left( \nabla \times (\nabla \varphi_m) - \epsilon J_m \right) + \frac{1}{\mu} \nabla \times A
\end{align*}
\tag{18.2.8}
\]
18.3. Radiation Fields from Magnetic Currents

Replacing \( A, A_m \) in terms of Eq. (18.2.6), we may express the solutions (18.2.7) directly in terms of the current densities:

\[
E = \frac{1}{j\omega} \int \left[ k^2 JG + (J \cdot \nabla') \nabla' G - j\omega\epsilon J_m \times \nabla' G \right] dV' \\
H = \frac{1}{j\omega\mu} \int \left[ k^2 J_m G + (J_m \cdot \nabla') \nabla' G + j\omega\mu J \times \nabla' G \right] dV'
\]

(18.2.9)

Alternatively, if we also use the charge densities, we obtain from (18.2.8):

\[
E = \int \left[ -j\omega\mu J G + \frac{\rho_m}{\epsilon} \nabla' G - J_m \times \nabla' G \right] dV' \\
H = \int \left[ -j\omega\epsilon J_m G + \frac{\rho_m}{\mu} \nabla' G + J \times \nabla' G \right] dV'
\]

(18.2.10)

18.3 Radiation Fields from Magnetic Currents

The radiation fields of the solutions (18.2.7) can be obtained by making the far-field approximation, which consists of the replacements:

\[
G(r - r') = \frac{e^{-jk|r-r'|}}{4\pi |r-r'|} = e^{-jk \cdot r'} e^{ik \cdot r} \quad \text{and} \quad \nabla = -jk
\]

(18.3.1)

where \( k = kr \). Then, the vector potentials of Eq. (18.2.6) take the simplified form:

\[
A(r) = \mu \frac{e^{-jk r}}{4\pi r} F(\theta, \phi), \quad A_m(r) = \epsilon \frac{e^{-jk r}}{4\pi r} F_m(\theta, \phi)
\]

(18.3.2)

where the radiation vectors are the Fourier transforms of the current densities:

\[
F(\theta, \phi) = \int_V f(r') e^{jk r'} dV' \quad \text{(radiation vectors)}
\]

(18.3.3)

\[
F_m(\theta, \phi) = \int_V f_m(r') e^{jk r'} dV
\]

Setting \( J = J_m = 0 \) in Eq. (18.2.8) because we are evaluating the fields far from the current sources, and using the approximation \( \nabla = -jk = -jk \hat{r} \), and the relationship \( k/\epsilon = \omega \eta \), we find the radiated \( E \) and \( H \) fields:

\[
E = -j\omega \left[ \hat{r} \times (A + \hat{r}) - \eta \hat{r} \times A_m \right] = -j\omega \left[ \frac{e^{-jk r}}{4\pi r} \hat{r} \times [\eta F \hat{r} - F_m] \right]
\]

(18.3.4)

\[
H = -\frac{j\omega}{\eta} \left[ \hat{r} \times (A_m \hat{r} + \hat{r} \times A) \right] = -j\omega \left[ \frac{e^{-jk r}}{4\pi r} \hat{r} \times [\eta F + F_m \hat{r}] \right]
\]

These generalize Eq. (15.10.2) to magnetic currents. As in Eq. (15.10.3), we have:

\[
H = \frac{1}{\eta} \hat{r} \times E
\]

(18.3.5)

Noting that \( \hat{r} \times (F \times \hat{r}) = \hat{r} \theta F_{\hat{r}} + \hat{\phi} F_\theta \) and \( \hat{r} \times F = \hat{\phi} F_{\hat{r}} - \hat{r} F_\theta \), and similarly for \( F_m \), we find for the polar components of Eq. (18.3.4):

\[
E = -jk \frac{e^{-jk r}}{4\pi r} \left[ \hat{r} (\eta F_\theta + F_{m\hat{r}}) + \hat{\phi} (\eta F_\phi - F_{m\hat{r}}) \right]
\]

\[
H = -\frac{jk}{\eta} \frac{e^{-jk r}}{4\pi r} \left[ \hat{r} (\eta F_\phi - F_{m\hat{r}}) + \hat{\phi} (\eta F_\theta + F_{m\hat{r}}) \right]
\]

(18.3.6)

The Poynting vector is given by the generalization of Eq. (18.1.1):

\[
P = \frac{1}{2} \text{Re}(E \times H^*) = \hat{r} \frac{k^2}{32\pi^2 \eta r^2} \left[ |\eta F_\theta + F_{m\hat{r}}|^2 + |\eta F_\phi - F_{m\hat{r}}|^2 \right] = \hat{r} P_r
\]

(18.3.7)

and the radiation intensity:

\[
U(\theta, \phi) = \frac{dP}{d\Omega} = r^2 \hat{r} P_r = \frac{k^2}{32\pi^2 \eta} \left[ |\eta F_\theta + F_{m\hat{r}}|^2 + |\eta F_\phi - F_{m\hat{r}}|^2 \right]
\]

(18.3.8)

18.4 Radiation Fields from Apertures

For an aperture antenna with effective surface currents given by Eq. (18.1.1), the volume integrations in Eq. (18.2.9) reduce to surface integrations over the aperture \( A \):

\[
E = \frac{1}{j\omega} \int_A \left[ (J_s \cdot \nabla') \nabla' G + k^2 J_s G - j\omega\epsilon J_{ms} \times \nabla' G \right] dS'
\]

(18.4.1)

\[
H = \frac{1}{j\omega\mu} \int_A \left[ (J_{ms} \cdot \nabla') \nabla' G + k^2 J_{ms} G + j\omega\mu J_s \times \nabla' G \right] dS'
\]

and, explicitly in terms of the aperture fields shown in Fig. 18.1.1:

\[
E = \frac{1}{j\omega} \int_A \left[ (\hat{n} \times H_a) \cdot \nabla' (\nabla' G) + k^2 (\hat{n} \times H_a) G + j\omega\epsilon (\hat{n} \times E_a) \times \nabla' G \right] dS'
\]

(18.4.2)

\[
H = \frac{1}{j\omega\mu} \int_A \left[ -(\hat{n} \times E_a) \cdot \nabla' (\nabla' G) - k^2 (\hat{n} \times E_a) G + j\omega\mu (\hat{n} \times H_a) \times \nabla' G \right] dS'
\]

These are known as Kottler’s formulas [1293-1298, 1287, 1290-1302, 1324]. We derive them in Sec. 18.12. The equation for \( H \) can also be obtained from that of \( E \) by the application of a duality transformation, that is, \( E_a \rightarrow H_a, H_a \rightarrow -E_a \) and \( \epsilon \rightarrow \mu, \mu \rightarrow \epsilon \).

In the far-field limit, the radiation fields are still given by Eq. (18.3.6), but now the radiation vectors are given by the two-dimensional Fourier transform-like integrals over the aperture:

\[
F(\theta, \phi) = \int_A J_s(r') e^{jk r'} dS' = \int_A \hat{n} \times H_a(r') e^{jk r'} dS'
\]

(18.4.3)
18. Radiation from Apertures

Fig. 18.4.1 Radiation fields from an aperture.

The polar components of the radiation vectors are determined as follows:

\[
\mathbf{F}_\theta = -\mathbf{\hat{x}} \times (\mathbf{g}_x - \mathbf{\hat{y}} \mathbf{g}_y) = \mathbf{\hat{y}} \mathbf{g}_x - \mathbf{\hat{x}} \mathbf{g}_y, \\
\mathbf{F}_m = -\mathbf{\hat{x}} \times \mathbf{f} = -\mathbf{\hat{x}} \times (\mathbf{\hat{k}} \mathbf{g}_x + \mathbf{\hat{y}} \mathbf{g}_y) = \mathbf{\hat{x}} \mathbf{f}_y - \mathbf{\hat{y}} \mathbf{f}_x
\]

(18.4.7)

The polar components of the radiation vectors are determined as follows:

\[
F_\theta = \hat{\theta} \cdot \mathbf{F} = \mathbf{\hat{y}} \mathbf{g}_x - \mathbf{\hat{x}} \mathbf{g}_y = \mathbf{g}_x \sin \phi \cos \theta - \mathbf{g}_y \cos \phi \cos \theta
\]

where we read off the dot products \((\hat{\theta} \cdot \mathbf{\hat{x}})\) and \((\hat{\theta} \cdot \mathbf{\hat{y}})\) from Eq. (15.8.3). The remaining polar components are found similarly, and we summarize them below:

\[
F_\phi = g_x \cos \phi + g_y \sin \phi \\
F_{m\phi} = (f_y \cos \phi - f_x \sin \phi)
\]

(18.4.8)

It follows from Eq. (18.3.6) that the radiated \(E\)-field will be:

\[
E_\theta = \frac{j k e^{-jk \rho}}{4 \pi \rho} \left[ (f_x \cos \phi + f_y \cos \phi) - \eta \cos \phi (g_y \cos \phi - g_x \sin \phi) \right] \\
E_\phi = \frac{j k e^{-jk \rho}}{4 \pi \rho} \left[ \cos \rho (f_y \cos \phi - f_x \sin \phi) - \eta (g_x \cos \phi + g_y \sin \phi) \right]
\]

(18.4.9)

The radiation fields resulting from the alternative forms of the field equivalence principle, Eqs. (18.1.2) and (18.1.3), are obtained from Eq. (18.4.9) by removing the \(g\)- or the \(f\)-terms and doubling the remaining term. We have for the PEC case:

\[
E_\theta = \frac{2 j k e^{-jk \rho}}{4 \pi \rho} [f_x \cos \phi + f_y \sin \phi] \\
E_\phi = \frac{2 j k e^{-jk \rho}}{4 \pi \rho} \left[ \cos \rho (f_y \cos \phi - f_x \sin \phi) \right]
\]

(18.4.10)

and for the PMC case:

\[
E_\theta = \frac{2 j k e^{-jk \rho}}{4 \pi \rho} \left[ \eta \cos \phi (f_y \cos \phi - f_x \sin \phi) \right] \\
E_\phi = \frac{2 j k e^{-jk \rho}}{4 \pi \rho} \left[ -\eta (g_x \cos \phi + g_y \sin \phi) \right]
\]

(18.4.11)

In all three cases, the radiated magnetic fields are obtained from:

\[
\mathbf{H}_\theta = -\frac{1}{\eta} E_\phi, \quad \mathbf{H}_\phi = \frac{1}{\eta} E_\theta
\]

(18.4.12)

We note that Eq. (18.4.9) is the average of Eqs. (18.4.10) and (18.4.11). Also, Eq. (18.4.11) is the dual of Eq. (18.4.10). Indeed, using Eq. (18.4.12), we obtain the following \(H\)-components for Eq. (18.4.11), which can be derived from Eq. (18.4.10) by the duality transformation \(E_a \to H_a\) or \(f \to g\), that is,
The Huygens source condition implies the same relationship for the Fourier transforms of the aperture fields, that is, (with $\hat{n} = \hat{z}$)

$$\mathbf{g} = \frac{1}{\eta} \hat{n} \times \mathbf{f} \Rightarrow \begin{bmatrix} \varrho_x \\ \varrho_y \end{bmatrix} = \begin{bmatrix} -\frac{1}{\eta} f_y \\ \frac{1}{\eta} f_x \end{bmatrix}$$ (18.5.2)

Inserting these into Eq. (18.4.9) we may express the radiated electric field in terms of $\mathbf{f}$ only. We find:

$$E_\theta = jk \frac{e^{-jkx}}{2\pi} \frac{1 + \cos \theta}{2} \left[ f_x \cos \phi + f_y \sin \phi \right]$$

$$E_\phi = jk \frac{e^{-jkx}}{2\pi} \frac{1 + \cos \theta}{2} \left[ f_y \cos \phi - f_x \sin \phi \right]$$ (18.5.3)

The factor $(1 + \cos \theta) / 2$ is known as an obliquity factor. The PEC case of Eq. (18.4.10) remains unchanged for a Huygens source, but the PMC case becomes:

$$E_\theta = jk \frac{e^{-jkx}}{2\pi} \cos \theta \left[ f_x \cos \phi + f_y \sin \phi \right]$$

$$E_\phi = jk \frac{e^{-jkx}}{2\pi} \left[ f_y \cos \phi - f_x \sin \phi \right]$$ (18.5.4)

We may summarize all three cases by the single formula:

$$E_\theta = jk \frac{e^{-jkx}}{2\pi} c_\theta \left[ f_x \cos \phi + f_y \sin \phi \right]$$

$$E_\phi = jk \frac{e^{-jkx}}{2\pi} c_\phi \left[ f_y \cos \phi - f_x \sin \phi \right]$$ (fields from Huygens source) (18.5.5)

where the obliquity factors are defined in the three cases:

$$\begin{bmatrix} c_\theta \\ c_\phi \end{bmatrix} = \frac{1}{2} \begin{bmatrix} 1 + \cos \theta \\ 1 + \cos \theta \end{bmatrix}, \begin{bmatrix} 1 \\ \cos \theta \end{bmatrix}, \begin{bmatrix} \cos \theta \\ 1 \end{bmatrix}$$ (obliquity factors) (18.5.6)

We note that the first is the average of the last two. The obliquity factors are equal to unity in the forward direction $\theta = 0^\circ$ and vary little for near-forward angles. Therefore, the radiation patterns predicted by the three methods are very similar in their mainlobe behavior.

In the case of a modified Huygens source that replaces $\eta$ by $\eta_T$, Eqs. (18.5.5) retain their form. The aperture fields and their Fourier transforms are now assumed to be related by:

$$\mathbf{H}_a = \frac{1}{\eta_T} \hat{z} \times \mathbf{E}_a \Rightarrow \mathbf{g} = \frac{1}{\eta_T} \hat{z} \times \mathbf{f}$$ (18.5.7)

Inserting these into Eq. (18.4.9), we obtain the modified obliquity factors:

$$c_\theta = \frac{1}{2} \left[ 1 + K \cos \theta \right], \quad c_\phi = \frac{1}{2} \left[ K + \cos \theta \right], \quad K = \frac{\eta}{\eta_T}$$ (18.5.8)
18.6 Directivity and Effective Area of Apertures

For any aperture, given the radiation fields \( E_\theta, E_\phi \) of Eqs. (18.4.9)-(18.4.11), the corresponding radiation intensity is:

\[
U(\theta, \phi) = \frac{dP}{d\Omega} = r^2 P_r = r^2 \frac{1}{2\eta} |E_\theta|^2 + |E_\phi|^2 = r^2 \frac{1}{2\eta} |E(\theta, \phi)|^2 \tag{18.6.1}
\]

Because the aperture radiates only into the right half-space \( 0 \leq \theta \leq \pi/2 \), the total radiated power and the effective isotropic radiation intensity will be:

\[
P_{\text{rad}} = \int_0^{\pi/2} \int_0^{2\pi} U(\theta, \phi) d\Omega, \quad U_I = \frac{P_{\text{rad}}}{4\pi} \tag{18.6.2}
\]

The directive gain is computed by \( D(\theta, \phi) = U(\theta, \phi)/U_I \), and the normalized gain by \( g(\theta, \phi) = U(\theta, \phi)/U_{\text{max}} \). For a typical aperture, the maximum intensity \( U_{\text{max}} \) is towards the forward direction \( \theta = 0^\circ \). In the case of a Huygens source, we have:

\[
U(\theta, \phi) = \frac{k^2}{8\pi^2\eta} \left[ c^2 \phi f_x \cos \phi + f_y \sin \phi \right] \tag{18.6.3}
\]

Assuming that the maximum is towards \( \theta = 0^\circ \), then \( c_\theta = c_\phi = 1 \), and we find for the maximum intensity:

\[
U_{\text{max}} = \frac{k^2}{8\pi^2\eta} \left[ |f_x \cos \phi + f_y \sin \phi|^2 + |f_y \cos \phi - f_x \sin \phi|^2 \right] = \frac{k^2}{8\pi^2\eta} |f|_{\text{max}}^2 \tag{18.6.4}
\]

where \( |f|_{\text{max}}^2 = [ |f_x|^2 + |f_y|^2 ] \). Setting \( k = 2\pi/\lambda \), we have:

\[
U_{\text{max}} = \frac{1}{2\lambda^2\eta} |f|_{\text{max}}^2 \tag{18.6.5}
\]

It follows that the normalized gain will be:

\[
g(\theta, \phi) = \frac{c^2 \phi f_x \cos \phi + f_y \sin \phi}{|f|_{\text{max}}^2} \tag{18.6.6}
\]

In the case of Eq. (18.4.9) with \( c_\theta = c_\phi = (1 + \cos \theta)/2 \), this simplifies further into:

\[
\frac{E(\theta, \phi)}{E_{\text{max}}} = \left( \frac{1 + \cos \theta}{2} \right) \frac{|f(\theta, \phi)|}{|f|_{\text{max}}^2} \tag{18.6.7}
\]

The power computed by Eq. (18.6.2) is the total power that is radiated outwards from a half-sphere of large radius \( r \). An alternative way to compute \( P_{\text{rad}} \) is to invoke energy conservation and compute the total power that flows into the right half-space through the aperture. Assuming a Huygens source, we have:

\[
P_{\text{rad}} = \int_A \mathbf{P} \cdot d\mathbf{s} = \int_A 2 \cdot \mathbf{Re} \left[ E_a \times H_a^* \right] \cdot d\mathbf{s} = \frac{1}{2\eta} \int_A |E_a(\mathbf{r})|^2 dS' \tag{18.6.8}
\]

Because \( \theta = 0 \) corresponds to \( k_x = k_y = 0 \), it follows from the Fourier transform definition (18.4.5) that:

\[
|f|_{\text{max}}^2 = \left| \int_A E_a(\mathbf{r}) e^{i k \cdot \mathbf{r}} dS' \right|^2 \tag{18.6.9}
\]

Therefore, the maximum intensity is given by:

\[
U_{\text{max}} = \frac{1}{2\lambda^2\eta} |f|_{\text{max}}^2 = \frac{1}{2\lambda^2\eta} \left| \int_A E_a(\mathbf{r}) dS' \right|^2 \tag{18.6.10}
\]

It follows that the maximum effective area of the aperture is:

\[
A_{\text{eff}} = \frac{\int_A E_a(\mathbf{r}) dS'}{\int_A |E_a(\mathbf{r})|^2 dS'} \leq A \tag{18.6.11}
\]

and the aperture efficiency:

\[
e_a = \frac{A_{\text{eff}}}{A} = \frac{\int_A E_a(\mathbf{r}) dS'}{\int_A |E_a(\mathbf{r})|^2 dS'} \leq 1 \tag{18.6.12}
\]

The inequalities in Eqs. (18.6.11) and (18.6.12) can be thought of as special cases of the Cauchy-Schwarz inequality. It follows that equality is reached whenever \( E_a(\mathbf{r}) \) is uniform over the aperture, that is, independent of \( \mathbf{r} \). Thus, uniform apertures achieve the highest directivity and have effective areas equal to their geometrical areas.

Because the integrand in the numerator of \( e_a \) depends both on the magnitude and the phase of \( E_a \), it proves convenient to separate out these effects by defining the aperture taper efficiency or loss, \( e_{\text{alt}} \), and the phase error efficiency or loss, \( e_{\text{pel}} \), as follows:

\[
e_{\text{alt}} = \frac{\int_A |E_a(\mathbf{r})| dS'}{\int_A |E_a(\mathbf{r})|^2 dS'}, \quad e_{\text{pel}} = \frac{\int_A |E_a(\mathbf{r})| dS'}{\int_A |E_a(\mathbf{r})|^2 dS'} \tag{18.6.13}
\]
18. Uniform Apertures

18.7 Uniform Apertures

In uniform apertures, the fields $E_a, H_a$ are assumed to be constant over the aperture area. Fig. 18.7.1 shows the examples of a rectangular and a circular aperture. For convenience, we will assume a Huygens source.

![Uniform rectangular and circular apertures.](image)

Fig. 18.7.1 Uniform rectangular and circular apertures.

The field $E_a$ can have an arbitrary direction, with constant $x$- and $y$-components, $E_a = \hat{z} E_{0x} + \hat{y} E_{0y}$. Because $E_a$ is constant, its Fourier transform $f(\theta, \phi)$ becomes:

$$f(\theta, \phi) = \int_A E_a(r')e^{ik'r'} dS' = E_a \int_A e^{ik'r'} dS' = Af(\theta, \phi) E_a$$

(18.7.1)

where we introduced the normalized scalar quantity:

$$f(\theta, \phi) = \frac{1}{A} \int_A e^{ik'r'} dS'$$

(uniform-aperture pattern) (18.7.2)

The quantity $f(\theta, \phi)$ depends on the assumed geometry of the aperture and it, alone, determines the radiation pattern. Noting that the quantity $|E_a|$ cancels out from the ratio in the gain (18.6.7) and that $f(0, \phi) = (1/A) \int_A dS' = 1$, we find for the normalized gain and field strengths:

$$\frac{|E(\theta, \phi)|}{|E_{\text{max}}|} = g(\theta, \phi) = \left( \frac{1 + \cos \theta}{2} \right) |f(\theta, \phi)|$$

(18.7.3)

18.8 Rectangular Apertures

For a rectangular aperture of sides $a, b$, the area integral (18.7.2) is separable in the $x$- and $y$-directions:

$$f(\theta, \phi) = \frac{1}{ab} \int_{-a/2}^{a/2} \int_{-b/2}^{b/2} e^{ikx' \cdot \hat{x}} \cdot \hat{r} \cdot dS = \frac{1}{a} \int_{-a/2}^{a/2} e^{ikx' \cdot \hat{x}} \cdot \hat{r} \int_{-b/2}^{b/2} e^{iky' \cdot \hat{y}} \cdot \hat{r} \cdot dy'$$

where we placed the origin of the integral in the middle of the aperture. The above integrals result in the sinc-function patterns:

$$f(\theta, \phi) = \frac{\sin \left( \frac{ka}{2} \right)}{\frac{ka}{2}} \cdot \frac{\sin \left( \frac{kb}{2} \right)}{\frac{kb}{2}} = \frac{\sin (\pi a / \lambda) \cdot \sin (\pi b / \lambda)}{\lambda}$$

(18.8.1)

where we defined the quantities $\nu_x, \nu_y$:

$$\nu_x = \frac{1}{2\pi} k a = \frac{1}{2\pi} k a \sin \theta \cos \phi = \frac{a}{\lambda} \sin \theta \cos \phi$$

$$\nu_y = \frac{1}{2\pi} k b = \frac{1}{2\pi} k b \sin \theta \sin \phi = \frac{b}{\lambda} \sin \theta \sin \phi$$

(18.8.2)

The pattern simplifies along the two principal planes, the $xz$- and $yz$-planes, corresponding to $\phi = 0^\circ$ and $\phi = 90^\circ$. We have:

$$f(\theta, 0^\circ) = \frac{\sin (\pi a / \lambda) \cdot \sin \theta}{\pi a / \lambda} \frac{\sin (\pi b / \lambda) \cdot \sin \theta}{\pi b / \lambda}$$

$$f(\theta, 90^\circ) = \frac{\sin (\pi a / \lambda) \cdot \sin \theta}{\pi a / \lambda} \frac{\sin (\pi b / \lambda) \cdot \sin \theta}{\pi b / \lambda}$$

(18.8.3)

Fig. 18.8.1 shows the three-dimensional pattern of Eq. (18.7.3) as a function of the independent variables $\nu_x, \nu_y$, for aperture dimensions $a = 8\lambda$ and $b = 4\lambda$. The $x, y$ separability of the pattern is evident. The essential MATLAB code for generating this figure was (note MATLAB's definition of sinc($x$) = sin($\pi x$)/($\pi x$)):

```matlab
a = 8; b = 4;
[theta,phi] = meshgrid(0:1:90, 0:9:360);
theta = theta*pi/180; phi = phi*pi/180;

vx = a*sin(theta).*cos(phi);
vy = b*sin(theta).*sin(phi);

E = abs((1 + cos(theta))/2 .* sinc(vx) .* sinc(vy));
surf(vx,vy,E); shading interp; colormap(gray(16));
```
As the polar angles vary over \(0 \leq \theta \leq 90^\circ\) and \(0 \leq \phi \leq 360^\circ\), the quantities \(v_x\) and \(v_y\) vary over the limits \(-a/\lambda \leq v_x \leq a/\lambda\) and \(-b/\lambda \leq v_y \leq b/\lambda\). In fact, the physically realizable values of \(v_x, v_y\) are those that lie within the ellipse in the \(v_x, v_y\)-plane:

\[
\frac{v_x^2}{a^2} + \frac{v_y^2}{b^2} \leq \frac{1}{\lambda^2} \quad \text{(visible region)} \tag{18.8.4}
\]

The realizable values of \(v_x, v_y\) are referred to as the visible region. The graph in Fig. 18.8.1 restricts the values of \(v_x, v_y\) to this region.

The radiation pattern consists of a narrow mainlobe directed towards the forward direction \(\theta = 0^\circ\) and several sidelobes.

We note the three characteristic properties of the sinc-function patterns: (a) the 3-dB width in \(v\)-space is \(\Delta v_x = 0.886\) (the 3-dB wavenumber is \(v_x = 0.443\)); (b) the first sidelobe is down by about 13.26 dB from the mainlobe and occurs at \(v_x = 1.4303\); and (c) the first null occurs at \(v_x = 1\). See Sec. 22.7 for the proof of these results.

The 3-dB width in angle space can be obtained by linearizing the relationship \(v_x = (a/\lambda) \sin \theta\) about \(\theta = 0^\circ\), that is, \(\Delta v_x = (a/\lambda) \Delta \theta \cos \theta \big|_{\theta=0} = a \Delta \theta / \lambda\). Thus, \(\Delta \theta = \lambda a / 2\). This ignores also the effect of the obliquity factor. It follows that the 3-dB widths in the two principal planes are (in radians and in degrees):

\[
\Delta \theta_x = 0.886 \frac{\lambda}{a} = 50.76^\circ \frac{\lambda}{a}, \quad \Delta \theta_y = 0.886 \frac{\lambda}{b} = 50.76^\circ \frac{\lambda}{b} \tag{18.8.5}
\]

The 3-dB angles are \(\theta_a = \Delta \theta_x / 2 = 25.4^\circ a / \lambda\) and \(\theta_b = \Delta \theta_y / 2 = 25.4^\circ b / \lambda\). Fig. 18.8.2 shows the two principal radiation patterns of Eq. (18.7.3) as functions of \(\theta\), for the case \(a = 8 \lambda, b = 4 \lambda\).

For aperture antennas, the gain is approximately equal to the directivity because the losses tend to be very small. The gain of the uniform rectangular aperture is, therefore,

\[
G = D = 4\pi (ab) / \lambda^2. \tag{18.8.6}
\]

Multiplying \(G\) by Eqs. (18.8.5), we obtain the gain-beamwidth product \(p = G \Delta \theta_x \Delta \theta_y = 4\pi (0.886)^2 = 9.8646 \text{ rad}^2 = 32.383 \text{ deg}^2\). Thus, we have an example of the general formula (16.3.14) (with the angles in radians and in degrees):

\[
G = \frac{9.8646}{\Delta \theta_x \Delta \theta_y} = \frac{32.383}{\Delta \theta_x \Delta \theta_y} \tag{18.8.6}
\]

### 18.9 Circular Apertures

For a circular aperture of radius \(a\), the pattern integral (18.7.2) can be done conveniently using cylindrical coordinates. The cylindrical symmetry implies that \(f(\theta, \phi)\) will be independent of \(\phi\).

Therefore, for the purpose of computing the integral (18.7.2), we may set \(\phi = 0\). We have then \(k \cdot \rho' = k_x x' = k \rho' \sin \theta \cos \phi'\). Writing \(dS' = \rho' d\rho' d\phi'\), we have:

\[
f(\theta) = \frac{1}{\pi a^2} \int_0^a \int_0^{2\pi} e^{jk\rho' \sin \theta \cos \phi' \rho' \sin \phi'} d\rho' d\phi' \tag{18.9.1}
\]

The \(\phi'\)- and \(\rho'\)-integrations can be done using the following integral representations for the Bessel functions \(J_0(x)\) and \(J_1(x)\) [1790]:

\[
J_0(x) = \frac{1}{2\pi} \int_0^{2\pi} e^{jk \cos \phi} d\phi' \quad \text{and} \quad \int_0^1 J_0(xr) r dr = \frac{J_1(x)}{x} \tag{18.9.2}
\]

Then Eq. (18.9.1) gives:

\[
f(\theta) = \frac{2 J_1(k a \sin \theta)}{k a \sin \theta} = \frac{2 J_1(2\pi u)}{2\pi u}, \quad u = \frac{1}{2\pi} k a \sin \theta = \frac{a}{\lambda} \sin \theta \tag{18.9.3}
\]

This is the well-known Airy pattern [638] for a circular aperture. The function \(f(\theta)\) is normalized to unity at \(\theta = 0^\circ\), because \(J_1(x)\) behaves like \(J_1(x) \approx x / 2\) for small \(x\).
Fig. 18.9.1 shows the three-dimensional field pattern (18.7.3) as a function of the independent variables $v_x = (a/\lambda) \sin \theta \cos \phi$ and $v_y = (a/\lambda) \sin \theta \sin \phi$, for an aperture radius of $a = 3\lambda$. The obliquity factor was not included as it makes little difference near the main lobe. The MATLAB code for this graph was implemented with the built-in function $\text{besselj}$:

$$v_x = a \sin(\theta) \cdot \cos(\phi);$$
$$v_y = a \sin(\theta) \cdot \sin(\phi);$$
$$u = a \sin(\theta);$$

$E = \text{ones}(\text{size}(u));$

$\text{surf}(v_x,v_y,E);$  
$\text{shading interp};  \text{colormap(gray(16))};$

The visible region is the circle on the $v_xv_y$-plane:

$$v_x^2 + v_y^2 \leq \frac{a^2}{\lambda^2}$$  \hfill (18.9.4)

The mainlobe/sidelobe characteristics of $f(\theta)$ are as follows. The 3-dB wavenumber is $u = 0.2572$ and the 3-dB width in $u$-space is $\Delta u = 2 \times 0.2572 = 0.5144$. The first null occurs at $u = 0.6098$ so that the first-null width is $\Delta u = 2 \times 0.6098 = 1.22$. The first sidelobe occurs at $u = 0.8174$ and its height is $|f(u)| = 0.1323$ or 17.56 dB below the mainlobe. The beamwidths in angle space can be obtained from $\Delta u = a(\Delta \theta)/\lambda$, which gives for the 3-dB and first-null widths in radians and degrees:

$$\Delta \theta_{3\text{dB}} = 0.5144 \frac{\lambda}{a} = 29.47^\circ \frac{\lambda}{a},$$
$$\Delta \theta_{\text{null}} = 1.22 \frac{\lambda}{a} = 70^\circ \frac{\lambda}{a}$$  \hfill (18.9.5)

The 3-dB angle is $\theta_{3\text{dB}} = \Delta \theta_{3\text{dB}}/2 = 0.2572\lambda/a = 14.74^\circ \lambda/a$ and the first-null angle $\theta_{\text{null}} = 0.6098\lambda/a$. Fig. 18.9.2 shows the radiation pattern of Eq. (18.7.3) as a function of $\theta$, for the case $a = 3\lambda$. The obliquity factor was included.

The graph shows the 3-dB width and the first sidelobe, which occurs at the angle $\theta_a = \text{asin}(0.817\lambda/a) = 15.8^\circ$. The first null occurs at $\theta_{null} = \text{asin}(0.6098\lambda/a) = 11.73^\circ$, whereas the approximation $\theta_{null} = 0.6098\lambda/a$ gives 11.65$^\circ$.

The gain-beamwidth product is $G = 10 \times 10^3 \text{deg}^2$. Thus, in radians and degrees:

$$G = \frac{10.4463}{(\Delta \theta_{3\text{dB}})^2} = \frac{34.293}{(\Delta \theta_{\text{null}})^2}$$  \hfill (18.9.6)

The first-null angle $\theta_{null} = 0.6098\lambda/a$ is the so-called Rayleigh diffraction limit for the nominal angular resolution of optical instruments, such as microscopes and telescopes. It is usually stated in terms of the diameter $D = 2a$ of the optical aperture:

$$\Delta \theta = 1.22 \frac{\lambda}{D} = 70^\circ \frac{\lambda}{D}$$  \hfill (Rayleigh limit)  \hfill (18.9.7)

### 18.10 Vector Diffraction Theory

In this section, we provide a justification of the field equivalence principle (18.1.1) and Kottler’s formulas (18.4.2) from the point of view of vector diffraction theory. We also discuss the Stratton-Chu and Franz formulas. A historical overview of this subject is given in [1302,1324].

In Sec. 18.2, we worked with the vector potentials and derived the fields due to electric and magnetic currents radiating in an unbounded region. Here, we consider the problem of finding the fields in a volume $V$ bounded by a closed surface $S$ and an infinite spherical surface $S_{\infty}$, as shown in Fig. 18.10.1.

The solution of this problem requires that we know the current sources within $V$ and the electric and magnetic fields tangential to the surface $S$. The fields $E_i$, $H_i$ and
Using Eq. (18.10.2), the second term on the left may be integrated to give \( E(r) \):

\[
- \int_V E(r') \left( \nabla^2 G + k^2 G \right) dV' = \int_V E(r') \delta^{(3)}(r - r') dV' = E(r)
\]

where we assumed that \( r \) lies in \( V \). This integral is zero if \( r \) lies in \( V_1 \) because then \( r' \) can never be equal to \( r \). For arbitrary \( r \), we may write:

\[
\int_V E(r') \delta^{(3)}(r - r') dV' = u_V(r) E(r) = \begin{cases} E(r), & \text{if } r \in V \\ 0, & \text{if } r \notin V \end{cases}
\]

where \( u_V(r) \) is the characteristic, or indicator, function of the volume region \( V \):

\[
u_V(r) = \begin{cases} 1, & \text{if } r \in V \\ 0, & \text{if } r \notin V \end{cases}
\]

We may now solve Eq. (18.10.3) for \( E(r) \). In a similar fashion, or, performing a duality transformation on the expression for \( E(r) \), we also obtain the corresponding magnetic field \( H(r) \). Using (18.10.1), we have:

\[
E(r) = \int_V \left[ -j \omega \mu G J - \frac{1}{\epsilon} \nabla \left( \nabla \cdot G \right) \right] dV' + \oint_S \left[ \frac{\partial G}{\partial n'} - G \frac{\partial E}{\partial n'} \right] dS' \tag{18.10.6}
\]

\[
H(r) = \int_V \left[ -j \omega \epsilon G J_m - \frac{1}{\mu} \nabla \left( \nabla \cdot G \right) \right] dV' + \oint_S \left[ \frac{\partial H}{\partial n'} - G \frac{\partial H}{\partial n'} \right] dS' \tag{18.10.7}
\]

Because of the presence of the particular surface term, we will refer to these as the Kirchhoff diffraction formulas. Eqs. (18.10.6) can be transformed into the so-called Stratton-Chu formulas \([1293-1298,1287,1299-1302,1324]\):

\[
E(r) = \int_V \left[ -j \omega \mu G J - \frac{1}{\epsilon} \nabla \left( \nabla \cdot G \right) \right] dV' + \oint_S \left[ \frac{\partial G}{\partial n'} - G \frac{\partial E}{\partial n'} \right] dS' \tag{18.10.6}^1
\]

\[
H(r) = \int_V \left[ -j \omega \epsilon G J_m - \frac{1}{\mu} \nabla \left( \nabla \cdot G \right) \right] dV' + \oint_S \left[ \frac{\partial H}{\partial n'} - G \frac{\partial H}{\partial n'} \right] dS' \tag{18.10.7}
\]

The proof of the equivalence of (18.10.6) and (18.10.7) is rather involved. Problem 18.4 breaks down the proof into its essential steps.

Term by term comparison of the volume and surface integrals in (18.10.7) yields the effective surface currents of the field equivalence principle:

\[
J_s = \hat{n} \times H, \quad J_{ms} = -\hat{n} \times E \tag{18.10.8}
\]

---

1Technically \([1301]\), one must set \( u_V(r) = 1/2 \), if \( r \) lies on the boundary of \( V \), that is, on \( S \).

2See \([1289,1296,1302,1324]\) for earlier work by Larmor, Tedone, Ignatowski, and others.

*Initially derived by Larmor and Love \([1302,1324]\), and later developed fully by Schelkunoff \([1288,1290]\).
Similarly, the effective surface charge densities are:

\[ \rho_s = \epsilon \mathbf{n} \cdot \mathbf{E}, \quad \rho_{ms} = \mu \mathbf{n} \cdot \mathbf{H} \]  

(18.10.9)

Eqs. (18.10.7) may be transformed into the Kottler formulas [1293–1298,1287,1299–1302,1324], which eliminate the charge densities \( \rho, \rho_m \) in favor of the currents \( J, J_m \):

\[
E(r) = \frac{1}{j\omega\epsilon} \int_V \left[ k^2 J G + (\mathbf{J} \cdot \nabla') \nabla' G - j\omega\epsilon J_m \times \nabla' G \right] dV'
\]

\[
+ \frac{1}{j\omega\epsilon} \oint_S \left[ k^2 G (\mathbf{n} \times \mathbf{H}) + (\mathbf{n} \times \mathbf{H}) \cdot \nabla' G + j\omega\epsilon (\mathbf{n} \times \mathbf{E}) \times \nabla' G \right] dS'
\]

\[
H(r) = \frac{1}{j\omega\mu} \int_V \left[ k^2 J_m G + (J_m \cdot \nabla') \nabla' G + j\omega\mu J \times \nabla' G \right] dV'
\]

\[
+ \frac{1}{j\omega\mu} \oint_S \left[ -k^2 G (\mathbf{n} \times \mathbf{E}) - (\mathbf{n} \times \mathbf{E}) \cdot \nabla' G + j\omega\mu (\mathbf{n} \times \mathbf{H}) \times \nabla' G \right] dS'
\]

(18.10.10)

The steps of the proof are outlined in Problem 18.5.

A related problem is to consider a volume \( V \) bounded by the surface \( S \), as shown in Fig. 18.10.2. The fields inside \( V \) are still given by (18.10.7), with \( \mathbf{n} \) pointing again into the volume \( V \). If the surface \( S \) recedes to infinity, then (18.10.10) reduce to (18.2.9).

Finally, the Kottler formulas may be transformed into the Franz formulas [1298,1287,1299–1301], which are essentially equivalent to Eq. (18.2.8) amended by the vector potentials due to the equivalent surface currents:

\[
E(r) = \frac{1}{j\omega\epsilon} \left[ \nabla \times (\nabla \times (A + A_s)) \right] - \mu J - \frac{1}{\epsilon} \nabla \times (A_m + A_{ms})
\]

\[
H(r) = \frac{1}{j\omega\mu} \left[ \nabla \times (\nabla \times (A_m + A_{ms})) \right] + \epsilon J_m + \frac{1}{\mu} \nabla \times (A + A_s)
\]

(18.10.11)

where \( A \) and \( A_m \) were defined in Eq. (18.2.6). The new potentials are defined by:

\[
A_s(r) = \int_S J_s(r') G(r - r') dS' = \int_S \mu [\mathbf{n} \times H(r')] G(r - r') dS'
\]

\[
A_{ms}(r) = \int_S \epsilon J_{ms}(r') G(r - r') dS' = -\int_S \epsilon [\mathbf{n} \times E(r')] G(r - r') dS'
\]

(18.10.12)

Next, we specialize the above formulas to the case where the volume \( V \) contains no current sources \( (J = J_m = 0) \), so that the \( \mathbf{E}, \mathbf{H} \) fields are given only in terms of the surface integral terms.

This happens if we choose \( S \) in Fig. 18.10.1 such that all the current sources are inside it, or, if in Fig. 18.10.2 we choose \( S \) such that all the current sources are outside it, then, the Kirchhoff, Stratton-Chu, Kottler, and Franz formulas simplify into:

\[
E(r) = \oint_S \left[ \frac{1}{\epsilon} \nabla \times \mathbf{E} - \frac{\partial G}{\partial n} \right] dS'
\]

\[
= \oint_S \left[ -j\omega\epsilon G (\mathbf{n} \times \mathbf{H}) + (\mathbf{n} \cdot \mathbf{E}) \nabla' G + (\mathbf{n} \times \mathbf{E}) \times \nabla' G \right] dS'
\]

\[
= \frac{1}{j\omega\epsilon} \oint_S \left[ k^2 G (\mathbf{n} \times \mathbf{E}) - (\mathbf{n} \times \mathbf{E}) \cdot \nabla' G + j\omega\mu (\mathbf{n} \times \mathbf{H}) \times \nabla' G \right] dS'
\]

\[
H(r) = \oint_S \left[ \frac{1}{\mu} \nabla \times \mathbf{H} - \frac{\partial G}{\partial n} \right] dS'
\]

\[
= \oint_S \left[ j\omega\mu G (\mathbf{n} \times \mathbf{H}) + (\mathbf{n} \times \mathbf{H}) \cdot \nabla' G + j\omega\epsilon (\mathbf{n} \times \mathbf{E}) \times \nabla' G \right] dS'
\]

\[
= \frac{1}{j\omega\mu} \oint_S \left[ -k^2 G (\mathbf{n} \times \mathbf{H}) - (\mathbf{n} \times \mathbf{H}) \cdot \nabla' G + j\omega\mu (\mathbf{n} \times \mathbf{H}) \times \nabla' G \right] dS'
\]

(18.10.13)

(18.10.14)

where the last equations are the Franz formulas with \( A = A_m = 0 \).

Fig. 18.10.3 illustrates the geometry of the two cases. Eqs. (18.10.13) and (18.10.14) represent the vectorial formulation of the Huygens-Fresnel principle, according to which the tangential fields on the surface can be considered to be the sources of the fields away from the surface.

![Fig. 18.10.3 Current sources are outside the field region.](image-url)
18.11 Extinction Theorem

In all of the equivalent formulas for $E(r), H(r)$, we assumed that $r$ lies within the volume $V$. The origin of the left-hand sides in these formulas can be traced to Eq. (18.10.4), and therefore, if $r$ is not in $V$ but is within the complementary volume $V_1$, then the left-hand sides of the formulas are zero. This does not mean that the fields inside $V_1$ are zero—it only means that the sum of the terms on the right-hand sides are zero.

To clarify these remarks, we consider an imaginary closed surface $S$ dividing all space in two volumes $V_1$ and $V_1$, as shown in Fig. 18.11.1. We assume that there are current sources in both regions $V_1$ and $V_1$. The surface $S_1$ is the same as $S$ but its unit vector $\hat{n}_1$ points into $V_1$, so that $\hat{n}_1 = -\hat{n}$. Applying (18.10.10) to the volume $V$, we have:

Fig. 18.11.1 Current sources may exist in both $V$ and $V_1$.

$$\frac{1}{j\omega} \int_S \{k^2 G(\hat{n} \times H) + (\hat{n} \times H) \cdot \nabla' G) dS'$$

This is equivalent to Eq. (18.12.9) in which the currents are radiating into unbounded space. We can also see how the sources within $V_1$ make themselves felt on the outside only through the tangential fields at the surface $S$, that is, for $r \in V$:

$$\frac{1}{j\omega} \int_{V_1} \left( \frac{k^2 J G + (J \cdot \nabla') \nabla' G - j\omega e J_m \times \nabla' G}{dV''} \right)$$

$$= \frac{1}{j\omega} \int_{S_1} \left( k^2 G(\hat{n} \times H) + (\hat{n} \times H) \cdot \nabla' G + j\omega e(\hat{n} \times E) \times \nabla' G \right) dS'$$

18.12 Vector Diffraction for Apertures

The Kirchhoff diffraction integral, Stratton-Chu, Kottler, and Franz formulas are equivalent only for a closed surface $S$.

If the surface is open, as in the case of an aperture, the four expressions in (18.10.13) and in (18.10.14) are no longer equivalent. In this case, the Kottler and Franz formulas remain equal to each other and give the correct expressions for the fields, in the sense that the resulting $E(r)$ and $H(r)$ satisfy Maxwell’s equations [1289, 1287, 1302, 1324].

For an open surface $S$ bounded by a contour $C$, shown in Fig. 18.12.1, the Kottler and Franz formulas are related to the Stratton-Chu and the Kirchhoff diffraction integral formulas by the addition of some line-integral correction terms [1296]:

$$E(r) = \frac{1}{j\omega} \int_{S_1} \left( k^2 G(\hat{n} \times H) + (\hat{n} \times H) \cdot \nabla' G + j\omega e(\hat{n} \times E) \times \nabla' G \right) dS'$$

$$= \frac{1}{j\omega} \int_{S} \left( \nabla \times \int_{S} G(\hat{n} \times H) dS' \right) + \nabla \times \int_{S} G(\hat{n} \times E) dS'$$

$$= \int_{S} \left[ j\omega e G(\hat{n} \times H) + (\hat{n} \times H) \cdot \nabla' G + (\hat{n} \times E) \times \nabla' G \right] dS' - \frac{1}{j\omega} \int_{C} (\nabla' G) H \cdot dl$$

(18.12.1)

$$H(r) = \frac{1}{j\omega} \int_{S} \left[ k^2 G(\hat{n} \times H) - (\hat{n} \times H) \cdot \nabla' G + j\omega e(\hat{n} \times E) \times \nabla' G \right] dS'$$

$$= \frac{1}{j\omega} \int_{S} \left( \nabla \times \int_{S} G(\hat{n} \times E) dS' \right) + \nabla \times \int_{S} G(\hat{n} \times H) dS'$$

$$= \int_{S} \left[ j\omega e G(\hat{n} \times E) + (\hat{n} \times H) \cdot \nabla' G + (\hat{n} \times H) \times \nabla' G \right] dS' + \frac{1}{j\omega} \int_{C} (\nabla' G) E \cdot dl$$

(18.12.2)

The proof of the equivalence of these expressions is outlined in Problems 18.7 and 18.8. The Kottler-Franz formulas (18.12.1) and (18.12.2) are valid for points off the aperture surface $S$. The formulas are not consistent for points on the aperture. However, they have been used very successfully in practice to predict the radiation patterns of aperture antennas.
18. Radiation from Apertures

The line-integral correction terms have a minor effect on the mainlobe and near sidelobes of the radiation pattern. Therefore, they can be ignored and the diffracted field can be calculated by any of the four alternative formulas, Kottler, Franz, Stratton-Chu, or Kirchhoff integral—all applied to the open surface $S$.

18.13 Fresnel Diffraction

In Sec. 18.4, we looked at the radiation fields arising from the Kottler-Franz formulas, where we applied the 

Fraunhofer approximation

in which only linear phase variations over the aperture were kept in the propagation phase factor $e^{-jkR}$. Here, we consider the intermediate case of Fresnel approximation in which both linear and quadratic phase variations are retained.

We discuss the classical problem of diffraction of a spherical wave by a rectangular aperture, a slit, and a straight-edge using the Kirchhoff integral formula. The case of a plane wave incident on a conducting edge is discussed in Problem 18.11 using the field-equivalence principle and Kottler’s formula and more accurately, in Sec. 18.15, using Sommerfeld’s exact solution of the geometrical theory of diffraction. These examples are meant to be an introduction to the vast subject of diffraction.

In Fig. 18.13.1, we consider a rectangular aperture illuminated from the left by a point source radiating a spherical wave. We take the origin to be somewhere on the aperture plane, but eventually we will make it to be the point of intersection of the aperture plane and the line between the source and observation points $P_1$ and $P_2$.

The diffracted field at point $P_2$ may be calculated from the Kirchhoff formula applied to any of the cartesian components of the field:

$$E = \int_S \left[ E_1 \frac{\partial G}{\partial n'} - G \frac{\partial E_1}{\partial n'} \right] dS'$$

where $E_1$ is the spherical wave from the source point $P_1$ evaluated at the aperture point $P'$, and $G$ is the Green's function from $P'$ to $P_2$:

$$E_1 = A_1 \frac{e^{-jkR_1}}{R_1}, \quad G = \frac{e^{-jkR_2}}{4\pi R_2^2}$$

where $A_1$ is a constant. If $r_1$ and $r_2$ are the vectors pointing from the origin to the source and observation points, then we have for the distance vectors $R_1$ and $R_2$:

$$R_1 = r_1 - r', \quad R_1 = |r_1 - r'| = \sqrt{r_1^2 - 2r_1 \cdot r' + r'^2}$$

$$R_2 = r_2 - r', \quad R_2 = |r_2 - r'| = \sqrt{r_2^2 - 2r_2 \cdot r' + r'^2}$$

(18.13.3)

Therefore, the gradient operator $\nabla'$ can be written as follows when it acts on a function $E_1$ or a function of $r_1$ and $r_2$:

$$\nabla' = -\hat{R}_1 \frac{\partial}{\partial R_1}, \quad \nabla' = -\hat{R}_2 \frac{\partial}{\partial R_2}$$

(18.13.4)

where $\hat{R}_1$ and $\hat{R}_2$ are the unit vectors in the directions of $R_1$ and $R_2$. Thus, we have:

$$\frac{\partial G}{\partial n'} = \nabla' \cdot G = -\hat{n} \cdot \hat{R}_1 \frac{\partial G}{\partial R_1} = (\hat{n} \cdot \hat{R}_1) \left( jk + \frac{1}{R_1} \right) A_1 \frac{e^{-jkR_1}}{R_1}$$

$$\frac{\partial G}{\partial n'} = \nabla' \cdot G = -\hat{n} \cdot \hat{R}_2 \frac{\partial G}{\partial R_2} = (\hat{n} \cdot \hat{R}_2) \left( jk + \frac{1}{R_2} \right) \frac{e^{-jkR_2}}{4\pi R_2 R_2}$$

(18.13.4)

Dropping the $1/R^2$ terms, we find for the integrand of Eq. (18.1.1):

$$E_1 \frac{\partial G}{\partial n'} - G \frac{\partial E_1}{\partial n'} = \frac{jk A_1}{4\pi R_1 R_2} \left[ (\hat{n} \cdot \hat{R}_2) - (\hat{n} \cdot \hat{R}_1) \right] e^{-jk(R_1 + R_2)}$$

(18.13.5)

Except in the phase factor $e^{-jk(R_1 + R_2)}$, we may replace $R_1 \rightarrow r_1$ and $R_2 \rightarrow r_2$, that is,

$$E_1 \frac{\partial G}{\partial n'} - G \frac{\partial E_1}{\partial n'} = \frac{jk A_1}{4\pi r_1 r_2} \left[ (\hat{n} \cdot \hat{r}_2) - (\hat{n} \cdot \hat{r}_1) \right] e^{-jk(R_1 + R_2)}$$

(18.13.6)

Thus, we have for the diffracted field at point $P_2$:

$$E = \frac{jk A_1}{4\pi r_1 r_2} \left[ (\hat{n} \cdot \hat{r}_2) - (\hat{n} \cdot \hat{r}_1) \right] \int_S e^{-jk(R_1 + R_2)} dS'$$

(18.13.6)
The quantity \[ |(\mathbf{n} \cdot \mathbf{r}_2) - (\mathbf{n} \cdot \mathbf{r}_1)| \] is an obliquity factor. Next, we set \( r = r_1 + r_2 \) and define the "free-space" field at the point \( P_2 \):

\[
E_0 = A_1 e^{-jk(r_1 + r_2)} = A_1 e^{-jkr} \quad (18.13.7)
\]

If the origin were the point of intersection between the aperture plane and the line \( P_1P_2 \), then \( E_0 \) would represent the field received at point \( P_2 \) in the unobstructed case when the aperture and screen are absent.

The ratio \( D = E/E_0 \) may be called the diffraction coefficient and depends on the aperture and the relative geometry of the points \( P_1, P_2 \):

\[
D = \frac{E}{E_0} = \frac{jk}{4\pi F} \left| \left(\mathbf{n} \cdot \mathbf{r}_2 \right) - (\mathbf{n} \cdot \mathbf{r}_1) \right| e^{-jk(r_1 + r_2)} dS' \quad (18.13.8)
\]

where we defined the “focal length” between \( r_1 \) and \( r_2 \):

\[
\frac{1}{F} = \frac{1}{r_1} + \frac{1}{r_2} \Rightarrow F = \frac{r_1 r_2}{r_1 + r_2} \quad (18.13.9)
\]

The Fresnel approximation is obtained by expanding \( R_1 \) and \( R_2 \) in powers of \( r' \) and keeping only terms up to second order. We rewrite Eq. (18.13.3) in the form:

\[
R_1 = r_1 \sqrt{1 - \frac{2\mathbf{r}_1 \cdot \mathbf{r}_1'}{r_1^2} + \frac{(\mathbf{r}_1 \cdot \mathbf{r}_1')^2}{r_1^2}}, \quad R_2 = r_2 \sqrt{1 - \frac{2\mathbf{r}_2 \cdot \mathbf{r}_1'}{r_2^2} + \frac{(\mathbf{r}_1 \cdot \mathbf{r}_2')^2}{r_2^2}}
\]

Next, we apply the Taylor series expansion up to second order:

\[
\sqrt{1 + x} = 1 + \frac{1}{2} x - \frac{1}{8} x^2
\]

This gives the approximations of \( R_1, R_2, \) and \( R_1 + R_2 - r_1 - r_2 \):

\[
R_1 = r_1 - \hat{r}_1 \cdot \mathbf{r}' + \frac{1}{2r_1^2} [(\mathbf{r}' \cdot \mathbf{r}' - (\hat{r}_1 \cdot \mathbf{r}_{1e})^2)]
\]

\[
R_2 = r_2 - \hat{r}_2 \cdot \mathbf{r}' + \frac{1}{2r_2^2} [(\mathbf{r}' \cdot \mathbf{r}' - (\hat{r}_2 \cdot \mathbf{r}_{1e})^2)]
\]

\[
R_1 + R_2 - r_1 - r_2 = -(\hat{r}_1 + \hat{r}_2) \cdot \mathbf{r}' + \frac{1}{2} \left[ (\hat{r}_1 + \hat{r}_2) \cdot \mathbf{r}' - (\hat{r}_1 \cdot \mathbf{r}_1')^2 \right] - \frac{R_1 R_2}{r_1 r_2}
\]

To simplify this expression, we now assume that the origin is the point of intersection of the line of sight \( P_1P_2 \) and the aperture plane. Then, the vectors \( r_1 \) and \( r_2 \) are antiparallel and so are their unit vectors \( \hat{r}_1 = -\hat{r}_2 \). The linear terms cancel and the quadratic ones combine to give:

\[
R_1 + R_2 - r_1 - r_2 = \frac{1}{2F} [r' \cdot r' - (\hat{r}_2 \cdot \mathbf{r}_2')^2] = \frac{1}{2F} [r' \cdot r_2' - (\hat{r}_2 \cdot \mathbf{r}_2')^2] = \frac{1}{2F} b' \cdot b' \quad (18.13.10)
\]

where we defined \( b' = r' - \hat{r}_2 (r' \cdot \hat{r}_2) \), which is the perpendicular vector from the point \( P' \) to the line-of-sight \( P_1P_2 \), as shown in Fig. 18.13.1.

It follows that the Fresnel approximation of the diffraction coefficient for an arbitrary aperture will be given by:

\[
D = \frac{E}{E_0} \frac{jk(\mathbf{n} \cdot \mathbf{r}_2)}{2\pi F} \int_S e^{-jk(b' \cdot \mathbf{r}'_{1e})/(2F)} dS' \quad (18.13.11)
\]

A further simplification is obtained by assuming that the aperture plane is the \( xy \)-plane and that the line \( P_1P_2 \) lies on the \( yz \) plane at an angle \( \theta \) with the \( z \)-axis, as shown in Fig. 18.13.2.
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Fig. 18.13.2 Fresnel diffraction by rectangular aperture.
We change integration variables to the normalized Fresnel variables:

\[ u = \sqrt{\frac{k}{\pi F}} x', \quad v = \sqrt{\frac{k}{\pi F}} y' \cos \theta \quad (18.13.14) \]

where \( b' = y' \cos \theta \) is the perpendicular distance from \( P' \) to the line \( P_1P_2 \), as shown in Fig. 18.13.2. The corresponding end-points are:

\[ u_i = \sqrt{\frac{k}{\pi F}} x_i, \quad v_1 = \sqrt{\frac{k}{\pi F}} y_1 \cos \theta = \sqrt{\frac{k}{\pi F}} b_1, \quad i = 1, 2 \quad (18.13.15) \]

Note that the quantities \( b_1 = y_1 \cos \theta \) and \( b_2 = y_2 \cos \theta \) are the perpendicular distances from the edges to the line \( P_1P_2 \). Since \( du dv = (k \cos \theta / \pi F) dx' dy' \), we obtain for the diffraction coefficient:

\[ D = \frac{E}{E_0} = \frac{\mathcal{F}(u_1) + \mathcal{F}(u_2)}{1 - j} \quad (\text{rectangular aperture}) \quad (18.13.16) \]

The normalization factors \((1 - j)\) correspond to the infinite aperture limit \( u_1, u_2, v_1, v_2 \to \infty \), that is, no aperture at all. Indeed, since the asymptotic value of \( \mathcal{F}(x) \) is \( \mathcal{F}(\infty) = (1 - j)/2 \), we have:

\[ \frac{\mathcal{F}(u_1) + \mathcal{F}(u_2)}{1 - j} \to \frac{\mathcal{F}(\infty) + \mathcal{F}(\infty)}{1 - j} \frac{\mathcal{F}(\infty) + \mathcal{F}(\infty)}{1 - j} = 1 \]

In the case of a \textit{long slit} along the \( x \)-direction, we only take the limit \( u_1, u_2 \to \infty \):

\[ D = \frac{E}{E_0} = \frac{\mathcal{F}(v_1) + \mathcal{F}(v_2)}{1 - j} \quad (\text{diffraction by long slit}) \quad (18.13.17) \]

### 18.14 Knife-Edge Diffraction

The case of \textit{straight-edge} or \textit{knife-edge} diffraction is obtained by taking the limit \( y_2 \to \infty \), or \( v_2 \to \infty \), which corresponds to keeping the lower edge of the slit. In this limit \( \mathcal{F}(v_2) \to \mathcal{F}(\infty) = (1 - j)/2 \). Denoting \( v_1 \) by \( v \), we have:

\[ D(v) = \frac{1}{1 - j} \left( \mathcal{F}(v) + \frac{1 - j}{2} \right), \quad v = \sqrt{\frac{k}{\pi F}} b_1 \quad (18.14.1) \]

where,

\[ \mathcal{F}(v) = \int_0^v e^{-j \pi v u'^2 / 2} du', \quad D(v) = \frac{1}{1 - j} \int_{-\infty}^v e^{-j \pi v u'^2 / 2} du' \quad (18.14.2) \]

Positive values of \( v \) correspond to positive values of the clearance distance \( b_1 \), placing the point \( P_2 \) in the illuminated region, as shown in Fig. 18.14.1. Negative values of \( v \) correspond to \( b_1 < 0 \), placing \( P_2 \) in the \textit{geometrical shadow} region behind the edge.

The magnitude-square \(|D(v)|^2\) represents the intensity of the diffraction field relative to the intensity of the unobstructed field. Since \(|1 - j|^2 = 2\), we find:

\[ |D(v)|^2 = \left| \frac{|E|^2}{|E_0|^2} \right|^2 = \left| \mathcal{F}(v) + \frac{1 - j}{2} \right|^2 \quad (18.14.3) \]

or, in terms of the real and imaginary parts of \( \mathcal{F}(v) \):

\[ |D(v)|^2 = \frac{1}{2} \left[ (C(v) + \frac{1}{2})^2 + (S(v) + \frac{1}{2})^2 \right] \quad (18.14.4) \]

The quantity \(|D(v)|^2\) is plotted versus \( v \) in Fig. 18.14.2. At \( v = 0 \), corresponding to the line \( P_1P_2 \) grazing the top of the edge, we have \( \mathcal{F}(0) = 0 \), \( D(0) = 1/2 \), and \(|D(0)|^2 = 1/4 \) or a 6 dB loss. The first maximum in the illuminated region occurs at \( v = 1.2172 \) and has the value \(|D(v)|^2 = 1.3704\), or a gain of 1.37 dB.

The asymptotic behavior of \( D(v) \) for \( v \to \pm \infty \) is obtained from Eq. (F.4). We have for large positive \( x \):

\[ \mathcal{F}(\pm x) \to \pm \left( \frac{1 - j}{2} + \frac{j}{\pi x} e^{-j \pi x^2 / 2} \right) \]

This implies that:

\[ D(v) = \begin{cases} \frac{1}{1 - j} e^{-j \pi v^2 / 2}, & \text{for } v \to +\infty \\ \frac{1 - j}{2 \pi v} e^{-j \pi v^2 / 2}, & \text{for } v \to -\infty \end{cases} \quad (18.14.5) \]

We may combine the two expressions into one with the help of the unit-step function \( u(v) \) by writing \( D(v) \) in the following form, which defines the asymptotic diffraction coefficient \( d(v) \):

\[ D(v) = u(v) + d(v) e^{-j \pi v^2 / 2} \quad (18.14.6) \]
where \( u(v) = 1 \) for \( v \geq 0 \) and \( u(v) = 0 \) for \( v < 0 \).

With \( u(0) = 1 \), this definition requires \( d(0) = D(0) - v(0) = 0.5 - 1 = -0.5 \). But if we define \( u(0) = 0.5 \), as is sometimes done, then, \( d(0) = 0 \). The asymptotic behavior of \( D(v) \) can now be expressed in terms of the asymptotic behavior of \( d(v) \):

\[
d(v) = -\frac{1}{2\pi v}, \quad \text{for} \quad v \to \pm \infty \tag{18.14.7}
\]

In the illuminated region \( D(v) \) tends to unity, whereas in the shadow region it decreases to zero with asymptotic dB attenuation or loss:

\[
L = -10 \log_{10} \left| d(v) \right|^2 = 10 \log_{10} (2\pi^2 v^2), \quad \text{as} \quad v \to -\infty \tag{18.14.8}
\]

The MATLAB function `diffr.m`, mentioned in Appendix F, calculates the diffraction coefficient \(18.14.1\) at any vector of (real) values of \( v \). It has usage:

```
D = diffr(v);  \% knife-edge diffraction coefficient D(v)
```

For values \( v \leq 0.7 \), the diffraction loss can be approximated very well by the following function [1309]:

\[
L = -10 \log_{10} |D(v)|^2 = 6.9 + 20 \log_{10} \left( \sqrt{(v + 0.1)^2 + 1} - v - 0.1 \right) \tag{18.14.9}
\]

**Example 18.14.1: Diffraction Loss over Obstacles.** The propagation path loss over obstacles and irregular terrain is usually determined using knife-edge diffraction. Fig. 18.14.3 illustrates the case of two antennas communicating over an obstacle. For small angles \( \theta \), the focal length \( F \) is often approximated in several forms:

\[
F = \frac{r_1 r_2}{r_1 + r_2} \approx \frac{d_1 d_2}{d_1 + d_2} = \frac{l_1 l_2}{l_1 + l_2}
\]

These approximations are valid typically when \( d_1, d_2 \) are much greater than \( \lambda \) and the height \( h \) of the obstacle, typically, at least ten times greater. The clearance distance can be expressed in terms of the heights:

\[
b_1 = y_1 \cos \theta = \left( \frac{h_1 d_2 + h_2 d_1}{d_1 + d_2} - h \right) \cos \theta
\]

The distance \( b_1 \) can also be expressed approximately in terms of the subtended angles \( \alpha_1, \alpha_2, \) and \( \alpha \), shown in Fig. 18.14.3:

\[
b_1 = l_1 \alpha_1 = l_2 \alpha_2 \Rightarrow b_1 = \sqrt{l_1 l_2 \alpha_1 \alpha_2} \tag{18.14.10}
\]

and in terms of \( \alpha \), we have:

\[
\alpha_1 = \frac{\alpha}{l_1 + l_2}, \quad \alpha_2 = \frac{\alpha}{l_1 + l_2} \Rightarrow b_1 = \alpha F = \frac{\alpha}{\sqrt{\frac{2F}{\lambda}}} \tag{18.14.11}
\]

The case of multiple obstacles has been studied using appropriate modifications of the knife-edge diffraction problem and the geometrical theory of diffraction [1398–1413].

**Example 18.14.2: Fresnel Zones.** Consider two antennas separated by a distance \( d \) and an obstacle at distance \( z \) from the midpoint with clearance \( b \), as shown below. Fresnel zones and the corresponding Fresnel zone ellipsoids help answer the question of what the minimum value of the clearance \( b \) should be for efficient communication between the antennas.
The diffraction coefficient $D(v)$ and its asymptotic form were given in Eqs. (18.14.1) and (18.14.5), that is,

$$D(v) = \frac{1}{1 - j} \left( F(v) + \frac{1 - j}{2} \right), \quad v = \sqrt{\frac{K}{n^2}}, b = \sqrt{\frac{2}{K^2}} b, \quad F = \frac{d_1 d_2}{d_1 + d_2} \quad (18.14.12)$$

and for positive and large clearance $b$, or equivalently, for large positive $v$,

$$D_{as}(v) = 1 - \frac{1 - j}{2\pi v} e^{-j\pi n^2/2} = 1 - \frac{1}{\sqrt{2 \pi i v}} (1 - j)^n \quad (18.14.13)$$

As can be seen in the above figure on the right, the diffraction coefficients $D(v)$ and $D_{as}(v)$ agree closely even for small values of $v$. Therefore, the extrema can be obtained from the asymptotic form. They correspond to the values of $v$ that cause the exponential in (18.14.13) to take on its extremal values of $\pm 1$, that is, the $v$'s that satisfy $v^2/2 + 1/4 = n$, with integer $n$, or:

$$v_n = \sqrt{2n - 0.5}, \quad n = 1, 2, \ldots \quad (18.14.14)$$

The corresponding values of $D(v)$, shown on the figure with black dots, are given by

$$D_{as}(v_n) = 1 - \frac{1}{\sqrt{2\pi i v_n}} (1 - j)^n \quad (18.14.15)$$

An alternative set of $v$'s, also corresponding to alternating almost extremum values, are those that define the conventional Fresnel zones, that is,

$$u_n = \sqrt{2n}, \quad n = 1, 2, \ldots \quad (18.14.16)$$

These are indicated by open circles on the graph. The corresponding $D(v)$ values are:

$$D_{as}(u_n) = 1 - \frac{1}{\sqrt{2\pi i u_n}} (1 - j)^n \quad (18.14.17)$$

For clearances $b$ that correspond to $v$'s that are too small, i.e., $v < 0.5$, the diffraction coefficient $D(v)$ becomes too small, impeding efficient communication. The smallest acceptable clearance $b$ is taken to correspond to the first maximum of $D(v)$, that is, $v = v_1$ or more simply $v = u_1 = \sqrt{2}$. The locus of points $(b, z)$ corresponding to a fixed value of $v$, and hence to a fixed value of the diffraction coefficient $D(v)$, form an ellipsoid. This can be derived from (18.14.12) by setting $d_1 = d/2 + z$ and $d_2 = d/2 - z$, that is,

$$v = \sqrt{\frac{2}{K^2}} b \Rightarrow b^2 = \frac{\lambda F}{2} v^2 = \frac{\lambda (d^2/4 - z^2)^2}{2d} v^2, \quad \text{because } F = \frac{d_1 d_2}{d_1 + d_2} = \frac{d^2/4 - z^2}{d}$$

which can be rearranged into the equation of an ellipse:

$$\left( \frac{8}{\sqrt{\lambda^2 d}} \right) b^2 + \left( \frac{4}{d^2} \right) z^2 = 1$$

For $v = u_1 = \sqrt{2}$, this defines the first Fresnel zone ellipse, which gives the minimum acceptable clearance for a given distance $z$:

$$\left( \frac{4}{\sqrt{\lambda d}} \right) b^2 + \left( \frac{4}{d^2} \right) z^2 = 1 \quad (18.14.18)$$

If the obstacle is at midpoint $(z = 0)$, the minimum clearance becomes:

$$b = \frac{1}{2} \sqrt{\lambda d} \quad (18.14.19)$$

For example, for a distance of $d = 1$ km, using a cell phone frequency of $f = 1$ GHz, corresponding to wavelength $\lambda = 30$ cm, we find $b = \sqrt{\lambda d}/2 = 8.66$ meters.

A common interpretation and derivation of Fresnel zones is to consider the path difference between the rays following the straight path connecting the two antennas and the path getting scattered from the obstacle, that is, $\Delta l = l_1 + l_2 - d$. From the indicated triangles, and assuming that $b \ll d_1$ and $b \ll d_2$, we find:

$$l_1 = \sqrt{d_1^2 + b^2} = d_1 + \frac{b^2}{2d_1}, \quad l_2 = \sqrt{d_2^2 + b^2} = d_2 + \frac{b^2}{2d_2}$$

which leads to the following path length $\Delta l$, expressed in terms of $v$:

$$\Delta l = l_1 + l_2 - d = \frac{b^2}{2} \left( \frac{1}{d_1} + \frac{1}{d_2} \right) = \frac{b^2}{2\pi} = \frac{\lambda}{4} v^2$$

The corresponding phase difference between the two paths, $e^{-j\Delta l}$, will be then:

$$e^{-j\Delta l} = e^{-j\pi v^2/2} \quad (18.14.20)$$

which has the same form as in the diffraction coefficient $D_{as}(v)$. The values $v = u_n = \sqrt{2n}$ will make the path difference a multiple of $\pi/2$, that is, $\Delta l = n\pi/2$, resulting in the alternating phase $e^{-j\Delta l} = (-1)^n$.

The discrepancy between the choices $v_n$ and $u_n$ arises from using $D(v)$ to find the alternating maxima, versus using the plain phase (18.14.20). □

The Fresnel approximation is not invariant under shifting the origin. Our choice of origin above is not convenient because it depends on the observation point $P_2$. If we choose a fixed origin, such as the point $O$ in Fig. 18.14.4, then, we must determine the corresponding Fresnel coefficient.

We assume that the points $P_1, P_2$ lie on the $yz$ plane and take $P_2$ to lie in the shadow region. The angles $\theta_1, \theta_2$ may be chosen to be positive or negative to obtain all possible locations of $P_1, P_2$ relative to the screen.

The diffraction coefficient is still given by Eq. (18.13.8) but with $r_1, r_2$ replaced by the distances $l_1, l_2$. The unit vectors towards $P_1$ and $P_2$ are:

$$\hat{l}_1 = -\hat{x} \cos \theta_1 - \hat{y} \sin \theta_1, \quad \hat{l}_2 = \hat{x} \cos \theta_2 - \hat{y} \sin \theta_2$$

(18.14.21)

Since $r' = x' \hat{x} + y' \hat{y}$ and $\hat{n} = \hat{z}$, we find:

$$\hat{l}_1 \cdot r' = -y' \sin \theta_1, \quad \hat{l}_2 \cdot r' = -y' \sin \theta_2, \quad \hat{n} \cdot \hat{l}_1 = -\cos \theta_1, \quad \hat{n} \cdot \hat{l}_2 = \cos \theta_2$$

The quadratic approximation for the lengths $R_1, R_2$ gives, then:
where the function $D(v)$ was defined in Eq. (18.14.1). Putting all the factors together, we may write the diffracted field at the point $P_2$ in the form:

$$ E = E_{\text{edge}} e^{-jkR_1/\sqrt{l_2}} D_{\text{edge}} $$  \hspace{1cm} (straight-edge diffraction) \hspace{1cm} (18.14.23)

where we set $ky_0^2/2F' = \pi v^2/2$ and defined the incident field $E_{\text{edge}}$ at the edge and the overall edge-diffraction coefficient $D_{\text{edge}}$ by:

$$ E_{\text{edge}} = A_1 e^{-jkR_1/l_1}, \quad D_{\text{edge}} = \frac{FF' \left(\cos \theta_1 + \cos \theta_2\right)}{l_2} e^{ij\nu v^2/2} D(-\nu) \hspace{1cm} (18.14.24) $$

The second factor $(e^{-jkR_1/l_1})$ in (18.14.23) may be interpreted as a cylindrical wave emanating from the edge as a result of the incident field $E_{\text{edge}}$. The third factor $D_{\text{edge}}$ is the angular gain of the cylindrical wave. The quantity $\nu$ may be written as:

$$ \nu = \sqrt{-\frac{k}{\pi F}} y_0 = \sqrt{-\frac{kF'}{\pi}} (\sin \theta_1 + \sin \theta_2) $$  \hspace{1cm} (18.14.25)

Depending on the sign and relative sizes of the angles $\theta_1$ and $\theta_2$, it follows that $\nu > 0$ when $P_2$ lies in the shadow region, and $\nu < 0$ when it lies in the illuminated region. For large positive $\nu$, we may use Eq. (18.14.5) to obtain the asymptotic form of the edge-diffraction coefficient $D_{\text{edge}}$:

$$ D_{\text{edge}} = \sqrt{\frac{FF'}{l_2}} \frac{\cos \theta_1 + \cos \theta_2}{2} e^{ij\nu v^2/2} \frac{1 - j}{2\pi \nu} e^{-j\nu v^2/2} = \sqrt{\frac{FF'}{l_2}} \frac{\cos \theta_1 + \cos \theta_2}{2} - j \frac{1}{2\pi \nu} $$

Writing $\sqrt{FF'/l_2} = \sqrt{1/(l_1 + l_2)}$ and replacing $\nu$ from Eq. (18.14.25), the $\sqrt{F'}$ factor cancels and we obtain:

$$ D_{\text{edge}} = \sqrt{\frac{l_1}{l_1 + l_2}} \left(1 - j\right) (\cos \theta_1 + \cos \theta_2) \frac{1}{4\sqrt{\pi k} (\sin \theta_1 + \sin \theta_2)} $$  \hspace{1cm} (18.14.26)

This expression may be simplified further by defining the overall diffraction angle $\phi = \theta_1 + \theta_2$, as shown in Fig. 18.14.4 and using the trigonometric identity:

$$ \frac{\cos \theta_1 + \cos \theta_2}{\sin \theta_1 + \sin \theta_2} = \cot \left(\frac{\theta_1 + \theta_2}{2}\right) $$  \hspace{1cm} \text{(18.14.27)}

Then, Eq. (18.14.26) may be written in the form:

$$ D_{\text{edge}} = \sqrt{\frac{l_1}{l_1 + l_2}} \frac{1 - j}{4\sqrt{\pi k}} \cot \frac{\theta}{2} $$

The asymptotic diffraction coefficient is obtained from Eqs. (18.14.26) or (18.14.27) by taking the limit $l_1 \rightarrow \infty$, which gives $\sqrt{l_1/(l_1 + l_2)} \rightarrow 1$. Thus,

$$ D_{\text{edge}} = \frac{1 - j}{4\sqrt{\pi k}} (\cos \theta_1 + \cos \theta_2) = \frac{(1 - j)}{4\sqrt{\pi k}} \cot \frac{\theta}{2} \hspace{1cm} (18.14.28) $$

where

$$ \theta = \theta_1 + \theta_2 $$

Fig. 18.14.4 Fresnel diffraction by straight edge.

\[ R_1 + R_2 = \frac{-l_1 + l_2}{\cos \theta_1} + \frac{1}{2} \left( \frac{1}{l_1} + \frac{1}{l_2} \right) (r' \cdot r')^2 = \frac{\cos \theta_1}{l_1} + \frac{\cos \theta_2}{l_2} \]

$$ y' = \frac{1}{2F} \frac{x^2 + x' y^2}{2} + \frac{1}{2F} \frac{y}{2} + \frac{1}{2F} \frac{(y_0^2 - 1) F}{2F} Y_0 $$

where we defined the focal lengths $F, F'$ and the shift $y_0$:

$$ \frac{1}{F} = \frac{l_1}{l_1 + l_2}, \quad \frac{1}{F'} = \frac{\cos \theta_1}{l_1} + \frac{\cos \theta_2}{l_2}, \quad y_0 = F' (\sin \theta_1 + \sin \theta_2) \hspace{1cm} (18.14.22) $$
Eqs. (18.14.27) and (18.14.28) are equivalent to those given in [1302].

The two choices for the origin lead to two different expressions for the diffracted fields. However, the expressions agree near the forward direction, \( \theta \approx 0 \). It is easily verified that both Eq. (18.14.1) and (18.14.27) lead to the same approximation for the diffracted field:

\[
E = E_{\text{edge}} \frac{e^{-jk_0}}{l_2} \sqrt{\frac{l_1}{l_2 + l_2}} \frac{1 - j}{2\sqrt{\pi k \theta}} \tag{18.14.29}
\]

### 18.15 Geometrical Theory of Diffraction

Geometrical theory of diffraction is an extension of geometrical optics [1398–1413]. It views diffraction as a local edge effect. In addition to the ordinary rays of geometrical optics, it postulates the existence of “diffracted rays” from edges. The diffracted rays can reach into shadow regions, where geometrical optics fails.

An incident ray at an edge generates an infinity of diffracted rays emanating from the edge having different angular gains given by a diffraction coefficient \( D_{\text{edge}} \). An example of such a diffracted ray is given by Eq. (18.14.23).

The edge-diffraction coefficient \( D_{\text{edge}} \) depends on (a) the type of the incident wave, such as plane wave, or spherical, (b) the type and local geometry of the edge, such as a knife-edge or a wedge, and (c) the directions of the incident and diffracted rays.

The diffracted field and coefficient are usually taken to be in their asymptotic forms, like those of Eq. (18.14.25). The asymptotic forms are derived from certain exactly solvable canonical problems, such as a conducting edge, a wedge, and so on.

The first and most influential of all such problems was Sommerfeld’s solution of a plane wave incident on a conducting half-plane [1287], and we discuss it below.

Fig. 18.15.1 shows a plane wave incident at an angle \( \alpha \) on the conducting plane occupying half of the \( xz \)-plane for \( \chi > 0 \). The plane of incidence is taken to be the \( xy \)-plane. Because of the cylindrical symmetry of the problem, we may assume that there is no \( z \)-dependence and that the fields depend only on the cylindrical coordinates \( \rho, \phi \).

![Fig. 18.15.1 Plane wave incident on conducting half-plane.](image)

Two polarizations may be considered: TE, in which the electric field is \( E = 2E_z \), and TM, which has \( H = 2H_z \). Using cylindrical coordinates defined in Eq. (E.2) of Appendix E, and setting \( \partial / \partial z = 0 \), Maxwell’s equations reduce in the two cases into:

\[
\begin{align*}
(\text{TE}) & \quad \nabla^2 E_z + k^2 E_z = 0, \\
\quad & \quad H_\rho = \frac{1}{j\omega \rho} \frac{1}{\phi} \partial E_\phi, \\
\quad & \quad H_\phi = \frac{1}{j\omega \rho} \partial E_\rho \\
(\text{TM}) & \quad \nabla^2 H_z + k^2 H_z = 0, \\
\quad & \quad E_\rho = \frac{1}{j\omega \rho} \partial H_\rho, \\
\quad & \quad E_\phi = \frac{1}{j\omega \rho} \partial H_\phi
\end{align*}
\tag{18.15.1}
\]

where \( k^2 = \omega^2 \mu \epsilon \), and the two-dimensional \( \nabla^2 \) is in cylindrical coordinates:

\[
\nabla^2 = \frac{\partial}{\rho} \left( \frac{\partial}{\rho} \right) + \frac{1}{\rho^2} \frac{\partial^2}{\phi^2}
\tag{18.15.2}
\]

The boundary conditions require that the tangential electric field be zero on both sides of the conducting plane, that is, \( \phi = 0 \) and \( \phi = 2\pi \). In the TE case, the tangential electric field is \( E_\phi \), and in the TM case, \( E_\rho = E_\rho \cos \phi - \epsilon_\rho \sin \phi \). Thus, the boundary conditions are:

\[
\begin{align*}
(\text{TE}) & \quad E_z = 0, \quad \text{for} \quad \phi = 0 \quad \text{and} \quad \phi = 2\pi \\
(\text{TM}) & \quad \frac{\partial H_z}{\partial \phi} = 0, \quad \text{for} \quad \phi = 0 \quad \text{and} \quad \phi = 2\pi
\end{align*}
\tag{18.15.3}
\]

In Fig. 18.15.1, we assume that \( 0 \leq \alpha \leq 90^\circ \) and distinguish three wedge regions defined by the half-plane and the directions along the reflected and transmitted rays:

- reflection region (AOB): \( 0 \leq \phi \leq \pi - \alpha \)
- transmission region (BOC): \( \pi - \alpha \leq \phi \leq \pi + \alpha \)
- shadow region (COA): \( \pi + \alpha \leq \phi \leq 2\pi \)

The case when \( 90^\circ \leq \alpha \leq 180^\circ \) is shown in Fig. 18.15.2, in which \( \alpha \) has been redefined to still be in the range \( 0 \leq \alpha \leq 90^\circ \). The three wedge regions are now:

- reflection region (AOB): \( 0 \leq \phi \leq \alpha \)
- transmission region (BOC): \( \alpha \leq \phi \leq 2\pi - \alpha \)
- shadow region (COA): \( 2\pi - \alpha \leq \phi \leq 2\pi \)

We construct the Sommerfeld solution in stages. We start by looking for solutions of the Helmholtz equation \( \nabla^2 U + k^2 U = 0 \) that have the factored form: \( U = ED \), where \( E \) is also a solution, but a simple one, such as that of the incident plane wave. Using the differential identities of Appendix C, we have:

\[
\nabla^2 U + k^2 U = D (\nabla^2 E + k^2 E) + E \nabla^2 D + 2 \nabla E \cdot \nabla D
\]

Thus, the conditions \( \nabla^2 U + k^2 U = 0 \) and \( \nabla^2 E + k^2 E = 0 \) require:

\[
E \nabla^2 D + 2 \nabla E \cdot \nabla D = 0 \quad \Rightarrow \quad \nabla^2 D + 2 (\nabla \ln E) \cdot \nabla D = 0
\tag{18.15.6}
\]
If we assume that $E$ is of the form $E = e^{if}$, where $f$ is a real-valued function, then, equating to zero the real and imaginary parts of $\nabla^2 E + k^2 E = 0$, we find for $f$:

$$\nabla^2 E + k^2 E = E(k^2 - \nabla f \cdot \nabla f + j\nabla^2 f) = 0 \Rightarrow \nabla^2 f = 0, \quad \nabla f \cdot \nabla f = k^2 \tag{18.15.7}$$

Next, we assume that $D$ is of the form:

$$D = D_0 \int \nu^e^{-j\beta(v)} du \tag{18.15.8}$$

where $D_0$ is a constant, $\nu$ is a function of $\rho, \phi$, and $g(u)$ is a real-valued function to be determined. Noting that $\nabla D = D_0 e^{-j\beta} \nabla \nu$ and $\nabla g = g'(v) \nabla \nu$, we find:

$$\nabla D = D_0 e^{-j\beta} \nabla \nu, \quad \nabla^2 D = D_0 e^{-j\beta} \left(\nabla^2 \nu - jg'(v) \nabla \nu \cdot \nabla \nu\right)$$

Then, it follows from Eq. (18.15.6) that $\nabla^2 D + 2(\nabla \ln E) \cdot \nabla D = \nabla^2 D + j\nabla f \cdot \nabla D$ and:

$$\nabla^2 D + j\nabla f \cdot \nabla D = D_0 e^{-j\beta} \left[\nabla^2 \nu + j(2\nabla f \cdot \nabla v - g' \nabla \nu \cdot \nabla \nu)\right] = 0$$

Equating the real and imaginary parts to zero, we obtain the two conditions:

$$\nabla^2 \nu = 0, \quad 2\nabla f \cdot \nabla \nu = g'(v) \tag{18.15.9}$$

Sommerfeld’s solution involves the Fresnel diffraction coefficient of Eq. (18.14.1), which can be written as follows:

$$D(v) = \frac{1}{1-j} \left[1 - \frac{j}{2} + f(v)\right] = \frac{1}{1-j} \int_{-\infty}^{\nu} e^{-j\alpha^2 u^2/2} du \tag{18.15.10}$$

Therefore, we are led to choose $g(u) = \pi u^2/2$ and $D_0 = 1/(1-j)$. To summarize, we may construct a solution of the Helmholtz equation in the form:

$$\nabla^2 U + k^2 U = 0, \quad U = ED = e^{if} D(v) \tag{18.15.11}$$

where $f$ and $\nu$ must be chosen to satisfy the four conditions:

$$\nabla^2 f = 0, \quad \nabla f \cdot \nabla f = k^2$$

$$\nabla^2 \nu = 0, \quad 2\nabla f \cdot \nabla \nu = g'(v) = \pi \nu \tag{18.15.12}$$

It can be verified easily that the functions $u = \rho^2 \cos \alpha \phi$ and $u = \rho^2 \sin \alpha \phi$ are solutions of the two-dimensional Laplace equation $\nabla^2 u = 0$, for any value of the parameter $a$. Taking $f$ to be of the form $f = A\rho^a \cos \alpha \phi$, we have the condition:

$$\nabla f = A\rho^a [-\rho \cos \alpha \phi \cdot \nabla \alpha \phi - \rho \sin \alpha \phi \cdot \nabla \sin \alpha \phi] \Rightarrow \nabla f \cdot \nabla f = A^2 \rho^2 a^2 \sin^2 (\alpha \phi) = k^2$$

This immediately implies that $a = 1$ and $A^2 = k^2$, so that $A = \pm k$. Thus, $f = A\rho \cos \phi = \pm k \rho \cos \phi$. Then, we choose $\nu = B\rho^2 \sin \alpha \phi$. Then:

$$\nabla f = A(\rho \cos \phi - \phi \sin \phi)$$

$$\nabla \nu = B\rho A^{-1}(\rho \cos \phi - \phi \sin \phi)$$

$$\nabla f \cdot \nabla \nu = A B A^{-1}[\cos \phi \cos \alpha \phi + \sin \phi \sin \alpha \phi] = A B \rho A^{-1} \cos (\phi - \alpha \phi)$$

$$\nabla \nu \cdot \nabla = B^2 a^2 \rho^2 (a-1)$$

Then, the last of the conditions (18.15.12) requires that:

$$\frac{1}{\nu} \nabla \nu \cdot \nabla \nu = \frac{2 A \rho^2 \cos (\phi - a \phi)}{\pi B^2 \cos \phi a \phi} = 1$$

which implies that $a = 1/2$ and $B^2 = 2A/\pi a = 4A/\pi$. But since $A = \pm k$, only the case $A = k$ is compatible with a real coefficient $B$. Thus, we have $B^2 = 4k/\pi$, or, $B = \pm 2\sqrt{k/\pi}$.

In a similar fashion, we find that if we take $\nu = B\rho^2 \sin \alpha \phi$, then $a = 1/2$, but now $B^2 = -4A/\pi$, requiring that $A = -k$, and $B = \pm 2\sqrt{k/\pi}$. In summary, we have the following solutions of the conditions (18.15.12):

$$f = \pm k \rho \cos \phi, \quad \nu = \pm 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \cos \frac{\phi}{2}$$

$$f = -k \rho \cos \phi, \quad \nu = \pm 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \sin \frac{\phi}{2}$$

The corresponding solutions (18.15.11) of the Helmholtz equation are:

$$U(\rho, \phi) = e^{ik \rho \cos \phi} D(v), \quad \nu = \pm 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \cos \frac{\phi}{2}$$

$$U(\rho, \phi) = e^{-ik \rho \cos \phi} D(v), \quad \nu = \pm 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \sin \frac{\phi}{2}$$
The function \( D(v) \) may be replaced by the equivalent form of Eq. (18.14.6) in order to bring out its asymptotic behavior for large \( v \):

\[
U(\rho, \phi) = e^{jk\rho \cos \phi} \left[ u(v) + d(v) e^{-jmv^2/2} \right], \quad v = \pm 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \cos \frac{\phi}{2}
\]

\[
U(\rho, \phi) = e^{-jk\rho \cos \phi} \left[ u(v) + d(v) e^{-jmv^2/2} \right], \quad v = \pm 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \sin \frac{\phi}{2}
\]

Using the trigonometric identities \( \cos \phi = 2 \cos^2(\phi/2) - 1 = 1 - 2 \sin^2(\phi/2) \), we find for the two choices of \( v \):

\[
k\rho \cos \phi - \frac{1}{2} \pi v^2 = k\rho \left[ \cos \phi - 2 \cos^2 \frac{\phi}{2} \right] = -k\rho
\]

\[-k\rho \cos \phi - \frac{1}{2} \pi v^2 = -k\rho \left[ \cos \phi + 2 \sin^2 \frac{\phi}{2} \right] = -k\rho
\]

Thus, an alternative form of Eq. (18.15.14) is:

\[
U(\rho, \phi) = e^{jk\rho \cos \phi} u(v) + e^{-jk\rho \cos \phi} d(v), \quad v = \pm 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \cos \frac{\phi}{2} \tag{18.15.15}
\]

\[
U(\rho, \phi) = e^{-jk\rho \cos \phi} u(v) + e^{jk\rho \cos \phi} d(v), \quad v = \pm 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \sin \frac{\phi}{2}
\]

Shifting the origin of the angle \( \phi \) still leads to a solution. Indeed, defining \( \phi' = \phi \pm \alpha \), we note the property \( \partial / \partial \phi = \partial / \partial \phi' \), which implies the invariance of the Laplace operator under this change. The functions \( U(\rho, \phi \pm \alpha) \) are the elementary solutions from which the Sommerfeld solution is built.

Considering the TE case first, the incident plane wave in Fig. 18.15.1 is \( E = \hat{z} E_i \), where \( E_i = E_0 e^{-jk_r r} \), with \( r = \hat{x} \rho \cos \phi + \hat{y} \rho \sin \phi \) and \( k = -k(\hat{x} \cos \alpha + \hat{y} \sin \alpha) \). It follows that:

\[
k \cdot r = -k\rho (\cos \phi \cos \alpha + \sin \phi \sin \alpha) = -k\rho \cos (\phi - \alpha)
\]

\[
E_i = E_0 e^{-jk \cdot r} = E_0 e^{jk \rho \cos \phi \alpha - \alpha}
\]

The image of this electric field with respect to the perfect conducting plane will be the reflected field \( E_r = -E_0 e^{-jk \cdot r} \), where \( k_r = k(-\hat{x} \cos \alpha + \hat{y} \sin \alpha) \), resulting in \( E_r = -E_0 e^{jk \rho \cos \phi \alpha + \alpha} \). The sum \( E_i + E_r \) does vanish for \( \phi = 0 \) and \( \phi = 2\pi \), but it also vanishes for \( \phi = \pi \). Therefore, it is an appropriate solution for a full conducting plane (the entire \( xz \)-plane), not for the half-plane.

Sommerfeld's solution, which satisfies the correct boundary conditions, is obtained by forming the linear combinations of the solutions of Eq. (18.15.14):

\[
E_z = E_0 \left[ e^{jk \rho \cos \phi_i D(v_i)} - e^{jk \rho \cos \phi_r D(v_r)} \right] \tag{TE} \tag{18.15.17}
\]

where

\[
\phi_i = \phi - \alpha, \quad v_i = 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \cos \frac{\phi_i}{2}
\]

\[
\phi_r = \phi + \alpha, \quad v_r = 2 \sqrt{\frac{k}{\pi}} \rho^{1/2} \cos \frac{\phi_r}{2}
\]

For the TM case, we form the sum instead of the difference:

\[
H_z = H_0 \left[ e^{jk \rho \cos \phi_i D(v_i)} + e^{jk \rho \cos \phi_r D(v_r)} \right] \tag{TM} \tag{18.15.19}
\]

The boundary conditions (18.15.3) are satisfied by both the TE and TM solutions. As we see below, the choice of the positive sign in the definitions of \( v_i \) and \( v_r \) was required in order to produce the proper diffracted field in the shadow region. Using the alternative forms (18.15.15), we separate the terms of the solution as follows:

\[
E_z = E_0 e^{jk \rho \cos \phi_i u(v_i)} - E_0 e^{jk \rho \cos \phi_r u(v_r)} + E_0 e^{-jk \rho \phi d(v_r) - d(v_r)} \tag{18.15.20}
\]

The first two terms correspond to the incident and reflected fields. The third term is the diffracted field. The algebraic signs of \( v_i \) and \( v_r \) are as follows within the reflection, transmission, and shadow regions of Eq. (18.15.4):

reflection region: \( 0 \leq \phi < \pi - \alpha \), \( v_i > 0 \), \( v_r > 0 \)

transmission region: \( \pi - \alpha < \phi < \pi + \alpha \), \( v_i > 0 \), \( v_r < 0 \)

shadow region: \( \pi + \alpha < \phi \leq 2\pi \), \( v_i < 0 \), \( v_r < 0 \)

The unit-step functions will be accordingly present or absent resulting in the following fields in these three regions:

reflection region: \( E_z = E_i + E_r + E_d \)

transmission region: \( E_z = E_i + E_d \)

shadow region: \( E_z = E_d \) \tag{18.15.22}

where we defined the incident, reflected, and diffracted fields:

\[
E_i = E_0 e^{jk \rho \cos \phi_i}, \quad E_r = -E_0 e^{jk \rho \cos \phi_r}, \quad E_d = E_0 e^{-jk \rho \phi \phi_d \phi_d - \phi_r} \tag{18.15.23}
\]

The diffracted field is present in all three regions, and in particular it is the only one in the shadow region. For large \( v_i \) and \( v_r \) (positive or negative), we may replace \( d(v) \) by its asymptotic form \( d(v) = -j \) / \( (2\pi v) \) of Eq. (18.14.7), resulting in the asymptotic diffracted field:

\[
E_d = -E_0 e^{-jk \rho} \frac{1 - j}{2\pi} \left( \frac{1}{v_i} - \frac{1}{v_r} \right)
\]

\[
= -E_0 e^{-jk \rho} \frac{1 - j}{2\pi} \sqrt{\frac{k}{\pi}} \rho^{1/2} \left( \frac{1}{\cos(\phi_i/2)} - \frac{1}{\cos(\phi_r/2)} \right)
\]

which can be written in the form:

\[
E_d = E_0 e^{-jk \rho} \rho^{1/2} D_{edge} \tag{18.15.24}
\]
18.16. Problems

18.1 Show that Eq. (18.4.9) can be written in the compact vectorial form:

\[ E = -jk \frac{e^{-jkr}}{4\pi r} \hat{r} \times \left( \hat{z} \times f - \eta \hat{z} \times (\hat{z} \times g) \right), \quad H = -jk \frac{e^{-jkr}}{4\pi r} \hat{r} \times \left[ \hat{r} \times (\hat{z} \times f) + \eta \hat{z} \times g \right] \]

Similarly, show that Eqs. (18.4.10) and (18.4.11) can be written as:

\[ E = -2jk \frac{e^{-jkr}}{4\pi r} \hat{r} \times (\hat{z} \times f) + \eta \hat{r} \times (\hat{z} \times g), \quad H = -2jk \frac{e^{-jkr}}{4\pi r} \hat{r} \times (\hat{z} \times f) \]

18.2 Prove the first pair of equations for \( E, H \) of the previous problem by working exclusively with the Kottler formulas (18.4.2) and taking their far-field limits.

18.3 Explain in detail how the inequality (18.6.12) for the aperture efficiency \( e_a \) may be thought of as an example of the Schwartz inequality. Then, using standard properties of Schwartz inequalities, prove that the maximum of \( e_a \) is unity and is achieved for uniform apertures. As a reminder, the Schwartz inequality for single-variable complex-valued functions is:

\[ \left| \int_a^b f(x)g(x) \, dx \right|^2 \leq \int_a^b |f(x)|^2 \, dx \cdot \int_a^b |g(x)|^2 \, dx \]

18.4 To prove the equivalence of the Kirchhoff diffraction and Stratton-Chu formulas, (18.10.6) and (18.10.7), use the identities (C.29) and (C.32) of Appendix C, to obtain:

\[ \int \left[ j\omega \mu G J + \frac{1}{\epsilon} \epsilon G \nabla \rho + G \nabla \times J_m \right] dV' = \left[ j\omega \mu G J - \frac{\rho}{\epsilon} \nabla \times G + J_m \nabla \times G \right] dV' \]

Then, using the identity (C.33), show that Eq. (18.10.6) can be rewritten in the form:

\[ E(r) = -\int_0^{2\pi} \left[ j\omega \mu G J - \frac{\rho}{\epsilon} \nabla \times G + J_m \nabla \times G \right] dV' - \int_0^{2\pi} \left[ \hat{n} \frac{\rho}{\epsilon} G + \hat{n} \times J_m G \right] dS' \]

Finally, use \( \rho/\epsilon = \nabla \cdot E \) and \( \nabla \times E + J_m = -j\omega\mu H \) to obtain (18.10.7).

18.5 Prove the equivalence of the Stratton-Chu and Kottler formulas, (18.10.7) and (18.10.10), by first proving and then using the following dual relationships:

\[ \int \left[ j\omega \mu G \nabla \cdot (J_m - \nabla \times \hat{n}) \right] dV = \int \left[ \hat{n} \times (H \times E) \nabla \times G - j\omega \epsilon \nabla \times (H \times E) \right] dV' \]

To prove these, work component-wise, use Maxwell’s equations (18.2.1), and apply the divergence theorem on the volume \( V \) of Fig. 18.10.1.

18.6 Prove the equivalence of the Kottler and Franz formulas, (18.10.10) and (18.10.11), by using the identity \( \nabla \times (\nabla \times A) = \nabla (\nabla \cdot A) - \nabla^2 A \), and by replacing the quantity \( k^2 G (r - r') \) by \( \delta^{(3)}(r - r') - \nabla^2 G \). Argue that the term \( \delta^{(3)}(r - r') \) makes a difference only for the volume integrals, but not for the surface integrals.

18.7 Prove the equivalence of the modified Stratton-Chu and Kirchhoff diffraction integral formulas of Eq. (18.12.1) and (18.12.2) by using the identity (C.42) of Appendix C and replacing \( \nabla \times E = 0 \) and \( \nabla \times E = -j\omega\mu H \) in the source-less region under consideration.

18.8 Prove the equivalence of the Kottler and modified Stratton-Chu formulas of Eq. (18.12.1) and (18.12.2) by subtracting the two expressions, replacing \( j\omega E = \nabla \times H \), and using the Stokes identity (C.38) of Appendix C.
18.9 Consider a reflector antenna fed by a horn, as shown on the right. A closed surface \( S = S_r + S_a \) is such that the portion \( S_r \) caps the reflector and the portion \( S_a \) is an aperture in front of the reflector. The feed lies outside the closed surface, so that the volume \( V \) enclosed by \( S \) is free of current sources.

Applying the Kottler version of the extinction theorem of Sec. 18.10 on the volume \( V \), show that for points outside \( V \), the field radiated by the induced surface currents on the reflector \( S_r \) is equal to the field radiated by the aperture fields on \( S_a \), that is,

\[
E_{\text{out}}(r) = \frac{1}{j\omega e} \int_{S_r} \left[ k^2 G J_s + (\nabla \times \nabla') G \right] dS
\]

\[
= \frac{1}{j\omega e} \int_{S_a} \left[ k^2 G(\hat{n} \times H) + (\nabla \times \nabla') G + j\omega e (\hat{n} \times \nabla') G \right] dS'
\]

where the induced surface currents on the reflector are \( J_s = \hat{n} \times H \) and \( J_{ms} = -\hat{n} \times E \), and on the perfectly conducting reflector surface, we must have \( J_{ms} = 0 \).

This result establishes the equivalence of the so-called aperture-field and current-distribution methods for reflector antennas [1686]. See also Sec. 21.9.

18.10 Consider an \( \pi \)-polarized uniform plane wave incident obliquely on the straight-edge aperture of Fig. 18.14.4, with a wave vector direction \( \hat{k}_1 = \hat{x} \cos \theta_1 + \hat{y} \sin \theta_1 \). First show that the tangential fields at an aperture point \( r' = x' \hat{x} + y' \hat{y} \) on the aperture above the straight-edge are given by:

\[
E_a = k E_0 e^{-j k y'} \sin \theta_1, \quad H_a = \frac{E_0}{\eta_0} \cos \theta_1 e^{-j k y' \sin \theta_1}
\]

Then, using Kottler's formula (18.12.1), and applying the usual Fresnel approximations in the integrand, as was done for the point source in Fig. 18.14.4, show that the diffracted wave below the edge is given by Eqs. (18.14.23)-(18.14.25), except that the field at the edge is \( E_{\text{edge}} = E_0 \) and the focal lengths are in this case \( F = l_2 \) and \( F' = l_2 / \cos^2 \theta_2 \).

Finally, show that the asymptotic diffracted field (when \( l_2 \to \infty \)), is given near the forward direction \( \theta = 0 \) by:

\[
E = E_{\text{edge}} e^{-j k l_2} \frac{1 - j}{\sqrt{2} \sqrt{\pi k \theta}}
\]

18.11 Assume that the edge in the previous problem is a perfectly conducting screen. Using the field-equivalence principle with effective current densities on the aperture above the edge \( J_1 = 0 \) and \( J_{ms} = -2\hat{n} \times E_a \), and applying the usual Fresnel approximations, show that the diffracted field calculated by Eq. (18.4.1) is still given by Eqs. (18.14.23)-(18.14.25), except that the factor \( \cos \theta_1 + \cos \theta_2 \) is replaced now by \( 2 \cos \theta_2 \), and that the asymptotic field and edge-diffraction coefficient are:

\[
E = E_{\text{edge}} e^{-j k l_2} D_{\text{edge}}, \quad D_{\text{edge}} = \frac{1 - j}{4 \sqrt{\pi k \sin \theta_1}} D_{\text{edge}}(1 - j / \cos \theta_2)
\]

Show that this expression agrees with the exact Sommerfeld solution (18.15.26) at normal incidence and near the forward diffracted direction.

This chapter continues the previous one on radiation from apertures. The emphasis is on Rayleigh-Sommerfeld diffraction theory, plane-wave spectrum representation for scalar and vector fields, radiated and reactive power of apertures, integral equations for apertures in conducting screens, revisiting the Sommerfeld half-plane problem using Wiener-Hopf factorization techniques, the Bethe-Bouwkamp model of diffraction by small holes, and the Babinet principle.

19.1 Rayleigh-Sommerfeld Diffraction Theory

In this section, we recast Kirchhoff's diffraction formula in a form that uses a Dirichlet Green's function (i.e., one that vanishes on the boundary surface) and obtain the Rayleigh-Sommerfeld diffraction formula. In the next section, we show that this reformulation is equivalent to the \emph{plane-wave spectrum} approach to diffraction, and use it to justify the modified forms (18.1.2) and (18.1.3) of the field equivalence principle. In Chap. 20, we use it to obtain the usual Fresnel and Fraunhofer approximations and discuss a few applications from Fourier optics.

We will work with the scalar case, but the same method can be used for the vector case. With reference to Fig. 19.1.1, we consider a scalar field \( E(\mathbf{r}) \) that satisfies the source-free Helmholtz equation, \((\nabla^2 + k^2) E(\mathbf{r}) = 0\), over the right half-space \( z \geq 0 \).

We consider a closed surface consisting of the surface \( S_0 \) of a sphere of very large radius centered at the observation point \( \mathbf{r} \) and bounded on the left by its intersection \( S \) with the \( xy \) plane, as shown in the Fig. 19.1.1. Clearly, in the limit of infinite radius, the volume \( V \) bounded by \( S + S_0 \) is the right half-space \( z \geq 0 \), and \( S \) becomes the entire \( xy \) plane. Applying Eq. (18.10.3) to volume \( V \), we have:

\[
\int_V \left(G(\nabla'^2 + k^2) E - E(\nabla^2 + k^2) G\right) dV = -\int_{S + S_0} \left[ \frac{\partial G}{\partial n} - E \frac{\partial G}{\partial n} \right] dS'
\]

The surface integral over \( S_0 \) can be ignored by noting that \( \hat{n} \) is the negative of the radial unit vector and therefore, we have after adding and subtracting the term \( jkE \)G:

\[
-\int_{S_0} \left[ G \frac{\partial E}{\partial n} - E \frac{\partial G}{\partial n} \right] dS' = \int_{S_0} \left[ G \left( \frac{\partial E}{\partial r} + jkE \right) - E \left( \frac{\partial G}{\partial r} + jkG \right) \right] dS'
\]
19.1 Rayleigh-Sommerfeld Diffraction Theory

For convenience, we may choose the origin to lie on the $xy$ plane (i.e., $r = 0$). Next, we apply Eq. (19.1.2) at the observation point $r$ in the right half-space and at its reflection in the left half-plane, where (19.1.2) vanishes:

$$E(r) = \int_S \left[ E \frac{\partial G}{\partial n'} - G \frac{\partial E}{\partial n'} \right] dS', \quad \text{at point } r$$

(19.1.5)

where $G_-$ stands for $G(r - r')$. But on the $xy$ plane boundary, $G_- = G$ so that if we subtract the two expressions we may eliminate the term $\partial E/\partial n'$, which is the reason for using the Dirichlet Green’s function:

$$E(r) = \int_S E'(r') \frac{\partial G}{\partial n'} (G - G_-) dS' = \int_S E'(r') \frac{\partial G_d}{\partial n'} dS'$$

On the $xy$ plane, we have $\hat{n} = \hat{z}$, and therefore

$$\frac{\partial G}{\partial n'} = \frac{\partial G}{\partial z'} |_{z' = 0} \quad \text{and} \quad \frac{\partial G_-}{\partial n'} = \frac{\partial G_-}{\partial z'} |_{z = 0} = -\frac{\partial G}{\partial z} |_{z = 0}$$

Then, the two derivative terms double resulting in the Rayleigh-Sommerfeld (type-1) diffraction integral [1286,1287]:

$$E(r) = 2 \int_S E'(r') \frac{\partial G}{\partial z'} dS' = -2 \frac{\partial G}{\partial z} \int_S E'(r') G dS'$$

(19.1.6)

The indicated derivative of $G$ can be expressed as follows:

$$\frac{\partial G}{\partial z'} |_{z' = 0} = \frac{\partial G}{\partial z'} |_{z = 0} = \frac{z}{R} \left( jk + \frac{1}{R} \right) \frac{e^{-jkR}}{4\pi R}$$

(19.1.7)

To clarify the notation, we may write Eq. (19.1.6) in the more explicit form using (19.1.7),

$$E(x,y,z) = 2 \int_{-\infty}^{\infty} \frac{z}{R} \left( jk + \frac{1}{R} \right) \frac{e^{-jkR}}{4\pi R} E(x',y',0) dx' dy'$$

(19.1.8)

where $R = \sqrt{(x-x')^2 + (y-y')^2 + z^2}$. For distances $R \gg \lambda$, or equivalently, $k \gg 1/R$, one obtains the approximation:

$$\frac{\partial G}{\partial z'} |_{z' = 0} = \frac{jk z}{R} \frac{e^{-jkR}}{4\pi R}, \quad \text{for } R \gg \lambda$$

(19.1.9)

This approximation will be used in Sec. 20.1 to obtain the standard Fresnel diffraction representation. The quantity $z/R$ is an “obliquity” factor and is usually omitted for paraxial observation points that are near the $z$ axis.
19.1. Rayleigh-Sommerfeld Diffraction Theory

Equation (19.1.8) expresses the field at any point in the right half-space \((z \geq 0)\) in terms of its values on the planes of the electric field \(E(x,y,z)\) and the magnetic field \(H(x,y,z)\). For \(z < 0\), the sign in the right-hand side of (19.1.6) must be reversed. This follows by using a vector \(\hat{n} = (−\hat{x}, 0, \hat{z})\), assuming that \(E(x,y,z)\) still satisfies the Helmholtz equation in \(z < 0\). Thus, we have more generally,

\[
E(x,y,z) = \mp 2 \left( \frac{\partial}{\partial z} \right) \int_{-\infty}^{\infty} E(x',y',0) G(R) \, dx' \, dy' \quad \text{for} \quad z \geq 0 \tag{19.1.10}
\]

Because \(R = \sqrt{(x-x')^2 + (y-y')^2 + z^2}\), it follows that \(G(x,y,z) = \int E(x',y',0) R \, dx' \, dy'\) will be an even function of \(z\), and therefore, its \(z\)-derivative will be odd in \(z\), and hence, \(E(x,y,z)\) will be an even function of \(z\). This is seen more explicitly by performing the \(z\)-differentiation in (19.1.10), and noting that, \(z = |z|\) for \(z \geq 0\),

\[
E(x,y,z) = 2 \int_{-\infty}^{\infty} \frac{|z|}{R} \left( jk + \frac{1}{R} \right) e^{-jkR} E(x',y',0) \, dx' \, dy' \quad \text{for all} \quad z
\]

By adding, instead of subtracting, the two integrals in (19.1.5), we obtain the alternative (Neumann-type) Green's function, \(G_s = G + G_n\), which has vanishing derivative on the boundary. This results in the so-called type-2 Rayleigh-Sommerfeld diffraction integral that expresses \(E(x,y,z)\) in terms of its field at \(z = 0\),

\[
E(x,y,z) = \mp 2 \int_{-\infty}^{\infty} G(R) \frac{\partial E(x',y',0)}{\partial z} \, dx' \, dy' \quad \text{for} \quad z \geq 0 \tag{19.1.11}
\]

We will see in the next section that both Eqs. (19.1.10) and (19.1.11) follow from the same plane-wave spectrum representation.

The derivation of (19.1.10) and (19.1.11) implicitly assumed that \(E(x,y,z)\) was continuous across the \(xy\) plane. When parts of the plane are replaced by a thin conducting sheet, then some of the electromagnetic field components develop discontinuities across the conducting parts. In such cases, where the limiting values \(E(x',y', \pm 0)\) are different from the two sides of \(z = 0\), the above diffraction integrals must be replaced by,

\[
E(x,y,z) = \mp 2 \left( \frac{\partial}{\partial z} \right) \int_{-\infty}^{\infty} E(x',y', \pm 0) G(R) \, dx' \, dy' \quad \text{for} \quad z \geq 0 \tag{19.1.12}
\]

Eqs. (19.1.10) and (19.1.11) are also valid in the vectorial case for each component of the electric field \(E(r)\). However, these components are not independent of each other since they must satisfy \(\nabla \cdot E = 0\), and are also coupled to the magnetic field through Maxwell's equations. Taking into account these constraints, one arrives at the vectorial versions of (19.1.10) known as Smythe's diffraction formulas [1328], which are actually equivalent to the Franz formulas of Sec. 18.12. For example, assuming that the transverse components \(E_x, E_y\) are given by Eq. (19.1.10),

\[
E_x(r) = \mp 2 \int_S E_x(r') \frac{\partial G}{\partial z} \, dS' \\
E_y(r) = \mp 2 \int_S E_y(r') \frac{\partial G}{\partial z} \, dS' \tag{19.1.13}
\]

then, it is easy to verify that the following \(E_z\) component will satisfy the divergence condition, \(\partial_x E_x + \partial_y E_y + \partial_z E_z = 0\),

\[
E_z(r) = \pm 2 \int_S \left[ E_x(r') \frac{\partial G}{\partial x} + E_y(r') \frac{\partial G}{\partial y} \right] \, dS' \tag{19.1.14}
\]

and indeed, Eqs. (19.1.13) and (19.1.14) are the Smythe formulas for the \(E\) field. We pursue these issues further in Sec. 19.5.

**Kirchhoff Approximation**

In the practical application of the Rayleigh-Sommerfeld formulas, the \(xy\) plane consists of an infinite opaque screen with an aperture \(A\) cut in it, as shown in Fig. 19.1.2.

Fig. 19.1.2 Aperture geometry, with \(R = |r - r'|, \quad r = \hat{x}x + \hat{y}y + \hat{z}z, \quad r' = \hat{x}x' + \hat{y}y'\).

In the usual *Kirchhoff approximation* it is assumed that:

(a) the field is zero over the opaque screen, so that the integration in (19.1.6) is restricted only over the aperture \(A\).

(b) the field, \(E(r')\), over the aperture is equal to the (known) incident field, say \(E_{\text{inc}}(r')\), from the left.

This results in a computable approximation for the diffracted field into the right half-space \(z > 0\),

\[
E(r) = -2 \frac{\partial}{\partial z} \int_A E_{\text{inc}}(r') G(R) \, dS' \tag{Kirchhoff approximation} \tag{19.1.15}
\]

Generally, such approximations work well for apertures whose dimensions are large compared to the wavelength \(\lambda\). For apertures in conducting screens, the exact formulation requires that one must first determine the correct aperture fields by solving certain integral equations, and then apply the Rayleigh-Sommerfeld-Smythe formulas. We discuss these in Sec. 19.9.
19.2 Plane-Wave Spectrum Representation

The plane-wave spectrum representation builds up a single-frequency propagating wave $E(x, y, z)$ as a linear combination of plane waves $e^{-j(k_0 x + k_y y + k_z z)}$. The only assumption is that the field must satisfy the wave equation, which becomes the three-dimensional Helmholtz equation,

$$\nabla^2 E(x, y, z) = \frac{\omega^2}{c^2} E(x, y, z) = \frac{\omega^2}{\sqrt{\mu \epsilon}} E(x, y, z)$$

(19.2.1)

where $c = 1/\sqrt{\mu \epsilon}$ is the speed of light in the propagation medium (assumed here to be homogeneous, isotropic, and lossless.) In solving the Helmholtz equation, one assumes initially a solution of the form:

$$E(x, y, z) = \hat{E}(k_x, k_y, z) e^{-j k_0 x - j k_y y}$$

Inserting this into Eq. (19.2.1) and replacing, $\partial_x - j k_x$ and $\partial_y - j k_y$, we obtain:

$$\left( -k_x^2 - k_y^2 + \frac{\partial^2}{\partial z^2} + k^2 \right) \hat{E}(k_x, k_y, z) = 0$$

or, defining $k^2 = k_x^2 + k_y^2 - k_z^2$, we have:

$$\frac{\partial^2 \hat{E}(k_x, k_y, z)}{\partial z^2} = -(k_x^2 - k_y^2) \hat{E}(k_x, k_y, z) = -k_x^2 \hat{E}(k_x, k_y, z)$$

Its solution describing forward-moving waves ($z \geq 0$) is:

$$\hat{E}(k_x, k_y, z) = \hat{E}(k_x, k_y) e^{-j k_x x}$$

(19.2.2)

where $\hat{E}(k_x, k_y)$ is an arbitrary constant in the variable $z$.

If $k_x^2 + k_y^2 < k^2$, the wavenumber $k_z$ is real-valued and the solution describes a propagating wave. If $k_x^2 + k_y^2 > k^2$, then $k_z$ is imaginary and the solution describes an evanescent wave decaying with distance $z$. The two cases can be combined into one by defining $k_z$ in terms of the evanescent square-root of Eq. (7.7.9) as follows:

$$k_z = \sqrt{k_x^2 + k_y^2 - k^2}, \quad \text{if} \quad k_x^2 + k_y^2 \leq k^2 \quad \text{(propagating)}$$

$$-j \sqrt{k_x^2 + k_y^2 - k^2}, \quad \text{if} \quad k_x^2 + k_y^2 > k^2 \quad \text{(evanescent)}$$

(19.2.3)

and choose the square-root branch, $k_z = k$, when $k_x = k_y = 0$. In the evanescent case, we have the decaying solution:

$$\hat{E}(k_x, k_y, z) = \hat{E}(k_x, k_y) e^{-j k z}$$

(19.2.4)

adding up such plane-waves, that is, by the spatial two-dimensional inverse Fourier transform, for $z \geq 0$,

$$E(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{E}(k_x, k_y) e^{-j k_x x - j k_y y} e^{-j k_z z} \frac{dk_x dk_y}{(2\pi)^2}$$

(19.2.5)

This is the plane-wave spectrum representation, also known as the angular spectrum representation, see [1415,1419], and some of the original papers [1601,1423–1425].

Because $k_z$ is given by Eq. (19.2.3), this solution is composed, in general, of both propagating and evanescent modes. Of course, for large $z$, only the propagating modes survive. Setting $z = 0$, we recognize $\hat{E}(k_x, k_y)$ to be the spatial Fourier transform of the field, $E(x, y, 0)$, at $z = 0$ on the $xy$ plane:

$$E(x, y, 0) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{E}(k_x, k_y) e^{-j k_x x - j k_y y} \frac{dk_x dk_y}{(2\pi)^2}$$

(19.2.6)

As in Chap. 3, we may give a system-theoretic interpretation to these results. Defining the "propagation" spatial filter, $\hat{h}(k_x, k_y, z) = e^{-j k z}$, then Eq. (19.2.2) reads:

$$\hat{E}(k_x, k_y, z) = e^{-j k z} \hat{E}(k_x, k_y) = \hat{h}(k_x, k_y, z) \hat{E}(k_x, k_y)$$

(19.2.7)

This multiplicative relationship in the wavenumber domain translates into a convolutional equation in the space domain. Let $h(x, y, z)$ denote the "impulse response" of this filter, that is, the spatial inverse Fourier transform of $\hat{h}(k_x, k_y, z) = e^{-j k z}$,

$$h(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-j k_x x - j k_y y} e^{-j k z} \frac{dk_x dk_y}{(2\pi)^2}$$

(19.2.8)

then, we may write Eq. (19.2.4) in the convolutional form:

$$E(x, y, z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x-x', y-y', z) E(x', y', 0) dx' dy'$$

(19.2.9)

†As always, we use $e^{j\omega t}$ harmonic time dependence.

Fig. 19.2.1 depicts the two regions on the $k_x k_y$ plane. The complete space dependence is $\hat{E}(k_x, k_y) e^{-j k_x x - j k_y y} e^{-j k z z}$. The most general solution of Eq. (19.2.1) is obtained by
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Eq. (19.2.8) is equivalent to the Rayleigh-Sommerfeld formula (19.1.6). Indeed, it follows from Eq. (D.19) of Appendix D that

$$\frac{\partial G(R)}{\partial z} = \frac{2 G(R)}{4\pi R}, \quad G(R) = e^{-jkR}/(4\pi R), \quad R = |r - r'|$$

with the understanding that $z' = 0$, so that $R = \sqrt{(x - x')^2 + (y - y')^2 + z^2}$. Thus, Eq. (19.2.8) follows from Eq. (19.1.6) or (19.1.8). The geometry was shown in Fig. 19.1.2. We note also that at $z = 0$, we have $h(x - x', y - y', 0) = \delta(x - x')\delta(y - y')$. This follows from setting $z = 0$ into (19.2.7), or from Eq. (D.21) of Appendix D. Thus, Eq. (19.2.8) is consistent at $z = 0$.

To summarize, the Rayleigh-Sommerfeld and plane-wave spectrum representations express a scalar field $E(x, y, z)$ in terms of its boundary values $E(x, y, 0)$ on the xy plane, or in terms of the 2-D Fourier transform $\hat{E}(k_x, k_y)$ of these boundary values.

$$E(x, y, z) = -\frac{2}{\partial z} \int_{-\infty}^{\infty} e^{-jkR/4\pi R} E(x', y', 0) dx' dy'$$

(19.10.10)

$$= 2 \int_{-\infty}^{\infty} \frac{z}{R} \left( jk + \frac{1}{R} \right) e^{-jkR/4\pi R} E(x', y', 0) dx' dy'$$

(19.10.11)

Next, we show that the plane-wave representation (19.2.4) is equivalent to both the type-1 and the type-2 Rayleigh-Sommerfeld formulas, (19.1.6) and (19.11). We note that Eq. (19.2.6) can be written as follows,

$$\hat{E}(k_x, k_y, z) = e^{-jkz} \cdot \hat{\hat{E}}(k_x, k_y) = 2jkz \cdot \hat{\hat{E}}(k_x, k_y)$$

(19.12.12)

where $\hat{\hat{G}}(k_x, k_y, z) = e^{-jkx^2/2(2jkz)}$ is the 2-D Fourier transform of the Green’s function $G(r) = e^{-jkr}/(4\pi r)$, for $z \geq 0$. This follows from Eq. (D.11) of Appendix D. The factor $2jkz$ can be associated either with $\hat{\hat{G}}(k_x, k_y, z)$, leading to Eq. (19.1.6), or with $\hat{E}(k_x, k_y)$ leading to Eq. (19.11.1).

$$\hat{E}(k_x, k_y, z) = \frac{2jkz}{2jkz} \cdot \hat{\hat{G}}(k_x, k_y, z) = \frac{2jkz}{2jkz} \cdot \hat{\hat{E}}(k_x, k_y)$$

(19.12.13)

19.3 Far-Field Diffraction Pattern

The far-field, or Fraunhofer, diffraction pattern is obtained in the limit of a large radial distance $r$ of the field observation point from the aperture. It can be derived using either the Rayleigh-Sommerfeld integrals or by applying the stationary-phase approximation to the plane-wave spectrum. We briefly discuss both approaches.

In Eq. (19.2.10), the quantity $R = |r - r'|$ is the distance between the field point at position $r$ and the aperture point $r'$. If we assume that the aperture is finite, as in Fig. 19.1.2, and we choose $r' > r$, we may approximate $R$ as follows,

$$R = |r - r'| = \sqrt{r^2 - 2r \cdot r' + r'^2} \approx r - r'$$

where $\hat{r}$ is the unit vector in the direction of the observation point $r$. We have used this approximation before in Sec. 15.7, see for example Fig. 15.7.1. The far-field approximation then consists of making the following replacements in Eq. (19.2.10), and assuming that $r > > \lambda$, or, $k > > 1/r$,

$$\frac{z}{R} \left( jk + \frac{1}{R} \right) e^{-jkR/4\pi R} \approx \frac{z}{r} \left( jk + \frac{1}{r} \right) e^{-jk(r - r')/4\pi r} \approx jk \frac{Z}{r} \frac{e^{-jkr}}{4\pi r} e^{jkr}$$

(19.3.1)

where we replaced $R = r$ in the denominators, but kept the approximation $R = r - \hat{r} \cdot r'$ in the phase exponential. The unit vector $\hat{r}$ is uniquely defined by the corresponding polar and azimuthal angles $\theta, \phi$ in the direction of $r$. Thus, $Z/r = \cos \theta$, and defining the wavevector $k = \hat{k} \hat{r}$, we have,

$$k_x = k \sin \theta \cos \phi \quad k_y = k \sin \theta \sin \phi \quad k_z = k \cos \theta$$

(19.3.2)

Since $r'$ is restricted to the xy plane, we have, $e^{jkr'} = e^{jx'k_x + y'k_y}$. It follows that Eq. (19.2.10) can be approximated in this limit by,

$$E(x, y, z) \approx 2jk \cos \theta \frac{e^{-jkr}}{4\pi r} \int_{-\infty}^{\infty} E(x', y', 0) e^{jx'k_x + y'k_y} dx' dy'$$
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but the last factor is the 2-D Fourier transform of $E(x', y', 0)$ evaluated at the directional wave vector, $k = k \hat{r}$,

$$E(x, y, z) \approx 2j k \cos \theta \frac{e^{-jkr}}{4\pi r} \hat{E}(k_x, k_y) \bigg|_{k \hat{r}}$$ \hspace{1cm} \text{(far-field diffraction pattern)} \hspace{1cm} (19.3.3)

The factor $\hat{E}(k_x, k_y)$ evaluated at $k = k \hat{r}$ is a function of the angles $\theta, \phi$, and represents the essential angular pattern of the diffracted wave. The factor $\cos \theta$ may be viewed as an obliquity factor.

The same result can be obtained by using the stationary-phase approximation for 2-D integrals discussed in Appendix H. Let us rewrite Eq. (19.2.4) in the form,

$$E(x, y, z) = \int_{-\infty}^{\infty} \hat{E}(k_x, k_y) e^{i\phi(k_x, k_y)} \frac{dk_x dk_y}{(2\pi)^2}$$ \hspace{1cm} (19.3.4)

where we defined the phase function,$$
\phi(k_x, k_y) = -k \cdot r = -(k_x x + k_y y + k_z z)$$ \hspace{1cm} (19.3.5)

The stationary-phase approximation to the integral in (19.3.4) is given by Eq. (H.6),

$$\int_{-\infty}^{\infty} \hat{E}(k_x, k_y) e^{i\phi(k_x, k_y)} \frac{dk_x dk_y}{(2\pi)^2} \approx e^{i(\sigma+1)\tau \pi} \frac{2\pi}{\sqrt{\det \Phi}} \hat{E}(k_x^0, k_y^0) e^{i\phi(k_x^0, k_y^0)}$$ \hspace{1cm} (19.3.6)

where $k_x^0, k_y^0$ are the stationary points of the phase function $\phi(k_x, k_y)$, that is, the solutions of the equations,

$$\frac{\partial \phi}{\partial k_x} = 0, \quad \frac{\partial \phi}{\partial k_y} = 0$$ \hspace{1cm} (19.3.7)

and where $\Phi$ is the matrix of second derivatives of $\phi$ evaluated at the stationary points $k_x^0, k_y^0$, and $\sigma, \tau$ are the algebraic signs of the determinant and trace of $\Phi$, that is,

$$\Phi = \begin{bmatrix}
\frac{\partial^2 \phi(k_x^0, k_y^0)}{\partial k_x^2} & \frac{\partial^2 \phi(k_x^0, k_y^0)}{\partial k_x \partial k_y} \\
\frac{\partial^2 \phi(k_x^0, k_y^0)}{\partial k_y \partial k_x} & \frac{\partial^2 \phi(k_x^0, k_y^0)}{\partial k_y^2}
\end{bmatrix}, \quad \sigma = \text{sign}(\det \Phi), \quad \tau = \text{sign}(\text{tr} \Phi)$$ \hspace{1cm} (19.3.8)

Since $k_z^2 = k^2 - k_x^2 - k_y^2$, the conditions (19.3.7) become,

$$\frac{\partial \phi}{\partial k_x} = -x - z \frac{\partial k_x}{\partial k_x} + x + z \frac{k_x}{k_z} = 0 \Rightarrow k_x^0 = x \frac{k_z}{k_z^0} \quad \text{and} \quad k_z^0 = k_z$$ \hspace{1cm} (19.3.9)

Putting these back into $k_z^2 = k^2 - k_x^2 - k_y^2$, gives the following solution,

$$k_x^0 = k \frac{x}{r}, \quad k_y^0 = k \frac{y}{r}, \quad k_z^0 = k \frac{z}{r}, \quad r = \sqrt{x^2 + y^2 + z^2} \hspace{1cm} (19.3.10)$$

or, $k^0 = kr/r = k \hat{r}$, which is the same as (19.3.2). Therefore, the phase function evaluated at $k^0$ is, $\phi(k_x^0, k_y^0) = -k \cdot r = -k \hat{r} \cdot r = -kr$.

The second derivatives are obtained by differentiating (19.3.9) one more time and evaluating the result at $k^0$, for example,

$$\frac{\partial^2 \phi}{\partial k_x^2} = \frac{2\pi}{\sqrt{\det \Phi}} \frac{\partial^2 \phi}{\partial k_x \partial k_y} = \frac{r \partial k_x}{k} \frac{1 + k_x^2}{k_z^2}$$

and similarly,

$$\frac{\partial^2 \phi}{\partial k_y^2} = \frac{r \partial k_y}{k} \frac{1 + k_y^2}{k_z^2}$$

It follows that, $\det \Phi, \sigma, \tau$ are,

$$\det \Phi = \frac{r^4}{k^2 z^2}, \quad \sigma = \tau = 1$$

and since $z > 0$, the approximation (19.3.6) yields the same answer as (19.3.3),

$$E(x, y, z) = e^{i(\sigma+1)\tau \pi} \frac{2\pi}{\sqrt{\det \Phi}} \hat{E}(k_x^0, k_y^0) e^{i\phi(k_x^0, k_y^0)}$$ \hspace{1cm} (19.3.11)

or,

$$E(x, y, z) = jk \frac{z}{r} e^{-jkr} \hat{E}(k_x^0, k_y^0) = 2j k \cos \theta \frac{e^{-jkr}}{4\pi r} \hat{E}(k_x^0, k_y^0)$$

19.4 One-Dimensional Apertures

The plane-wave spectrum representations and the Rayleigh-Sommerfeld diffraction formulas apply also to the special case of one-dimensional line sources and apertures, such as infinitely long narrow slits or strips, as shown for example in Fig. 19.4.1.

Specifically, we will assume that the one-dimensional aperture is along the $x$-direction and the fields, $E(x, z)$, depend only on the $x, z$ coordinates and have no dependence on the $y$-coordinate. We recall from Eqs. (D.22) and (D.32) of Appendix D that the 2-D
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The far-field approximation easily follows from (19.4.8), for large \( r = \sqrt{x^2 + z^2} \),

\[
E(x, z) \approx e^{j2\pi} \cos \theta \sqrt{\frac{k}{2\pi r}} e^{-jkx} \hat{E}(k_\rho^0) 
\]

(19.4.9)

where \( k_\rho^0 = kx/r = k \sin \theta \), \( k_z^0 = kz/r = k \cos \theta \), \( \cos \theta = z/r \). Eq. (19.4.9) can be derived either by applying the stationary-phase method to the one-dimensional Fourier integral (19.4.6), that is, Eq. (H.4) of Appendix H, or, by using the following asymptotic expression for the Hankel function \( H_1^{(2)} \) in (19.4.8),

\[
H_1^{(2)}(k\rho) \approx \sqrt{\frac{2}{\pi k\rho}} e^{-jk\rho - \frac{\pi}{4}}, \quad \text{for large } \rho
\]

and replacing the \( \rho \) in the exponential \( e^{-jk\rho} \) by the approximation,

\[
\rho = \sqrt{(x-x')^2+z^2} = \sqrt{r^2 - 2xx' + x'^2} \approx r - \frac{x}{r} x'
\]

and also replacing \( \rho \) by \( r \) in the other factors of (19.4.8).

In both the 3-D and 2-D cases, the radial dependence of the far field describes an outgoing spherical or cylindrical wave, while the angular pattern is given by the product of the obliquity factor \( \cos \theta \) and the spatial Fourier transform of the aperture distribution evaluated at the wavenumber \( k = k\hat{r} \).

19.5 Plane-Wave Spectrum—Vector Case

Next, we discuss the vector case for electromagnetic fields. To simplify the notation, we define the two-dimensional transverse vectors \( r_\perp = \hat{x} x + \hat{y} y \) and \( k_\perp = \hat{x} k_x + \hat{y} k_y \), as well as the transverse gradient \( \nabla_\perp = \hat{x} \partial_x + \hat{y} \partial_y \), so that the full three-dimensional gradient is,

\[
\nabla = \hat{x} \partial_x + \hat{y} \partial_y + \hat{z} \partial_z = \nabla_\perp + \hat{z} \partial_z
\]

In this notation, Eq. (19.2.6) reads, \( \hat{E}(k_{\perp}, z) = \hat{h}(k_{\perp}, z) \hat{E}(k_{\perp}) \), with \( \hat{h}(k_{\perp}, z) = e^{-jk_\perp z} \).

The plane-wave spectrum representations (19.2.4) and (19.2.8) now are,

\[
E(r_{\perp}, z) = \int_{-\infty}^{\infty} \hat{E}(k_{\perp}) e^{-jk_{\perp}z} e^{-jk_{\perp} \cdot r_{\perp}} \frac{d^2k_{\perp}}{(2\pi)^2} E[r_{\perp,0}] h(r_{\perp,0}, z) d^2r_{\perp}
\]

(19.5.1)

for \( z \geq 0 \), where

\[
\hat{E}(k_{\perp}) = \int_{-\infty}^{\infty} e^{jk_{\perp} \cdot r_{\perp}} E(r_{\perp,0}) d^2r_{\perp}
\]

(19.5.2)

\(^1\) where the integral sign represents double integration; note also that in the literature one often sees the notation \( k_1, r_1 \) with the subscript \( || \) meaning "parallel" to the interface, whereas our notation \( k_{\perp}, r_{\perp} \) means "perpendicular" to \( z \).
\[
\begin{align*}
    h(r_\perp, z) &= \int_{-\infty}^{\infty} e^{-jkr_\perp} e^{-jk_zr_z} \frac{d^2k_z}{(2\pi)^2} = -2 \frac{\hat{z}}{iz} \left( e^{-jk_zr_z} \right), \quad r = \sqrt{r_\perp^2 + z^2} \\
    E(r_\perp, z) &= \int_{-\infty}^{\infty} \hat{E}_z(k_z) - \hat{z} \cdot \hat{E}_z(k_z) \frac{k_z}{k_z} e^{-jk_zr_z} e^{-jk_zr_z} \frac{d^2k_z}{(2\pi)^2} \\
    H(r_\perp, z) &= \frac{1}{\eta k} \int_{-\infty}^{\infty} \hat{H}_z(k_z) - \hat{z} \cdot \hat{H}_z(k_z) \frac{k_z}{k_z} e^{-jk_zr_z} e^{-jk_zr_z} \frac{d^2k_z}{(2\pi)^2}
\end{align*}
\]

where, \( k = k_\perp + \hat{z}k_z = \hat{k}_x + \hat{y}k_y + \hat{z}k_z \). The magnetic field was obtained from Faraday's law, \( \nabla \times E = -\mu_0 j \hat{E} \). Replacing, \( \omega \mu = k \eta \), since \( k = \omega \sqrt{\mu \epsilon} \) and \( \eta = \sqrt{\mu \epsilon} \), we have, \( \hat{H} = \nabla \times \hat{E} / (-j \eta \omega) \), which leads to the above expression for \( \hat{H} \) by bringing the gradient \( \nabla \) inside the Fourier integral for \( \hat{E} \) and replacing it by \( \nabla \rightarrow -j k \).

The plane-wave Fourier components for \( E \) and \( H \) form a right-handed vector triplet together with the vector \( k \),

\[
\hat{E}(k_z) = \hat{E}_z(k_z) - \hat{z} \cdot \hat{E}_z(k_z) \frac{k_z}{k_z} = \frac{1}{\eta k} \hat{k} \times \hat{E}(k_z)
\]

Albeit complex-valued valued of Eq. (19.2.3), the normalized vector \( \hat{k} = k/k \) can be thought of as a unit vector, indeed, satisfying, \( k \cdot k = k_x^2 + k_y^2 + k_z^2 = k^2 \), or, \( k \cdot \hat{k} = 1 \).

It follows from (19.5.9), that \( k \cdot \hat{H}(k_z) = 0 \) and \( k \times \hat{H}(k_z) = -k \hat{k} \cdot \hat{E}(k_z) / \eta = -j \omega k \hat{k} \cdot \hat{E}(k_z) \), which imply that Eqs. (19.5.9) satisfy the remaining Maxwell equations, that is, \( \nabla \times \hat{H} = 0 \) and \( \nabla \cdot \hat{E} = j \omega k \hat{k} \cdot \hat{E} \) in the right half-space \( z \geq 0 \).

We could equally well have started with the tangential components of the magnetic field on the aperture, \( H_{\perp}(r_\perp', z) \), and the corresponding Fourier transform, \( \hat{H}_{\perp}(k_z) \), and have used the constraint \( \nabla \cdot \hat{H} = 0 \), or, \( k_z \cdot \hat{H}_{\perp}(k_z) + k_\perp \hat{H}_{\perp}(k_z) = 0 \), to obtain the following alternative plane-wave spectrum representation, with the electric field derived from, \( j \omega k \hat{k} \cdot \hat{E}(k_z) \), for \( x \geq 0 \).

\[
\begin{align*}
    \hat{H}(k_z) &= \hat{H}_{\perp}(k_z) - \hat{z} \cdot \hat{H}_{\perp}(k_z) \frac{k_z}{k_z} e^{-jk_zr_z} e^{-jk_zr_z} \frac{d^2k_z}{(2\pi)^2} \\
    \hat{E}(k_z) &= \frac{\eta k}{\eta k} \hat{k} \times \hat{E}(k_z)
\end{align*}
\]

The plane-wave Fourier components still form a right-handed triplet with \( k \),

\[
\hat{H}(k_z) = \hat{H}_{\perp}(k_z) - \hat{z} \cdot \hat{H}_{\perp}(k_z) \frac{k_z}{k_z}
\]

Eqs. (19.5.11) are entirely equivalent to (19.5.9), hence (19.5.10) are equivalent to (19.5.8). Eqs. (19.5.10) could also be obtained quickly from (19.5.8) by a duality transformation, that is, \( \hat{E} \rightarrow \hat{H}, \hat{H} \rightarrow -j \hat{E}, \eta \rightarrow \eta^{-1} \).
Example 19.5.1: Oblique Plane Wave. Here, we show that the plane-wave spectrum method correctly generates an ordinary plane wave from its transverse values at an input plane. Consider a TM electromagnetic wave propagating at an angle \( \theta_0 \) with respect to the z axis, as shown in the figure below. The electric field at an arbitrary point, and its transverse part evaluated on the plane \( z' = 0 \), are given by

\[
E(r, z) = E_0 (\mathbf{k} \cos \theta_0 - \hat{z} \sin \theta_0) e^{-j(\mathbf{k} \cdot \mathbf{r} + k_0 z')}
\]

\[
E_z (r, z) = \hat{E}_z E_0 k \cos \theta_0 - \hat{z} E_0 \sin \theta_0 e^{-j(k z' + k_0 z)}
\]

where now, \( k = k_1 + \hat{z} k_z = \hat{x} k_x + \hat{z} k_z \), and hence, the constraint, \( k \cdot \hat{E} = 0 \), implies

\[
\frac{\hat{E}_z}{k_z} = \frac{k_x \hat{E}_x}{k_z} = -\frac{k_x}{k_z} \hat{E}_x \tag{19.5.13}
\]

We may rewrite (19.5.12) more explicitly in terms of the transverse \( E_x, E_y \) components,

\[
E(x, z) = \int_{-\infty}^{\infty} \delta(\mathbf{r} - r) \hat{E}_x E_x(r, z) e^{-j\mathbf{k} \cdot \mathbf{r}} dk_x dk_z\tag{19.5.14}
\]

\[
H(x, z) = \frac{1}{\eta k} \int_{-\infty}^{\infty} \left[ k \times \left( \hat{E}_z (k_x) k_x \hat{E}_x (k_x) - \hat{z} k_x \hat{E}_x (k_x) k_z \right) \right] e^{-j\mathbf{k} \cdot \mathbf{r}} dk_x \tag{19.5.15}
\]

19.6 Far-Field Approximation, Radiation Pattern

The far-field approximation for the vector case is easily obtained by applying Eq. (19.3.3) to each component of the \( E, H \) fields, that is, for large \( r \),

\[
E(r) \approx 2j k \cos \theta \frac{e^{-jkr}}{4\pi r} \hat{E}(k_{1x}) \tag{far-field radiation pattern} \tag{19.6.1}
\]

and similarly for \( H \). Since \( k \cdot \hat{E} = 0 \) and \( k = k \hat{r} \), it follows that, \( \hat{r} \cdot E(r) = 0 \), thus, the far field has no radial component. The azimuthal and polar components are easily worked out from (19.6.1) to be,

\[
E_\phi = 2j k \frac{e^{-jkr}}{4\pi r} \cos \theta \left[ \hat{E}_x \cos \phi - \hat{E}_y \sin \phi \right]
\]

\[
E_\theta = 2j k \frac{e^{-jkr}}{4\pi r} \left[ \hat{E}_x \cos \phi + \hat{E}_y \sin \phi \right]
\]

\[
H_\phi = -\frac{\hat{k}}{\eta k} \times E_\phi \quad H_\theta = \frac{k}{\eta k} E_\phi \tag{19.6.2}
\]

These are the same as Eqs. (18.4.10) and (18.4.12) of Chap. 18, if we recognize that the quantity \( f(\theta, \phi) \) in those equations is nothing but \( f(\theta, \phi) = \hat{E}_z(k_x) \) evaluated at \( k = k \hat{r} \). In a similar fashion, we can show that the far-field approximation based on (19.5.10) is equivalent to (18.4.11), where now we have, \( g(\theta, \phi) = \hat{H}_x(k_x) \).

The cos \( \theta \) factor is an obliquity factor and is sometimes referred to as an element factor [1447]. The factors, \( \left[ \hat{E}_x \cos \phi - \hat{E}_y \sin \phi \right] \) and \( \left[ \hat{E}_x \cos \phi + \hat{E}_y \sin \phi \right] \), are referred to as pattern space factors.

For the 1-D case described by Eq. (19.5.12), the far-field approximation follows by applying the scalar result (19.4.9) to each component, that is, for large \( r = \sqrt{x^2 + z^2} \),

\[
E(r, \theta) \approx e^{j\frac{\pi}{2}} \cos \theta \sqrt{\frac{k}{2\pi r}} e^{-jkr} \hat{E}(k_x) \tag{far-field approximation} \tag{19.6.3}
\]
where, \( k_0^x = k \sin \theta, \ k_0^y = k \cos \theta, \ \cos \theta = z/r \). Resolving these into the cylindrical coordinate directions, \( \hat{r}, \hat{\theta}, \hat{z} \), shown in Fig. 19.4.1, we have, \( E = \hat{\theta} E_\theta + \hat{z} E_z \),

\[
E_\theta(r, \theta) = e^{j\pi} \sqrt{\frac{k}{2\pi}} e^{-jkr} \cos \theta \hat{E}_\theta(k_0^x)
\]
\[
E_z(r, \theta) = e^{j\pi} \sqrt{\frac{k}{2\pi}} e^{-jkr} \hat{E}_z(k_0^x)
\] (19.6.4)

For the magnetic field, we have, \( H = \hat{r} \times \hat{E} / \eta = (\hat{\theta} E_\theta - \hat{z} E_z) / \eta \),

\[
H_\theta(r, \theta) = \frac{1}{\eta} E_\theta = -\frac{1}{\eta} e^{j\pi} \sqrt{\frac{k}{2\pi}} e^{-jkr} \cos \theta \hat{E}_\theta(k_0^x)
\]
\[
H_z(r, \theta) = \frac{1}{\eta} E_z = \frac{1}{\eta} e^{j\pi} \sqrt{\frac{k}{2\pi}} e^{-jkr} \hat{E}_z(k_0^x)
\] (19.6.5)

### 19.7 Radiated and Reactive Power, Directivity

The z-component of the Poynting vector at the \( z = 0 \) plane is given by,

\[
S_z = \frac{1}{2} \hat{E} \cdot \hat{H}^* (r_\perp, 0) \cdot \hat{z}
\] (19.7.1)

The total power \( P_{\text{rad}} \) transmitted through the aperture at \( z = 0 \), and radiated into the right half-space, can be obtained by integrating the real part, \( \text{Re} \{ S_z \} \), over the aperture. Similarly, the integral of the imaginary part, \( \text{Im} \{ S_z \} \), gives the reactive power \( P_{\text{react}} \) at the aperture. Thus, we have,

\[
P_{\text{rad}} + jP_{\text{react}} = \int_{-\infty}^{\infty} S_z d^2r_\perp = \frac{1}{2} \int_{-\infty}^{\infty} \text{Re} \{ E_z (r_\perp, 0) \times H^*_z (r_\perp, 0) \} \cdot \hat{z} \ d^2r_\perp
\] (19.7.2)

Applying the vectorial version of Parseval's identity, we may express Eq. (19.7.2) as an integral in the wavenumber domain of the corresponding 2-D Fourier transforms \( \hat{E}, \hat{H} \) of \( E, H \), which are defined in Eq. (19.5.8). Thus, we find,

\[
P_{\text{rad}} + jP_{\text{react}} = \frac{1}{2} \int_{-\infty}^{\infty} \hat{E} \cdot \hat{H}^* \cdot \hat{z} = \frac{1}{2} \int_{-\infty}^{\infty} \hat{E}_\perp \cdot \hat{H}_\perp^* \cdot \hat{z} d^2k_\perp
\] (19.7.3)

But the plane-wave Fourier components satisfy, \( \hat{H} = k \times \hat{E} / \eta k \), where \( k = k_\perp + \hat{z} k_z \). The vector \( k_\perp \) is real-valued but \( k_z \) becomes imaginary in the evanescent part of the integral. Therefore, we may write, \( k^* = k + \hat{z} k_z^* = k + \hat{z} (k^*_\perp - k_z) \). Using the constraint, \( k \cdot \hat{E} = 0 \), which implies, \( k^* \cdot \hat{E} = \hat{E}_z (k^*_\perp - k_z) \), it follows that,

\[
\hat{E} \times \hat{H}^* \cdot \hat{z} = \frac{1}{\eta k} \hat{E} \times (k^* \times \hat{E}^*) \cdot \hat{z} = \frac{1}{\eta k} [k_z^* |\hat{E}_z|^2 - \hat{E}_z^* \hat{E}_z (k^*_\perp - k_z)] \cdot \hat{z} = \frac{1}{\eta k} [k_z^* |\hat{E}_z|^2 - \hat{E}_z^* \hat{E}_z (k^*_\perp - k_z)]
\]

Thus, Eq. (19.7.3) becomes,

\[
P_{\text{rad}} + jP_{\text{react}} = \frac{1}{2\eta k} \int_{k_\perp < k} [k_z^* |\hat{E}_z|^2 + k_z |\hat{E}_z|^2] \ d^2k_\perp
\] (19.7.4)

Splitting the integration over the visible/propagating region, \( |k_\perp| = \sqrt{k_x^2 + k_y^2} \geq k \), and over the invisible/evanescent region, \( |k_\perp| = \sqrt{k_x^2 + k_y^2} < k \), and noting that \( k_z \) is real over the former, and imaginary, over the latter region, we may separate \( P_{\text{rad}}, P_{\text{react}} \),

\[
P_{\text{rad}} = \frac{1}{2\eta k} \int_{|k_\perp| < k} [k_z^* |\hat{E}_z|^2 + k_z |\hat{E}_z|^2] \ d^2k_\perp
\]
\[
P_{\text{react}} = \frac{1}{2\eta k} \int_{|k_\perp| > k} jk_z |\hat{E}_z|^2 \ d^2k_\perp
\] (19.7.5)

In Sec. 18.6, we assumed that the transverse aperture fields were Huygens sources, that is, \( \hat{H}_\perp (r_\perp, 0) = \hat{z} \times \hat{E}_\perp (r_\perp, 0) / \eta \). Under this assumption, the radiated power is given approximately by,

\[
P_{\text{rad}} = \frac{1}{2\eta} \int_{-\infty}^{\infty} \text{Re} \{ E_z (r_\perp, 0) \times H^*_z (r_\perp, 0) \} \cdot \hat{z} \ d^2r_\perp
\]
\[
= \frac{1}{2\eta} \int_{-\infty}^{\infty} |E_z (r_\perp, 0)|^2 \ d^2r_\perp = \frac{1}{2\eta} \int_{-\infty}^{\infty} |\hat{E}_z|^2 \ d^2k_\perp
\] (19.7.6)

where we used Parseval’s identity in the last two integrals. Eq. (19.7.6) approximates (19.7.5) for large apertures [19]. Indeed, \( E_z \) is typically highly peaked in the forward direction, \( k_\perp = 0 \), or, \( k_z = k \), and hence, \( \hat{E}_z = -k \hat{z} \cdot \hat{E}_z / k_z \) is small compared to \( \hat{E}_z \) in (19.7.5). Thus, the two expressions will agree, if we also assume that the contribution of the invisible/evanescent region, \( |k_\perp| > k \), in (19.7.6) is small. However, such assumption is not warranted in the so-called super-directive apertures where a huge amount of reactive power resides in the invisible region.

An alternative way of calculating the radiated power is by integrating the radial component of the Poynting vector over a hemisphere of very large radius in the right half-space. At large radial distances, we may use the radiated fields given in (19.6.1),

\[
E_{\text{rad}} (r) = 2\eta k \cos \theta \frac{e^{-jkr}}{4\pi r} E(k_0^0) |k_\perp - k|^2, \quad H_{\text{rad}} (r) = \frac{1}{\eta} \hat{r} \times E_{\text{rad}}
\] (19.7.7)

The corresponding Poynting vector has only a radial component, since, \( \hat{r} \cdot E_{\text{rad}} = 0 \),

\[
\mathcal{P} = \frac{1}{2} \text{Re} \{ E_{\text{rad}} \times H_{\text{rad}}^* \} = \frac{1}{2\eta} \text{Re} \{ \hat{r} \times E_{\text{rad}} \} = \frac{1}{2\eta} |E_{\text{rad}}|^2 = \frac{1}{2\eta} \mathcal{T}_r
\] (19.7.8)

Using spherical coordinates, the net power transmitted through the right-half hemisphere of radius \( r \) will be given as follows,
It is convenient to rewrite these in a form that explicitly separates the TE and TM components, that is, $E_x$ and $H_y$. Using Eqs. (19.6.15), we find,

\[
P'_{\text{rad}} = \frac{1}{2 \eta} \int_{k_z \leq k_x} \left| \hat{E}_y \right|^2 + |\eta \hat{H}_y|^2 \frac{k_x}{2 \pi} dk_x
\]

\[
P'_{\text{react}} = \frac{1}{2 \eta} \int_{k_z > k_x} \left| \hat{E}_y \right|^2 - |\eta \hat{H}_y|^2 \frac{k_x}{2 \pi} dk_x
\]

Indeed, using Eqs. (19.6.15), we have in the visible region, $|k_x| \leq k$,

\[
|\hat{E}|^2 = |\hat{E}_x|^2 + |\hat{E}_y|^2 + |\hat{E}_z|^2 = |\hat{E}_y|^2 + |\hat{E}_z|^2 + |k_x|^2 |\hat{E}_x|^2 = |\hat{E}_y|^2 + |\hat{E}_z|^2 + |\eta \hat{H}_y|^2
\]

Similarly, in the invisible region, $|k_x| > k$, we have noting that $|k_x|^2 = k_x^2 - k^2$,

\[
|\hat{E}|^2 - |\hat{E}_x|^2 = |\hat{E}_y|^2 + |\hat{E}_z|^2 - \frac{k^2}{k_x^2} |\hat{E}_x|^2 = |\hat{E}_y|^2 - \frac{k^2}{k_x^2} |\hat{E}_x|^2 = |\hat{E}_y|^2 - |\eta \hat{H}_y|^2
\]

The same expression for $P'_{\text{rad}}$ can also be obtained by integrating the radial component $P_r$ of the Poynting vector over a semi-cylindrical surface of large radius $r$ and using the radiation fields (19.6.3). Fig. 19.7.1 illustrates the surface conventions in the 1-D and 2-D cases.

The directivity may be defined in terms of the power density through the cylindrical surface $dS = r \, d\theta \, dy$, that is,

\[
dp = P_r \, r \, d\theta \, dy
\]

or, with $P' = dp / dy$, using (19.6.3),

\[
dp = dp' / dy = r \, P_r = r \frac{1}{2 \eta} |E_{\text{rad}}|^2 = r \frac{1}{2 \eta} \sqrt{\frac{k}{2 \pi \tau}} e^{-jkr} \hat{E}(k_\perp)^2
\]

which gives for the directivity towards the $\theta$-direction,

\[
D(\theta) = \frac{dP'}{P_{\text{rad}}/2\pi} = k \frac{\cos^2 \theta |\hat{E}(k_\perp)^2|^2}{k \frac{k_z}{2 \pi}}
\]
where $k_0^2 = k \sin \theta$. We note that the denominator $P_r'/2\pi$ in the above definition represents the radiation intensity in the ideal cylindrically-isotropic case, that is,

$$\left( \frac{dP'}{d\theta} \right)_{\text{isotropic}} = \frac{P_r'}{2\pi}$$

If the maximum directivity is towards the forward direction, $\theta = 0$, or, $k_0 = 0$, then, $E_\theta = 0$, and we find the following expression for the maximum directivity, expressible also in terms of the TE and TM components,

$$D_{\text{max}} = k \frac{|E_z(0)|^2}{2\pi} = \frac{2\pi}{\lambda} \int_{-\infty}^{\infty} \frac{|\hat{E}_z(k_x)|^2}{k_x} dk_x$$

Finally, had we assumed that the aperture fields were Huygens sources, the maximum directivity would be given by the analogous expression to (19.7.11),

$$D_{\text{max}} = \frac{2\pi}{\lambda} \int_{-\infty}^{\infty} \frac{|\hat{E}_z(0)|^2}{2\pi} = \frac{2\pi}{\lambda} \int_{-\infty}^{\infty} |E_z(x,0)|^2 dx$$

For a finite-aperture of length $L$, extending over $-L/2 \leq x \leq L/2$, Eq. (19.7.17) is maximized when the aperture distribution $E_z(x,0)$ is uniform, resulting in the maximum value, $D_{\text{max}} = 2\pi L/\lambda$. This is the 1-D version of the 2-D result, $D_{\text{max}} = 4\pi A/\lambda^2$, for uniform apertures that we derived in Sec. 18.6, under the approximation of Eq. (19.7.6).

### 19.8 Smythe Diffraction Formulas

The plane-wave representations Eqs. (19.5.8) or Eq. (19.5.10), can also be written conventionally in terms of the transverse components, $E_z(r',0), H_z(r',0), r'$ on the $z = 0$ aperture plane. The resulting Rayleigh-Sommerfeld type formulas are known as Smythe’s formulas [132].

From the Weyl representations (D.18) and (D.20) of Appendix D, we have with $G(r) = e^{-jkz}/4\pi r$, and $r = |r| = \sqrt{x^2 + y^2 + z^2}$, and for $z \geq 0$,

$$-2\frac{\partial G}{\partial z} = \int_{-\infty}^{\infty} e^{-jkz}e^{-jkz-r} \frac{d^2k_z}{(2\pi)^2}, \quad -2\nabla_z G = \int_{-\infty}^{\infty} \frac{k_z}{k^2} e^{-jkz} e^{-jkz-r} \frac{d^2k_z}{(2\pi)^2}$$

that is, we have the 2-D Fourier transforms with respect to $r_z$,

$$\hat{G}(k_z,z) = \frac{e^{-jkz}}{2jkz}, \quad -\frac{2\hat{G}}{\partial z} = e^{-jkz}, \quad -2\nabla_z \hat{G} = \frac{k_z}{k^2} e^{-jkz}$$

We observe that in (19.5.8) the following products of Fourier transforms in $k_z$ appear, which will become convolutions in the $r_z$ domain:

$$\hat{E}_\perp(k_z) \cdot e^{-jkz} = \hat{E}_\perp(k_z) \cdot \left(-2\frac{\partial G}{\partial z}\right)$$

$$\hat{E}_\perp(k_z) \cdot \left(\frac{k_z}{k^2} e^{-jkz}\right) = \hat{E}_\perp(k_z) \cdot \left(-2\nabla_z G\right)$$

It follows that (19.5.8) can be written convolutionally in the form:

$$E(r_z,z) = -2\int_{-\infty}^{\infty} \hat{E}_\perp(r'_z,0) \frac{\partial G(R)}{\partial z} - 2 \left[ \hat{E}_\perp(k_z) \cdot \left(-2\nabla_z G\right) \right] e^{-jkz-r_z} \frac{d^2k_z}{(2\pi)^2}$$

This gives rise to Smythe’s formulas for the electric and magnetic fields, for $z \geq 0$,

$$E(r_z,z) = 2\nabla \times \int_{-\infty}^{\infty} \hat{E}_\perp(r'_z,0) G(R) d^2r_z'$$

$$H(r_z,z) = \frac{2j}{\eta k} \nabla \times \int_{-\infty}^{\infty} \hat{H}_\perp(r'_z,0) G(R) d^2r_z'$$

with $G(R) = e^{-jkR}/4\pi R$, and $R = \sqrt{r^2 + r'^2 + z^2}$. In a similar fashion, we obtain the Smythe formulas for the alternative representation of Eq. (19.5.10), which can also be obtained by applying a duality transformation to (19.8.4),

$$E(r_z,z) = 2\nabla \times \int_{-\infty}^{\infty} \hat{E}_\perp(r'_z,0) G(R) d^2r_z'$$

$$H(r_z,z) = \frac{2j}{\eta k} \nabla \times \int_{-\infty}^{\infty} \hat{H}_\perp(r'_z,0) G(R) d^2r_z'$$

Perhaps a faster way of deriving Eqs. (19.8.4) is as follows. Working in the wave-number domain and using the constraint, $k \cdot \hat{E} = k_x E_z + k_z \cdot \hat{E}_\perp = 0$, and some vector identities, we obtain,

$$k \times (\hat{E}_\perp) = k \times (\hat{E} - \hat{E}_\perp) = (k \cdot \hat{E}) \hat{z} - (k \cdot \hat{z}) \hat{E} = -\hat{E}_\perp$$

Recalling that, $\hat{G}(k_z,z) = e^{-jkz}/(2jkz)$, is the 2-D Fourier transform of the Green’s function $G(r) = e^{-jkR}/(4\pi R)$, for $z \geq 0$, we can write the propagation filter in the form,

$$\hat{h}(k_z,z) = e^{-jkz} = 2jkz \cdot \left[ \frac{e^{-jkz}}{2jkz} \right] = 2jkz \cdot \hat{G}(k_z,z)$$

(19.8.6)
Then, the Fourier transform of the propagated field becomes,

\[ \hat{E}(k_z, z) = \hat{E}(k_z) e^{-jkz} = \hat{E}(k_z) \cdot 2jk \cdot \hat{G}(k_z, z) = -\frac{k}{k_z} (\hat{z} \times \hat{E}_z) \cdot \hat{G}(k_z, z) \]

or,

\[ \hat{E}(k_z, z) = -2jk \times (\hat{z} \times \hat{E}_z) \cdot \hat{G}(k_z, z) \]  \hspace{1cm} (19.8.7)

Eq. (19.8.4) follows immediately from this by taking inverse Fourier transforms of both sides and replacing \(-jk\) by \(\nabla\).

**Connection to Franz Formulas**

The Smythe formulas can be also derived more directly by using the Franz formulas (18.10.13) and making use of the extinction theorem as we did in Sec. 19.1 in the discussion of the Rayleigh-Sommerfeld formula.

Assuming \(z > 0\), and applying (18.10.13) to the closed surface \(S + S_\infty\) of Fig. 19.1.1, and dropping the \(S_\infty\) term, it follows that the left-hand side of (18.10.13) will be zero if the point \(r\) is not in the right half-space. In particular, it will be zero when evaluated at the reflected point \(r = r_+ - zz\) in the left half-space. To simplify the notation, we define the transverse electric and magnetic vector potentials:

\[ F(r) = 2 \int_{-\infty}^{\infty} [\hat{z} \times E_z(r'_z, 0)] G(R) d^2r'_z \]
\[ A(r) = 2 \int_{-\infty}^{\infty} [\hat{z} \times H_z(r'_z, 0)] G(R) d^2r'_z \]  \hspace{1cm} (19.8.8)

where we took \(S\) to be the \(xy\) plane with the unit vector \(\hat{n} = \hat{y}\), and \(G(R) = e^{-jkR}/4\pi R\), and \(R = \sqrt{r^2 + z^2}\). Then, the Franz formulas, Eqs. (18.10.13) and (18.10.14), can be written as follows, after setting \(\omega = k\eta\) and \(\omega = c / k\eta\),

\[ E(r) = \frac{1}{2jk} \nabla \times (\nabla \times A) + \frac{1}{2} \nabla \times F \]
\[ H(r) = \frac{1}{2j\kappa} \nabla \times (\nabla \times A) + \frac{1}{2} \nabla \times A \]  \hspace{1cm} (19.8.9)

Noting that \(F, A\) are transverse and using some vector identities and the decomposition \(\nabla = \nabla_\perp + \hat{z} \partial_z\), we may rewrite the above in a form that explicitly separates the transverse and longitudinal parts, so that if \(r\) is in the right half-space:

\[ E(r) = \frac{1}{2j\kappa} [\nabla_\perp (\nabla_\perp \cdot A) - \nabla^2 A] + \frac{1}{2} \nabla_\perp \partial_z F + \frac{1}{2j\kappa} [\hat{z} \partial_z (\nabla_\perp \cdot A)] + \frac{1}{2} \nabla_\perp \times F \]
\[ H(r) = \frac{1}{2j\kappa} [\nabla_\perp (\nabla_\perp \cdot F) - \nabla^2 F] + \frac{1}{2} \hat{z} \nabla_\perp \partial_z A + \frac{1}{2j\kappa} [\hat{z} \partial_z (\nabla_\perp \cdot F)] + \frac{1}{2} \nabla_\perp \times A \]  \hspace{1cm} (19.8.10)

where we used the identity,

\[ \nabla \times (\nabla \times A) = \nabla (\nabla \cdot A) - \nabla^2 A = \nabla_\perp (\nabla_\perp \cdot A) - \nabla^2 A + \hat{z} \partial_z (\nabla_\perp \cdot A) \]

If \(r\) is chosen to be the reflected point \(r_+\), then \(G = G\) and the vectors \(F, A\) remain the same, but the gradient with respect to \(r\) is now \(\nabla_\perp = \nabla_\perp - \hat{z} \partial_z\), arising from the replacement \(z \rightarrow -z\). Thus, replacing \(\partial_z \rightarrow -\partial_z\) in (19.8.10) and setting the result to zero, we have:

\[ 0 = \frac{1}{2j\kappa} [\nabla_\perp (\nabla_\perp \cdot A) - \nabla^2 A] + \frac{1}{2} \hat{z} \nabla_\perp \partial_z F \]
\[ 0 = \frac{1}{2j\kappa} [\nabla_\perp (\nabla_\perp \cdot F) - \nabla^2 F] + \frac{1}{2} \hat{z} \nabla_\perp \partial_z A \]  \hspace{1cm} (19.8.11)

Separating (19.8.11) into its transverse and longitudinal parts, we have:

\[ \frac{1}{j\kappa} [\nabla_\perp (\nabla_\perp \cdot A) - \nabla^2 A] = \frac{1}{2} \hat{z} \nabla_\perp \partial_z F \]
\[ \frac{1}{j\kappa} [\nabla_\perp (\nabla_\perp \cdot F) - \nabla^2 F] = \frac{1}{2} \hat{z} \nabla_\perp \partial_z A \]  \hspace{1cm} (19.8.12)

Using these conditions into Eq. (19.8.10), we obtain the doubling of terms:

\[ E(r) = \nabla_\perp \times F + \hat{z} \nabla_\perp \partial_z F = \nabla \times F \]
\[ H(r) = \frac{1}{j\kappa} [\nabla_\perp (\nabla_\perp \cdot F) - \nabla^2 F + \hat{z} \nabla_\perp \partial_z F] = -\nabla \times (\nabla \times F) \]  \hspace{1cm} (19.8.13)

which are the same as Eqs. (19.8.4). Alternatively, we may express the diffracted fields in terms of the values of the magnetic field at the \(xy\) surface:

\[ E(r) = \frac{1}{j\kappa} [\nabla_\perp (\nabla_\perp \cdot A) - \nabla^2 A + \hat{z} \nabla_\perp \partial_z (\nabla_\perp \cdot A)] = \frac{1}{j\kappa} \nabla \times (\nabla \times A) \]
\[ H(r) = \nabla_\perp \times A + \hat{z} \nabla_\perp \partial_z A = \nabla \times A \]  \hspace{1cm} (19.8.14)

which are the same as (19.8.5).

By applying the operation \((k^2 + \nabla^2)\) to the definitions (19.8.8), and using the Green’s function property, \((k^2 + \nabla^2) \delta(r - r') = -\delta^{(2)}(r - r') \delta(z - z')\), applied at \(z' = 0\), we find that \(F, A\) satisfy the Helmholtz equations,

\[ \nabla^2 F + k^2 F = -2[\hat{z} \times E_z(r_+, 0)] \delta(z) \]
\[ \nabla^2 A + k^2 A = -2[\hat{z} \times H_z(r_+, 0)] \delta(z) \]  \hspace{1cm} (19.8.15)

According to the field-equivalence principle, the effective surface currents defined in Eq. (18.10.8) are, \(J_\parallel = \hat{z} \times H_\perp\) and \(J_{\text{ms}} = -\hat{z} \times E_\perp\), with the corresponding volume.
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We note that Eqs. (19.8.15) are the Helmholtz equations (18.2.5) satisfied by the effective surface magnetic and electric vector potentials \( A_s, A_{ms} \), driven by these volume currents as sources, that is,

\[
\nabla^2 A + k^2 A = -\mu J_s \delta(z)
\]
\[
\nabla^2 A_m + k^2 A_m = -\epsilon J_{ms} \delta(z)
\]

where we noted earlier, we have the identifications, \( F = -2A_{ms}/\epsilon \) and \( A = 2A_s/\mu \).

**Summary**

Because \( z > 0 \), both \( F \) and \( A \) satisfy the homogeneous Helmholtz equation, so that \( \nabla \times (\nabla \times F) = \nabla (\nabla \cdot F) - \nabla^2 F = \nabla (\nabla \cdot F) + k^2 F \), and similarly for \( A \). Thus, the expressions for the EM fields, may be summarized as follows, in terms of \( F \),

\[
F = \nabla \times A
- jk\eta H = \nabla \times (\nabla \times F) = k^2 F + \nabla (\nabla \cdot F)
\]

or, separating transverse and longitudinal parts,

\[
E_\perp = \hat{z} \times \partial_z F
\]
\[
E_\perp = \hat{z} \times \partial_z F
\]
\[
\hat{z} E_\perp = \nabla_\perp \times F
\]
\[
- jk\eta H_\perp = k^2 F + \nabla_\perp (\nabla_\perp \cdot F)
\]
\[
- jk\eta H_\perp = k^2 F + \nabla_\perp (\nabla_\perp \cdot F)
\]

and, writing them component-wise,

\[
E_x = -\partial_z F_y
\]
\[
E_y = \partial_z F_x
\]
\[
E_z = \partial_x F_y - \partial_y F_x
\]
\[
E_z = \partial_x F_y - \partial_y F_x
\]
\[
- jk\eta H_x = k^2 F_x + \partial_x (\partial_x F_x + \partial_y F_y)
\]
\[
- jk\eta H_y = k^2 F_y + \partial_y (\partial_x F_x + \partial_y F_y)
\]
\[
- jk\eta H_z = \partial_z (\partial_x F_x + \partial_y F_y)
\]

where the components \( F_x, F_y \) are given by the definitions (19.8.8),

\[
F_x(r, z) = 2 \int_{-\infty}^{\infty} E_y(r', 0) G(R) d^2r'
\]
\[
F_y(r, z) = -2 \int_{-\infty}^{\infty} E_x(r', 0) G(R) d^2r'
\]

Another set of useful relationships follows from the transverse part of Faraday's law, that is, \(-jk\eta H_\perp = \nabla_\perp \times (\hat{z} E_\perp)\), or, \( \hat{z} \times \partial_z E_\perp = -jk\eta H_\perp - \nabla_\perp \times (\nabla_\perp \cdot F) = -j(k^2 + \nabla_\perp^2) F\),

\[
(k^2 + \nabla_\perp^2) F = \hat{z} \times \partial_z E_\perp = -jk\eta H_\perp - \nabla_\perp \times (\nabla_\perp \cdot F)
\]

\[
(k^2 + \nabla_\perp^2) F = \hat{z} \times \partial_z E_\perp = -jk\eta H_\perp - \nabla_\perp \times (\nabla_\perp \cdot F)
\]

where \( \nabla_\perp^2 = \partial_x^2 + \partial_y^2 \). An analogous set of relationships is obtained in terms of the magnetic vector potential \( A \) by applying a duality transformation to the above, that is, \( E \rightarrow H, H \rightarrow -E, \eta \rightarrow \eta^{-1}, \) and \( F \rightarrow A \),

\[
H = \nabla \times A
- jk\eta E = \nabla \times (\nabla \times A) = k^2 A + \nabla (\nabla \cdot A)
\]

or, separating transverse and longitudinal parts,

\[
H_\perp = \hat{z} \times \partial_z A
\]
\[
\hat{z} H_\perp = \nabla_\perp \times A
\]
\[
jk\eta^{-1} E_\perp = k^2 A + \nabla_\perp (\nabla_\perp \cdot A)
\]
\[
jk\eta^{-1} \hat{z} E_\perp = \hat{z} \partial_z (\nabla_\perp \cdot A)
\]

and, component-wise,

\[
H_x = -\partial_z A_y
\]
\[
H_y = \partial_z A_x
\]
\[
H_z = \partial_x A_y - \partial_y A_x
\]
\[
- jk\eta^{-1} E_x = k^2 A_x + \partial_x (\partial_x A_x + \partial_y A_y)
\]
\[
- jk\eta^{-1} E_y = k^2 A_y + \partial_y (\partial_x A_x + \partial_y A_y)
\]
\[
- jk\eta^{-1} E_z = \partial_z (\partial_x A_x + \partial_y A_y)
\]

with \( A_x, A_y \) given by the definitions (19.8.8),

\[
A_x(r, z) = 2 \int_{-\infty}^{\infty} H_y(r', 0) G(R) d^2r'
\]
\[
A_y(r, z) = -2 \int_{-\infty}^{\infty} H_x(r', 0) G(R) d^2r'
\]

\[
R = \sqrt{|r - r'|^2 + z^2}
\]
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and, moreover,

\[ (k^2 + \nabla_z^2) A = jk\eta^{-1} E_z - \nabla_z H_z \times \hat{z} \]  

(19.8.26)

\[ (k^2 + \nabla_z^2) A_x = -\partial_z H_y \]

\[ (k^2 + \nabla_z^2) A_y = \partial_z H_x \]  

(19.8.27)

with (19.8.26) following from the transverse part of Ampère's law,

\[ jk\eta^{-1} E_z = \nabla_z \times (\hat{z} H_z) \]

Equations (19.8.16)–(19.8.27) apply for arbitrary \( z \approx 0 \). As we discussed in Sec. 19.1, for arbitrary \( z \approx 0 \) the fields might be different from the two sides of the \( z = 0 \) interface. In such cases, the definitions (19.8.8) of the electric and magnetic vector potentials must be modified to allow possibly different limiting values of the transverse fields at \( z = 0 \),

\[ F_\pm(r,z) = 2 \int_{-\infty}^{\infty} \left[ \hat{z} \times E_\pm (r',0^+) \right] G(R) d^2 r' \]

\[ A_\pm(r,z) = 2 \int_{-\infty}^{\infty} \left[ \hat{z} \times H_\pm (r',0^+) \right] G(R) d^2 r' \]  

(19.8.28)

Then, the Smythe formulas become, for \( z \approx 0 \),

\[ E_z = \pm \hat{z} \times \partial_z F_\pm \]

\[ \partial_z E_z = \pm \nabla_\perp \times F_\pm \]

\[ -jk\eta H_\pm = \pm \left[ k^2 F_\pm + \nabla_\perp (\nabla_\perp \cdot F_\pm) \right] \]  

(19.8.29)

\[ -jk\eta \partial_z H_\pm = \pm \partial_z (\nabla_\perp \cdot F_\pm) \]

and,

\[ H_z = \pm \hat{z} \times \partial_z A_\pm \]

\[ \partial_z H_z = \pm \nabla_\perp \times A_\pm \]

\[ jk\eta^{-1} E_z = \pm \left[ k^2 A_\pm + \nabla_\perp (\nabla_\perp \cdot A_\pm) \right] \]

\[ jk\eta^{-1} \partial_z E_z = \pm \partial_z \hat{z} \cdot (\nabla_\perp \cdot A_\pm) \]  

(19.8.30)

(19.8.31)

Let us explore these a bit further. If we assume that \( E_z \) is continuous across the plane \( z = 0 \) (as would be the case for the scattered fields from planar conducting screens), that is, \( E_z (r',0^-) = E_z (r',0^+) \), then, \( F_\pm = F_- \), and \( F \) becomes an even function of \( z \), and Eq. (19.8.29) reads in this case,

\[ E_z = \pm \hat{z} \times \partial_z F \]

\[ \partial_z E_z = \pm \nabla_\perp \times F \]

\[ -jk\eta H_z = \pm \left[ k^2 F + \nabla_\perp (\nabla_\perp \cdot F) \right] \]

\[ -jk\eta \partial_z H_z = \pm \partial_z \hat{z} \cdot (\nabla_\perp \cdot F) \]  

for \( z \approx 0 \)

Since the \( z \)-derivative of an even function is odd in \( z \), it follows from Eq. (19.8.31) that \( E_z (r,z) \) will be even in \( z \), whereas \( E_z (r,z) \) will be odd, and similarly, \( H_z (r,z) \) will be odd, while \( H_z (r,z) \) will be even.

But if \( H_z \) is odd, then, \( H_z (r',-0) = -H_z (r',+0) \), which implies that \( A_z = -A_z \), and \( A \) will be an odd function of \( z \). Denoting \( A \) simply by \( A \), we have \( A_z = \pm A \), so that the \( \pm \) signs cancel out in Eq. (19.8.30), which can then be written as follows,

\[ H_z = \hat{z} \times \partial_z A \]

\[ \partial_z H_z = \nabla_\perp \times A \]

\[ jk\eta^{-1} E_z = k^2 A + \nabla_\perp (\nabla_\perp \cdot A) \]

\[ jk\eta^{-1} \partial_z E_z = \hat{z} \cdot (\nabla_\perp \cdot A) \]  

(19.8.32)

The derivation of Eqs. (19.8.31) and (19.8.32) was based on the assumption that the \( E,H \) fields satisfied the homogeneous Helmholtz equations and the Sommerfeld radiation condition in both half-spaces, \( z \approx 0 \). But if there are sources of fields in \( z < 0 \), but not in \( z > 0 \), then only the \( z > 0 \) part of these equations would hold.

The type of fields for which (19.8.31)–(19.8.32) hold for both half-spaces are those that are generated by sources lying on the \( z = 0 \) plane, such as the scattered fields from planar conducting screens that are generated by the induced currents on the conductors.

The implications of Eq. (19.8.31) and (19.8.32) for apertures in conducting screens is discussed next.

19.9 Apertures in Conducting Screens

Consider an electromagnetic field \( E',H' \) incident from \( z < 0 \) onto an infinitely thin perfectly conducting planar screen \( M \) in which an aperture \( A \) has been cut, as shown in Fig. 19.9.1. The metallic part \( M \) and the aperture \( A \) make up the whole \( z = 0 \) plane. In practice, a finite thickness and finite conductivity must be assumed for the conducting screen. However, this idealized version has served as a prototype for this sort of diffraction problem.

The total fields consist of the incident fields \( E',H' \) plus the scattered fields, say, \( E^s,H^s \), generated by the induced surface currents on the conducting part, and radiated into the two half-spaces, \( z \approx 0 \),

\[ E = E' + E^s \]

\[ H = H' + H^s \]  

(19.9.1)

The fields must satisfy the boundary conditions that the total tangential electric field and total normal magnetic field be zero on the metallic part \( M \), that is,

\[ \hat{z} \times E = \hat{z} \times (E' + E^s) = 0 \]  

on \( M \)

(19.9.2)

\[ \hat{z} \cdot H = \hat{z} \cdot (H' + H^s) = 0 \]

In addition, for the particular planar geometry under consideration, the scattered fields satisfy the following symmetry properties with respect to the \( z = 0 \) plane,
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\[ \int_{-\infty}^{\infty} [\hat{z} \times E'_{s}(r'_z,0)] G(R) \, d^2 r'_z = 0 \]

Such conditions have been used invariably in all treatments of diffraction and scattering from such ideal planar conducting screens. They can be justified [41] by noting that the induced surface currents, causing the scattered fields, are constrained to flow on the infinitely thin conducting plane at \( z = 0 \) and have no \( z \)-component which would break the symmetry. The surface currents are free to radiate equally on both sides of the screen. See Ref. [1310] for a recent review of these symmetry properties.

The oddness of \( E'_{s}, H'_{s} \) together with their continuity across the aperture \( A \) implies that they must vanish on \( A \). On the other hand, they must be discontinuous on the metallic part \( M \). Thus, we have,

\[ \hat{z} \times H = \hat{z} \times H' \quad \text{on } A \]

These imply that, on the aperture \( A \), the corresponding components of the total field must remain equal to those of the incident fields, that is,

\[ \hat{z} \times E = \hat{z} \times E' \quad \text{on } A \]

Because the scattered fields \( E', H' \) satisfy the homogeneous Helmholtz equations on both sides \( z \geq 0 \) and the symmetry properties (19.9.3), it follows that Eqs. (19.8.31) and (19.8.32) will be applicable, that is, we have for \( z \geq 0 \),

\[ E^s = \pm \nabla \times F^s \]

\[ -jk\eta H^s = \pm [k^2 F^s + \nabla (\nabla_\perp \cdot F^s)] \]

\[ H^s = \nabla \times A^s \]

\[ jk\eta^{-1} E^s = k^2 A^s + \nabla (\nabla_\perp \cdot A^s) \]

where,

\[ F^s(r_z,z) = 2 \int_{-\infty}^{\infty} [\hat{z} \times E'_{s}(r'_z,0)] G(R) \, d^2 r'_z \]

\[ A^s(r_z,z) = 2 \int_{-\infty}^{\infty} [\hat{z} \times H'_{s}(r'_z,0)] G(R) \, d^2 r'_z \]

\[ R = \sqrt{|r_z - r'_z|^2 + z^2} \] (19.9.7)

The left set is usually more convenient for dealing with small apertures in large screens, whereas the right set is more convenient for scattering from small planar conducting screens. Let us work with the left set first. Because \( E'_1 = E_1 - E'_1 \), we may split \( F^s \) into the sum,

\[ F^s = 2 \int_{-\infty}^{\infty} [\hat{z} \times (E_1 - E'_1)] G(R) \, d^2 r'_z = F - F' \]

\[ F(r_z,z) = 2 \int_{-\infty}^{\infty} [\hat{z} \times E_1(r'_z,0)] G(R) \, d^2 r'_z \] (19.9.8)

\[ F'(r_z,z) = 2 \int_{-\infty}^{\infty} [\hat{z} \times E'_1(r'_z,0)] G(R) \, d^2 r'_z \] (19.9.9)

Replacing \( F^s = F - F' \) in Eq. (19.9.6) we obtain,

\[ E - E' = E^s = \pm \nabla \times (F - F') \Rightarrow E = E^s \mp \nabla \times F, \quad \text{or,} \]

\[ E = E^s \mp E' = \nabla \times F, \quad \text{for } z \geq 0 \] (19.9.10)

where we defined \( E' = \nabla \times F' \) for all \( z \geq 0 \). For \( z > 0 \), \( E' \) is equal to the incident field, \( E' = E^i \). Indeed, because we assumed that the sources generating the incident fields \( E^i, H^i \) are in the left half-space \( z < 0 \) and that there are no such sources in \( z > 0 \), it follows that \( E^i \) would also satisfy (19.8.31), that is, \( E^i = \nabla \times F^i \), but only for \( z > 0 \).

For \( z < 0 \), the field \( E^i \) is the field that would be reflected from the conducting screen if that screen filled the entire \( z = 0 \) plane, as is depicted in Fig. 19.9.2.

This is most clearly seen by using the plane-wave spectrum representation for \( E^i \). The convolutional equation (19.9.8) defining \( F^i \) can be written in the wavenumber domain in the following form, for all \( z \),

\[ F^i(r_z,z) = 2 \int_{-\infty}^{\infty} [\hat{z} \times E^i_{s}(r'_z,0)] G(R) \, d^2 r'_z \]

\[ = 2 \int_{-\infty}^{\infty} [\hat{z} \times E^i_{s}(k_z)] e^{-jk_z \cdot r_z} \frac{e^{-jk_z |x|}}{2jk_z} \frac{d^2 k_z}{(2\pi)^2} \]
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The calculation of $F$ from Eq. (19.9.9) requires knowledge of the transverse electric field components, $E_i(\mathbf{r}_i', 0)$, on the aperture $A$, that is, for $\mathbf{r}_i' \in A$. These can be obtained, in principle, by enforcing the conditions (19.9.5). From Eqs. (19.9.11) and (19.9.12), we have $-jk \eta H_i = k^2 F + \nabla_\perp \cdot F$ and $E_z = \hat{z} \cdot \nabla_\perp \times F$ for $z \geq 0$. Restricting these on $A$, and applying the conditions $\mathbf{H}_i = \mathbf{H}_i^i$ and $E_z = E_z^i$, we obtain the following integral equations for the unknowns $E_i(\mathbf{r}_i', 0)$,

\[
\begin{align*}
  k^2 F^0 + \nabla_\perp \cdot (F^0) &= -jk \eta H_i^i \quad \text{on } A \\
  \hat{z} \cdot \nabla_\perp \times F^0 &= E_z^i
\end{align*}
\]

where $F^0$ denotes the restriction of $F$ on $A$, that is, with $R_0 = |\mathbf{r}_z - \mathbf{r}_z'|$, and $\mathbf{r}_z \in A$,

\[
F^0(\mathbf{r}_z) = 2 \int_A [\hat{z} \times E_i(\mathbf{r}_i', 0)] G(R) \, d^2 \mathbf{r}_i'
\]

Eqs. (19.9.13) read component-wise,

\[
\begin{align*}
  k^2 F^0_x + \hat{x} \cdot (\hat{x} F^0_x + \hat{y} F^0_y) &= -jk \eta H_{i_x}^i \\
  k^2 F^0_y + \hat{y} \cdot (\hat{x} F^0_x + \hat{y} F^0_y) &= -jk \eta H_{i_y}^i \\
  \hat{z} \times F^0_x - \hat{z} \times F^0_y &= E_z^i
\end{align*}
\]

An alternative set of integral equations is obtained from Eq. (19.8.20) by noting that on $A$, we have, $\hat{z} \times \hat{z} \times E_i = -jk \eta H_i^i - \nabla_\perp E_z \times \hat{z} = -jk \eta H_{i_x}^i - \nabla_\perp E_z^i \times \hat{z} = \hat{z} \times \hat{z} \times E_z^i$. Thus, Eqs. (19.9.13) can be replaced by,

\[
\begin{align*}
  (k^2 + \nabla_\perp^2) F^0 &= \hat{z} \times \hat{z} \times E_z^i \\
  \hat{z} \cdot \nabla_\perp \times F^0 &= E_z^i
\end{align*}
\]

In principle, Eqs. (19.9.9)-(19.16) provide a complete solution to the diffraction problem by an aperture, with all the boundary conditions properly taken into account. By comparison, the Kirchhoff approximation consists of making the following approximation in the calculation of $F$ in (19.9.9),

\[
\hat{z} \times E = \hat{z} \times E^i, \quad \text{on } A \\
\hat{z} \times E = 0, \quad \text{on } M
\]

This amounts to replacing $F$ by $F^i$ in (19.9.11) and (19.9.12) and, moreover, $F^i$ is approximated by restricting its integration only to the aperture $A$. Thus, we have with $R = \sqrt{R_z - R_z'|^2 + z^2}$, and $z \geq 0$,

\[
\begin{align*}
  F^i &= 2 \int_A [\hat{z} \times E_i(\mathbf{r}_i', 0)] G(R) \, d^2 \mathbf{r}_i' \\
  E &= \nabla \times F^i \\
  -jk \eta H &= k^2 F^i + \nabla (\nabla_\perp \times F^i)
\end{align*}
\]

(Kirchhoff approximation)
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The purpose of the integral equations (19.9.13) was to determine the correct boundary values of the transverse electric field, \( \mathbf{z} \times \mathbf{E} \), in the aperture \( A \). The alternative procedure based on the magnetic potential \( \mathbf{A}^t \) in Eq. (19.9.6) determines instead the correct values of the scattered transverse magnetic field, \( \mathbf{z} \times \mathbf{H}^s \), on the conducting surface \( M \). Because \( \mathbf{z} \times \mathbf{H}^s = 0 \) on the aperture \( A \), the integral in the defining equation (19.9.7) for \( \mathbf{A}^t \) can be restricted to be over the conductor \( M \) only, that is, with \( R = \sqrt{r_\perp - r'_\perp}^2 + z^2 \),

\[
\mathbf{A}^t (r_\perp, z) = 2 \int_M \left[ \mathbf{z} \times \mathbf{H}^s_i (r'_\perp, 0^+) \right] G (R) \; d^2r'_\perp
\]  

(19.9.19)

The total fields are obtained from Eq. (19.9.6), for all \( z \geq 0 \),

\[
\mathbf{H} = \mathbf{H}^i + \mathbf{H}^s = \mathbf{H}^i + \nabla \times \mathbf{A}^t
\]

\[
\mathbf{E} = \mathbf{E}^i + \mathbf{E}^s = E^i + \frac{i}{j \kappa} \left[ k^2 \mathbf{A}^t + \nabla (\mathbf{z} \cdot \mathbf{A}^t) \right]
\]  

(19.9.20)

The boundary conditions (19.9.2) on the conductor \( M \) can be restated as,

\[
\mathbf{z} \times \mathbf{E}^i = -\mathbf{z} \times \mathbf{E}^i, \quad \mathbf{z} \cdot \mathbf{H}^i = -\mathbf{z} \cdot \mathbf{H}^i
\]  

(19.9.21)

Restricting Eqs. (19.9.20) to the conductor surface \( M \) and using (19.9.21), we obtain the following integral equations for the unknowns \( \mathbf{z} \times \mathbf{H}^s_i \) on \( M \),

\[
k^2 \mathbf{A}^0 + \nabla \perp \left( \nabla \perp \cdot \mathbf{A}^0 \right) = -j k \eta^{-1} \mathbf{E}^i
\]

\[
\mathbf{z} \cdot \nabla \perp \times \mathbf{A}^0 = -\mathbf{H}^s_z
\]  

on \( M \)  

(19.9.22)

where \( \mathbf{A}^0 \) denotes the restriction of \( \mathbf{A}^t \) on \( M \), that is, with \( R_0 = |r_\perp - r'_\perp| \), and \( r_\perp \in M \),

\[
\mathbf{A}^0 (r_\perp) = 2 \int_M \left[ \mathbf{z} \times \mathbf{H}^s_i (r'_\perp, 0^+) \right] G (R_0) \; d^2r'_\perp
\]  

(19.9.23)

Component-wise, Eqs. (19.9.22) are,

\[
k^2 A^0_x + \partial_\perp (\partial_\perp A^0_x + \partial_y A^0_y) = -j k \eta^{-1} E^i_x
\]

\[
k^2 A^0_y + \partial_\perp (\partial_\perp A^0_y + \partial_y A^0_y) = -j k \eta^{-1} E^i_y
\]

\[
\partial_\perp A^0_y - \partial_y A^0_y = -H^s_z
\]  

on \( M \)  

(19.9.24)

An equivalent system of integral equations may be obtained by combining (19.9.22) with Maxwell’s equations for \( \mathbf{E}^i \) on \( M \), that is,

\[
k^2 \mathbf{A}^0 + \nabla \perp \left( \nabla \perp \cdot \mathbf{A}^0 \right) = -j k \eta^{-1} \mathbf{E}^i
\]

\[
= -\mathbf{z} \times \partial_\perp \mathbf{H}^s_i + \nabla \perp \times (\nabla \perp \times \mathbf{A}^0) = -\mathbf{z} \times \partial_\perp \mathbf{H}^s_i + \nabla \perp \times (\nabla \perp \cdot \mathbf{A}^0) - \nabla \perp^2 \mathbf{A}^0
\]  

which leads to,

\[
(k^2 + \nabla \perp^2) \mathbf{A}^0 = -\mathbf{z} \times \partial_\perp \mathbf{H}^s_i
\]

\[
\mathbf{z} \cdot \nabla \perp \times \mathbf{A}^0 = -\mathbf{H}^s_z
\]  

on \( M \)  

(19.9.25)

Eqs. (19.9.19)–(19.9.25) provide an alternative procedure for solving the diffraction problem. Because it involves integral equations over the metal surface \( M \), the procedure is convenient for dealing with scattering from small flat conducting objects over which the integrations are more manageable. By contrast, the procedure based on Eqs. (19.9.9)–(19.9.16) involves integral equations over the aperture \( A \), and therefore, it is more appropriate for small apertures.

In the next two sections, we discuss two examples illustrating the above procedures. In Sec. 19.10, we revisit Sommerfeld’s exact solution of the half-plane problem and derive it using the formalism of Eqs. (19.9.19)–(19.9.25). In Sec. 19.11, we discuss the Rayleigh–Bethe–Bouwkamp approximate solution of diffraction by small holes using the formalism of Eqs. (19.9.9)–(19.9.16).

With the exception of the Sommerfeld half-space problem and some of its relatives, the integral equations (19.9.13) or (19.9.22) can only be solved numerically. An incomplete set references on the original formulation of such integral equations, on their numerical solution, including Wiener-Hopf factorization methods, and on some applications is [1312–1372].

19.10 Sommerfeld’s Half-Plane Problem Revisited

The Sommerfeld half-plane problem was discussed in Sec. 18.15. Here, we reconsider it by solving the integral equations (19.9.22) exactly using the plane-wave spectrum representation and Wiener-Hopf factorization methods.

![Fig. 19.10.1 Plane wave incident on conducting half-plane.](image-url)

We discuss only the TE case, and to facilitate the comparison with Sec. 18.15, we make only minor changes in notation, interchanging \( y \) and \( z \). The geometry is depicted in Fig. 19.10.1, where the conducting half-plane occupies the right-half \( (\alpha \approx 0) \) of the \( xy \) plane.
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A TE plane wave is incident from $z > 0$ onto the conducting plane at an angle $\alpha$ with respect to the $x$-axis, and we will assume that $0 \leq \alpha \leq 90^\circ$,

$$E^I = \hat{y} E^I_y(x, z) = \hat{y} E_0 \exp(jk'_x x + jk'_z z)$$

$$k\eta H^I = (jk'_x^2 - 2k'_z^2) E_0 \exp(jk'_x x + jk'_z z)$$

$$k'_x = k \cos \alpha, \quad k'_z = k \sin \alpha$$

Introducing polar coordinates, $x = \rho \cos \theta, z = \rho \sin \theta$, as shown in Fig. 19.10.1, the Sommerfeld solution from Sec. 18.15 is given by,

$$E_y = -E_0 \left[ e^{jk\rho \cos \theta, D(\nu_r)} - e^{jk\rho \cos \theta, D(\nu_l)} \right]$$

(19.10.2)

where

$$\theta_r = \theta + \alpha, \quad \nu_r = \sqrt{\frac{4k\rho}{\pi}} \cos \frac{\theta_r}{2}$$

$$\theta_l = \theta - \alpha, \quad \nu_l = \sqrt{\frac{4k\rho}{\pi}} \cos \frac{\theta_l}{2}$$

(19.10.3)

and $D(\nu)$ is the Fresnel diffraction coefficient, given in terms of the Fresnel integral $F(\nu)$ of Appendix F,

$$D(\nu) = \frac{1}{1 - \frac{j}{2}} \left[ 1 - j F(\nu) \right] = \frac{1}{1 - j} \int_{-\infty}^{\nu} e^{-j\nu'^2/2} du$$

(19.10.4)

The magnetic field is determined in terms of $E_r$ from, $jk\eta H = -\nabla \times E$,

$$jk\eta H_x = \frac{\partial E_y}{\partial z} = \sin \theta \frac{\partial E_y}{\partial \rho} + \cos \theta \frac{\partial E_y}{\partial \theta}$$

$$-jk\eta H_z = \cos \theta \frac{\partial E_y}{\partial \rho} - \sin \theta \frac{1}{2} \frac{\partial E_y}{\partial \theta}$$

(19.10.5)

Using (19.10.2), we find,

$$\eta H_x = E_0 \sin \alpha \left[ e^{jk\rho \cos \theta, D(\nu_r)} + e^{jk\rho \cos \theta, D(\nu_l)} \right] + E_0 F(\rho) \cos \frac{\theta}{2} \sin \frac{\alpha}{2}$$

$$\eta H_z = E_0 \cos \alpha \left[ e^{jk\rho \cos \theta, D(\nu_r)} - e^{jk\rho \cos \theta, D(\nu_l)} \right] + E_0 F(\rho) \sin \frac{\theta}{2} \sin \frac{\alpha}{2}$$

(19.10.6)

$$F(\rho) = \sqrt{\frac{2}{\pi \rho \eta}} e^{-jk\rho - j\frac{\alpha}{2}}$$

(19.10.7)

The corresponding scattered fields are, $E^S = E - E^I, H^S = H - H^I$. Noting that $k'_l x + k'_z z = \rho \cos \theta_l$ and using the identity, $D(-\nu) = 1 - D(\nu)$, we find,

$$E^S_x = -E_0 \left[ e^{jk\rho \cos \theta, D(\nu_r)} + e^{jk\rho \cos \theta, D(-\nu_r)} \right]$$

$$\eta H^S_x = E_0 \sin \alpha \left[ e^{jk\rho \cos \theta, D(\nu_r)} - e^{jk\rho \cos \theta, D(-\nu_r)} \right] + E_0 F(\rho) \cos \frac{\theta}{2} \sin \frac{\alpha}{2}$$

$$\eta H^S_z = E_0 \cos \alpha \left[ e^{jk\rho \cos \theta, D(\nu_r)} + e^{jk\rho \cos \theta, D(-\nu_r)} \right] + E_0 F(\rho) \sin \frac{\theta}{2} \sin \frac{\alpha}{2}$$

(19.10.8)

We may verify explicitly the symmetry properties (19.9.3) and boundary conditions (19.9.21). The replacement $z \rightarrow -z$ amounts to the following substitutions,

$$\theta \rightarrow 2\pi - \theta, \quad \cos \frac{\theta}{2} \rightarrow -\cos \frac{\theta}{2}, \quad \sin \frac{\theta}{2} \rightarrow \sin \frac{\theta}{2}$$

$$\theta_r \rightarrow 2\pi - \theta_r, \quad \nu_r \rightarrow -\nu_r, \quad \cos \theta_r \rightarrow -\cos \theta_r$$

$$\theta_l \rightarrow 2\pi - \theta_l, \quad \nu_l \rightarrow -\nu_l, \quad \cos \theta_l \rightarrow -\cos \theta_l$$

(19.10.9)

It follows then by inspection of Eqs. (19.10.8) that $E^S_x, H^S_x$ are even in $z$, and $H^S_z$ is odd. Similarly, we can verify that on the conducting surface, $\theta = 0$ or $\theta = 2\pi$, we have $E^S_x = -E^I_x$ and $H^S_z$ is odd. We note also that $H^S_z$ vanishes on the aperture, that is, at $z = 0$ and $x < 0$, or, $\theta = \pi$.

Next, we carry out the procedure based on the integral equations (19.9.22). We assume that there is no dependence on the $y$ coordinate and that the only non-zero field components are $E_y, H_x, H_z$. It follows that,

$$\hat{z} \times H^S_z = \hat{z} \times \hat{x} H^S_x = \hat{y} H^S_y$$

and therefore, the vector potential $A^I(x, z)$ defined in (19.9.19) will have only a $y$-component, say, $A^I_y(x, z)$, given by,

$$A^I_y(x, z) = 2 \int_{-\infty}^{\infty} H^S_z(x', 0) \gamma(R) \, dx' \, dy', \quad R = \sqrt{(x - x')^2 + (y - y')^2 + z^2}$$

where the integration is only over the metal part, $x \geq 0$, and $H^S_z(x', 0)$ denotes the value of the scattered field $H^S_z(x', z')$ on the transmitted side, $z' = 0$.

Integrating out the $y$ dependence using Eq. (19.4.1), we may rewrite $A^I_y$ in terms of the 2-D Green’s function, $G_2(x, z) = -\frac{j}{2} H^S_z(k \sqrt{x^2 + z^2})$,

$$A^I_y(x, z) = 2 \int_0^{\infty} H^S_z(x', 0) G_2(x - x', z) \, dx'$$

(19.10.10)

$$A^I_y(x, 0) = 2 \int_0^{\infty} H^S_z(x', 0) G_2(x - x', 0) \, dx'$$

(19.10.11)

The integral equation (19.9.22) has only a $y$-component, and because there is no $y$-dependence (i.e., all $y$-derivatives are zero), it reads simply,

$$2k^2 A_y(x, 0) = -jk\eta^{-1} E^S_y(x, 0), \quad x \geq 0$$

which can be rearranged as, $jk\eta A^I_y(x, 0) = E^I_y(x, 0)$, and more explicitly,

$$2jk \int_0^{\infty} H^S_z(x', 0) G_2(x - x', 0) \, dx' = E_0 \hat{k} L x$$

for $x \geq 0$ (19.10.11)

Because of the restriction, $x \geq 0$, this is an convolutional integral equation of the Wiener-Hopf type and cannot be solved by simply taking Fourier transforms of both sides—it can be solved by spectral factorization methods.
The second of Eqs. (19.9.22) is automatically satisfied by virtue of Maxwell’s equations for \( E^2, H^2 \). We have, \( \partial_y E_y^0(x, 0) = jk_\eta A_y^0(x, 0) = -j k_\eta H_z^0(x, 0) \), which implies that, \( \partial_y A_y^0(x, 0) = -H_z^0(x, 0) \), as required by (19.9.22).

Once the \( H_z^0(x, 0) \) is found, it determines \( A_y^0(x, z) \) for all \( z \). Then, the scattered and total electric fields can be found for all \( x, z \) from (19.9.20), remembering that \( \partial_y = 0 \).

\[
E_y^0(x, z) = -j k_\eta A_y^0(x, z)
\]

(19.10.12)

The integral equation condition (19.10.11) is equivalent to the vanishing of the tangential \( E \)-field on the conducting surface, that is, \( E_y(x, 0) \) is a left-sided function, satisfying, \( E_y(x, 0) = 0 \), for \( x \geq 0 \).

The function \( H_z^0(x, 0) \) is right-sided because it must vanish on the aperture side, \( x' < 0 \). Thus, the integration in (19.10.10) can be extended to the entire real-axis, and we may use the plane-wave spectrum representation (19.4.3) of \( G_2 \) to write \( A_y^0 \) as a Fourier integral, involving the as yet unknown Fourier transform \( \hat{H}_z(k_x) \) of \( H_z^0(x', 0) \),

\[
A_y^0(x, z) = 2 \int_{-\infty}^{\infty} \hat{H}_z(k_x) G_2(x - x', z) \, dx' \quad \text{for \( x \geq 0 \)}
\]

(19.10.13)

Setting \( z = 0 \) in (19.10.12) and taking Fourier transforms of both sides, and using (19.10.13), we have,

\[
E_y(x, 0) = E_y^0(x, 0) - j k_\eta A_y^0(x, 0)
\]

(19.10.14)

The Fourier transform of the input plane wave is, \( E_y^0(k_x) = 2 \pi \int \infty 0 e^{jkx} \, dx = 2 \pi E_0 \delta(k_x + k_x^0) \)

(19.10.15)

Our objective is to solve (19.10.14) for \( \hat{H}_z(k_x) \). So far we know that \( E_y(x, 0) \) is a left-sided function, but its Fourier transform \( \hat{E}_y(k_x) \) is unknown, and we also know that \( \hat{H}_z(k_x) \) is the Fourier transform of a right-sided function. This information is enough to solve (19.10.14).

Before delving into the solution, let us consider the analyticity properties of the Fourier transforms of right-sided and left-sided functions. Given a right-sided function \( f(x) \), that is, one that has support only for \( x \geq 0 \) and vanishes for all \( x < 0 \), its Fourier transform and its inverse will be denoted by,

\[
F_+(k_x) = \int_{0}^{\infty} f(x) e^{jkx} \, dx \quad \Rightarrow \quad f(x) = \int_{-\infty}^{\infty} F_+(k_x) e^{-jkx} \, dk_x
\]

(19.10.16)

Let us assume that \( f(x) \) decays exponentially like \( e^{-cx} \) for large positive \( x \). Then, it is straightforward to see that \( F_+(k_x) \) can be analytically continued in the complex \( k_x \)-plane to the region, \( \text{Im}(k_x) > -\epsilon \). We will refer to this as the upper-half plane (UHP).

We have for large \( x > 0 \),

\[
f(x) e^{jkx} \rightarrow e^{-cx} e^{jkx(x) + j \text{Re}(k_x) x} = e^{(k_\epsilon x + j \text{Im}(k_x) x)}
\]

which converges to zero if \( \text{Im}(k_x) > -\epsilon \), rendering the integral \( F_+(k_x) \) convergent. Conversely, the analyticity of \( F_+(k_x) \) implies that \( f(x) \) will be a right-sided function, so that, \( f(x) = 0 \) for \( x < 0 \). To see this, take \( x < 0 \) and replace the real-axis integration contour by a closed contour \( C \) consisting of the real axis and an infinite upper semi-circle,

\[
f(x) = \int_{-\infty}^{\infty} F_+(k_x) e^{-jkx} \, dk_x \]

(19.10.17)

Since \( F_+(k_x) \) is analytic in the upper-half plane, the contour integral will be zero. The contribution of the infinite semi-circle is zero for \( x < 0 \). Indeed, let \( k_\epsilon = R e^{i\beta} \) be a point on that upper circle, so that \( 0 < \beta < \pi \), then, since \( \sin \beta \geq 0 \), \( e^{-jk_\epsilon x} = e^{-j(Re(k_x) + jIm(k_x)) x} \) converging to zero.

Similarly, a left-sided function \( f(x) \), i.e., one that vanishes for \( x > 0 \) and converges exponentially to zero like \( e^{-|x|} \) for \( x < 0 \), will have a Fourier transform that is regular in the lower-half plane (LHP), \( \text{Im}(k_x) < \epsilon \).

\[
F_-(k_x) = \int_{-\infty}^{\infty} f(x) e^{jkx} \, dx \quad \Rightarrow \quad f(x) = \int_{-\infty}^{\infty} F_-(k_x) e^{-jkx} \, dk_x
\]

More generally, the Fourier transform of a double-sided function that decays exponentially like \( e^{-|x|} \), can be split into the sum of its right-sided/UHP part and its left-sided/LHP part,

\[
F(k_x) = \int_{-\infty}^{\infty} f(x) e^{jkx} \, dx = \int_{0}^{\infty} f(x) e^{jkx} \, dx + \int_{-\infty}^{0} f(x) e^{jkx} \, dx = F_+(k_x) + F_-(k_x)
\]

(19.10.18)

where \( F(k_x) \) will now be analytic in the strip, \( -\epsilon < \text{Im}(k_x) < \epsilon \). The integration contour of the inverse Fourier transform can be taken to be any line parallel to the real-axis as long as it lies in that strip, for example, with, \( -\epsilon < a < \epsilon \), we have,

\[
f(x) = \int_{-\infty}^{\infty} F(k_x) e^{-jkx} \, dk_x
\]

(19.10.19)
The factors in $k_z$ have the following upper/lower half-plane analyticity properties and provide an example of spectral factorization,

$$k_z = \sqrt{(k - j\epsilon)^2 - k_z^2} = \sqrt{k - j\epsilon + k_z} \cdot \sqrt{k - j\epsilon - k_z}$$  \hspace{1cm} (19.10.20)

We now turn to the solution of (19.10.14). Since $\hat{H}_s^y(x,0)$ is right-sided its Fourier transform, $\hat{H}_s^y(k_z)$, will be analytic in the upper-half plane, and since $E_y(x,0)$ is left-sided, its Fourier transform, $\hat{E}_y(k_z)$, will be analytic in the lower-half plane. Thus, assuming for a moment a more general incident field, the various terms in (19.10.14) will have the following analyticity properties,

$$\hat{E}_y(k_z) = \frac{\hat{E}_y^l(k_z)}{\sqrt{k - k_z}} - k\eta \frac{\hat{H}_s^y(k_z)}{\sqrt{k - k_z}}$$ \hspace{1cm} (19.10.21)

Replacing $k_z$ by the factorization (19.10.20), $k_z = \sqrt{k - k_z} \sqrt{k + k_z}$, and multiplying both sides by the LHP factor $\sqrt{k - k_z}$, we have,

$$\sqrt{k + k_z} \hat{E}_y(k_z) = \sqrt{k + k_z} \hat{E}_y^l(k_z) - k\eta \frac{\hat{H}_s^y(k_z)}{\sqrt{k - k_z}}$$  \hspace{1cm} (19.10.22)

This difference is simultaneously analytic in the upper and lower half planes, that is, in the entire complex plane, and one may argue that it must be identically zero. See [1316,1367] for a more precise justification, and [1371] for a more physical explanation based on the edge behavior of the fields as $x \to 0$ at $z = 0$. Thus, we obtain,

$$k\eta \frac{\hat{H}_s^y(k_z)}{\sqrt{k - k_z}} - \left[ \sqrt{k + k_z} \hat{E}_y^l(k_z) \right]_+ = 0$$

$$\left[ \sqrt{k + k_z} \hat{E}_y(k_z) - \sqrt{k + k_z} \hat{E}_y^l(k_z) \right]_+ = 0$$

The solution for $\hat{H}_s^y(k_z)$ is then,

$$k\eta \hat{H}_s^y(k_z) = \sqrt{k - k_z} \left[ \sqrt{k + k_z} \hat{E}_y^l(k_z) \right]_+$$  \hspace{1cm} (19.10.23)

The solution for $E_y(k_z)$ is given by (19.10.21) with the found $\hat{H}_s^y(k_z)$. If we were to ignore the right-sidedness instruction [ ]+, the solution would be, $k\eta \hat{H}_s^y(k_z) = \sqrt{k - k_z} \sqrt{k + k_z} \hat{E}_y^l(k_z) = k_z \hat{E}_y^l(k_z)$, and would correspond to the solution of the integral equation (19.10.11) if that were valid for all $x$, not just $x > 0$.

For the particular incident plane wave case, we have,

$$\sqrt{k + k_z} \hat{E}_y^l(k_z) = 2\pi E_0 \sqrt{k + k_z} \delta(k_z + k_\perp) = 2\pi E_0 \sqrt{k - k_\perp} \delta(k_z + k_\perp)$$

where we replaced $k_z = -k_\perp$ inside the square root as forced by the delta function. Inverting this Fourier transform and resuming its right-sided part, we obtain,

$$\left[ \sqrt{k + k_z} \hat{E}_y^l(k_z) \right]_+ = \frac{E_0 \sqrt{k - k_\perp}}{j(k_x + k_\perp)} \int_0^\infty e^{ik_z x} k_x dx$$  \hspace{1cm} (19.10.24)

In performing this integral, we replaced, $k \to k - j\epsilon$, so that $k_\perp = k \cos \alpha$ also acquires a small imaginary part, being replaced by $(k - j\epsilon) \cos \alpha = k \cos \alpha - j\epsilon\alpha$, where, $\epsilon_\alpha = \epsilon \cos \alpha$. Here, $\epsilon_\alpha > 0$, since we assumed $0 \leq \alpha \leq \pi/2$. It follows that with $x > 0$, the exponential in (19.10.24) will converge to zero for, $\Im(k_x) > \epsilon_\alpha$,

$$e^{ik_x x} = e^{(\Re(k_x) + k \cos \alpha) x} e^{-|\Im(k_x) - \epsilon_\alpha| x} \to 0, \hspace{1cm} \text{as} \hspace{1cm} x \to \infty$$

Inserting (19.10.24) into (19.10.23), we find,

$$k\eta \hat{H}_s^y(k_z) = \frac{E_0 \sqrt{k - k_\perp}}{j(k_x + k_\perp)} \int_{\epsilon_\alpha}^{\infty} \int_{\epsilon_\alpha}^{\infty} e^{-|\Im(k_x) - \epsilon_\alpha| x} \to 0, \hspace{1cm} \text{as} \hspace{1cm} x \to \infty$$

Recalling (19.10.13) and dividing by $jk_z$, this also gives the Fourier transform, $\hat{A}_s^y(k_z)$, of the vector potential $A_s^y(x,0)$. Because $1/k_z$ is analytic in the strip, $-\epsilon < \Im(k_x) < \epsilon$, the resulting Fourier transform will be analytic in the intersection of the two regions $-\epsilon < \Im(k_x) < \epsilon$ and $\Re(k_x) > \epsilon_\alpha$, that is, $\epsilon_\alpha < \Im(k_x) < \epsilon$,

$$k\eta \hat{A}_s^y(k_z) = \frac{k\eta \hat{H}_s^y(k_z)}{j k_z} = \frac{k\eta \hat{H}_s^y(k_z)}{j \sqrt{k - k_\perp} \sqrt{k + k_z}} = \frac{E_0 \sqrt{k - k_\perp}}{\sqrt{\sqrt{k - k_\perp}} \sqrt{k + k_z}}$$

Thus, the Fourier transform of the scattered field $E_y(x,0)$ will be,

$$\hat{E}_y^l(k_z) = -jk\eta \hat{A}_s^y(k_z) = \frac{E_0 \sqrt{k - k_\perp}}{j \sqrt{k + k_z} (k_x + k_\perp)}$$  \hspace{1cm} (19.10.26)

From the plane-wave representation, the Fourier transform of $E_y^l(x,z)$ will be, $E_y^l(k_z) e^{-jk_z |x|}$. Therefore, $E_y^l(x,z)$ will be given by the corresponding inverse Fourier transform, whose integration contour can be any horizontal line that lies in the analyticity strip, $\epsilon_\alpha < \Im(k_x) < \epsilon$,

$$E_y^l(x,z) = \frac{1}{2\pi j} \int_{\epsilon_\alpha}^{\epsilon_\alpha} \frac{E_0 \sqrt{k - k_\perp}}{\sqrt{k + k_z} (k_x + k_\perp)} e^{-jk_x x - jk_z |z|} dk_z$$  \hspace{1cm} (19.10.27)
where $C_a$ is the horizontal line running from $(-\infty + ja)$ to $(+\infty + ja)$, where $\epsilon_a < a < \epsilon$, as depicted by the red line in Fig. 19.10.2. It follows that total electric field will be, $E_y (x,z) = E^i_y (x,z) + E^s_y (x,z)$, or,

$$E_y (x,z) = E_0 e^{j k x} e^{j k z} + \frac{1}{2 \pi} \int_{C_a} \frac{E_0 \sqrt{k - k^2}}{\sqrt{k + k_x (k_x + k^2)}} e^{-j k x - j k z |x|} dk_x$$

(19.10.28)

We note that $C_a$ runs below the branch point at $k_x = -k + j\epsilon$, and above the pole at $k_x = -k^2 + j\epsilon$, and above the branch point at $k_x = k - j\epsilon$. In the limit $\epsilon \to 0^+$, the contour becomes the horizontal $k_x$ axis, but dented as shown in the bottom half of Fig. 19.10.2.

Eqs. (19.10.27) and (19.10.28) provide an exact solution to the Sommerfeld half-plane problem. We discuss next how this solution can be transformed into the form of Eq. (19.10.2) or (19.10.8).

As shown in Fig. 19.10.3, the observation angle $\theta$ traces three possible regions: reflection, transmission, and shadow. For each value of $\theta$, the contour $C_a$ will be deformed into the following contour on the $k_x$-plane, defined parametrically for, $-\infty < t < \infty$,

$$k_x = k \cos (\theta + j t) = k \cos \theta \cosh t - j k \sin \theta \sinh t$$

(19.10.29)

This represents a hyperbola on the $k_x$-plane because as follows from (19.10.29),

$$\left(\frac{\text{Re}(k_x)}{k \cos \theta}\right)^2 - \left(\frac{\text{Im}(k_x)}{k \sin \theta}\right)^2 = 1$$

The asymptotes of the hyperbola are the two straight lines with slopes $\pm \tan \theta$, as determined by the limits,

$$\lim_{t \to \pm \infty} \frac{\text{Im}(k_x)}{\text{Re}(k_x)} = \tan \theta \tanh t \to \pm \tan \theta, \quad \text{as} \ t \to \pm \infty$$

The apex of the hyperbola is at the point, $k_x = k \cos \theta$, corresponding to $t = 0$. Depending on the sign of $\cos \theta$, the hyperbola actually has two branches denoted by $C_\pm$ and depicted in Fig. 19.10.4, corresponding to the two cases, $\cos \theta \geq 0$, or, equivalently
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...to the two angle ranges \((FAD)\) and \((DEF)\) of Fig. 19.10.3,

\[-\frac{3\pi}{2} \leq \theta \leq \frac{\pi}{2} \text{ and } \frac{\pi}{2} \leq \theta \leq \frac{3\pi}{2}\]

In particular, we note that over the shadow region, \(\pi - \alpha \leq \theta \leq \pi + \alpha\), the value of \(\cos \theta\) is negative but has magnitude, \(|\cos \theta| > \cos \alpha\), and therefore, the apex of the \(C\) hyperbola lies to the left of the pole at \(k_x = -k_x^\dagger\), whereas for the other values of \(\theta\) in the \((DEF)\) range, it lies to the right of the pole.

To transform the integral (19.10.27), we form a closed contour consisting of the \(C\) axis, one of the hyperbolic contours \(C_x\), and upper and lower arcs at infinite radial distances. The contribution of such arcs can be argued to be zero provided one closes \(C_x\) as shown in Fig. 19.10.5, and \(C\) as in Fig. 19.10.6.

![Fig. 19.10.5 Right contour \(C_x\) for the cases, \(\frac{\pi}{2} \leq |\theta - \pi| \leq \pi\).](image)

![Fig. 19.10.6 Left contour \(C\) for, \(\alpha \leq |\theta - \pi| < \frac{\pi}{2}\) (left), and, \(|\theta - \pi| \leq \alpha\) (right).](image)

The integral (19.10.27) can then be calculated as,

\[E' = \frac{1}{2\pi j} \int_{C_c} \frac{E_0}{k + k_x} \left( k_x x - jk_x |x| \right) \, dk_x + \frac{1}{2\pi j} \int_{C_a + C_x + \text{arcs}} - \frac{1}{2\pi j} \int_{C_c} = -R + I\]

where \(I\) represents the integral over \(C_x\) (it is the same for either branch),

\[I = -\frac{1}{2\pi j} \int_{C_x} \frac{E_0 \sqrt{k - k_x^\dagger}}{\sqrt{k + k_x} (k_x + k_x^\dagger)} \, e^{-jk_x x - jk_x |x|} \, dk_x\]

and \(R\) represents the contribution of the closed contour, that is, \(-R\) is the residue of the pole at \(k_x = -k_x^\dagger\), if the pole is enclosed\(^1\), while \(R\) is zero if the pole is not enclosed. That residue, if it is non-zero, is calculated very simply as,

\[R = \left. E_0 \frac{\sqrt{k - k_x^\dagger}}{\sqrt{k + k_x}} \, e^{-jk_x x - jk_x |x|} \right|_{k_x = -k_x^\dagger}\]

(19.10.32)

Let us introduce the simplified notation, for the incident and reflected fields,

\[E^i = E_0 \, e^{jk_x x + jk_x^\dagger x}, \quad E^r = E_0 \, e^{jk_x x - jk_x^\dagger x}\]

(19.10.33)

In this notation, \(R\) takes on the following values in the three angle ranges,

\[R = \begin{cases} E', \quad \text{reflection}, & 0 \leq \theta \leq \pi - \alpha \\ 0, \quad \text{transmission}, & \pi - \alpha \leq \theta \leq \pi + \alpha \\ E', \quad \text{shadow}, & \pi + \alpha \leq \theta \leq 2\pi \end{cases}\]

(19.10.34)

Moreover, \(E_y^r\) of (19.10.8) can be expressed more simply as,

\[E_y^r = -\left[ E' D(\psi_r) + E' D(-\psi_r) \right]\]

(19.10.35)

In the evaluation of the contour integral \(I\), we must decide how to define \(k_x\) in the exponential. Since, \(k_x^2 = k^2 - k_x^2\) and \(k_x = k \cos(\theta + j\alpha)\), we have, \(k_x = \pm k \sin(\theta + j\alpha)\). The proper sign of the square root must be decided by analytic continuation so that \(k_x = k\) when \(k_x = 0\). When \(z > 0\), or, \(0 \leq \theta \leq \pi\), we must choose \(k_x = k \sin(\theta + j\alpha)\), because \(k_x\) vanishes when \(\theta = \pi/2\) and \(t = 0\). On the other hand, when \(z < 0\), or, \(\pi \leq \theta \leq 2\pi\), we must choose \(k_x = -k \sin(\theta + j\alpha)\), because now \(k_x\) vanishes when \(\theta = 3\pi/2\) and \(t = 0\). In summary, we must choose, \(k_x = \text{sign}(z) \cdot k \sin(\theta + j\alpha)\). Then, regardless of the sign of \(z\), the exponent becomes,

\[
k_x x + k_x |z| = k \cos(\theta + j\alpha) \rho \cos \theta + k \sin(\theta + j\alpha) \rho \sin \theta = k \rho \cosh t\]

where we replaced, \(\text{sign}(z) \cdot |z| = z\), and used cylindrical coordinates for \(x, z\).

The various factors in the integrand of \(I\) can be replaced now by,

\[
dk_x = \frac{j k \sin(\theta + j\alpha) \rho \cos \theta + k \sin(\theta + j\alpha) \rho \sin \theta}{k x^2} \rho \, t \, dt = -2j k \sin\left(\frac{\theta + j\alpha}{2}\right) \cos\left(\frac{\theta + j\alpha}{2}\right) \, dt
\]

\[
e^{-jk_x x - jk_x |x|} = e^{-j k \rho \cosh t}
\]

\[
\sqrt{k - k_x^\dagger} = \frac{\sqrt{2k}}{\sqrt{2}} \sin \frac{\alpha}{2}
\]

\[
\sqrt{k + k_x} = \sqrt{k + k \cos(\theta + j\alpha)} = \sqrt{2k} \cos\left(\frac{\theta + j\alpha}{2}\right)
\]

\[
k_x + k_x^\dagger = k [\cosh(\theta + j\alpha) + \cos \alpha]
\]

\(^{1}\text{minus sign because the contour runs clockwise}\)
The integral $I$ in (19.10.31) is transformed then into,

$$I = \frac{E_0}{\pi} \int_{-\infty}^{\infty} \sin \frac{\alpha}{2} \sin \left( \frac{\theta + j t}{2} \right) e^{-jk\rho \cosh t} dt$$  \hspace{1cm} (19.10.36)

Using some trigonometric identities, and the definitions $\theta_l = \theta - \alpha$ and $\theta_r = \theta + \alpha$, we rewrite $I$ as,

$$I = \frac{E_0}{4\pi} \int_{-\infty}^{\infty} \left[ \frac{\cos \left( \frac{\theta + j t}{2} \right)}{\cos \left( \frac{\theta + j t - j \beta}{2} \right)} \cos \left( \frac{\theta + j t + j \beta}{2} \right) \right] e^{-jk\rho \cosh t} dt$$

$$= \frac{E_0}{4\pi} \int_{-\infty}^{\infty} \left[ \frac{1}{\cos \left( \frac{\theta + j t}{2} \right)} - \frac{1}{\cos \left( \frac{\theta + j t - j \beta}{2} \right)} \right] e^{-jk\rho \cosh t} dt$$

where in the last equation we split the integration range into $-\infty < t < 0$ and $0 < t < \infty$. Recombining the terms and using some more trigonometric identities, we may cast $I$ in the form,

$$I = \frac{E_0}{\pi} \int_{0}^{\infty} \left[ \frac{\cos \left( \frac{\theta + j t}{2} \right)}{\cos \left( \frac{\theta + j t + j \beta}{2} \right)} - \frac{\cos \left( \frac{\theta + j t - j \beta}{2} \right)}{\cos \left( \frac{\theta + j t}{2} \right)} \right] e^{-jk\rho \cosh t} dt$$  \hspace{1cm} (19.10.37)

Using the integral of Eq. (F.25) of Appendix F, we may express $I$ in terms of the Fresnel diffraction coefficient $D(\nu)$,

$$I = E_0 \text{sign}(\nu_r) e^{j \theta \nu} D(-|\nu_r|) - E_0 \text{sign}(\nu_l) e^{j \theta \nu} D(-|\nu_l|)$$

where $\nu_r, \nu_l$ were defined in Eq. (19.10.33). Thus, we finally have for $E'_r$,

$$E'_r = -R + I = -R + \text{sign}(\nu_r) E'_r D(-|\nu_r|) - \text{sign}(\nu_l) E'_r D(-|\nu_l|)$$  \hspace{1cm} (19.10.38)

We can now verify that $E'_r$ agrees with the Sommerfeld expression, (19.10.33). Indeed, over the reflection region, we have $\nu_l > 0$, $\nu_r > 0$, and $R = E'_r$, so that,

$$E'_r = -E' + E' D(-\nu_l) D(-\nu_r) = -\left[ E' D(\nu_r) + E' D(\nu_l) \right]$$

where we used $D(\nu_r) = 1 - D(\nu_r)$. Over the transmission region, we have $R = 0$, $\nu_l > 0$, $\nu_r < 0$, so that,

$$E'_r = -E' D(\nu_r) + E' D(\nu_l) = -\left[ E' D(\nu_r) + E' D(\nu_l) \right]$$

where we replaced, $-|\nu_r| = \nu_r$. Finally, in the shadow region, we have $R = E'$, $\nu_l < 0$, $\nu_r < 0$, and we obtain, replacing, $1 - D(\nu_l) = D(-\nu_l)$,

$$E'_r = -E' - E' D(\nu_r) + E' D(\nu_l) = -\left[ E' D(\nu_r) + E' D(\nu_l) \right]$$

Finally, we discuss dropping the contributions of the infinite arcs. Along such arcs, we set $k_x = Re^{j \beta}$ with large radius $R$. The limits of $\beta$ are determined by the asymptotes of the hyperbola, which lie at angles $\pm \theta$ or $\pm \varpi$ with respect to the $k_x$-axis.

Then, one must show that the exponential $e^{-(jk_x x - jk_z |z|)}$ will converge to zero in the limit $R \to \infty$. This will be guaranteed if the exponent, $-(jk_x x + k_z |z|)$, has negative real part along each arc. To verify this, we must consider six different cases corresponding to the angle ranges $AD, DB, BE, EC, FA$ shown in Fig. 19.10.3.

For large $k_x$, the wavenumber $k_x = \sqrt{k^2 - k_z^2}$ can be approximated by $k_x = \pi j k_x$, where we must choose $k_x = -j k_x$ for the upper-half plane arcs, and $k_x = j k_x$ for the lower-half plane ones. Below we summarize all possible cases. In each case, the limits on $\beta$, $\theta$ imply that the required real part will be negative.

1. **AD range**: $0 \leq \theta \leq \frac{\pi}{2}$, $z \geq 0$, using $C_+$, Fig. 19.10.5.

- upper arc: $k_x = Re^{j \theta}$, $0 \leq \beta \leq \varpi$, $k_x = -j k_x$
  $Re[-j(k_x x + k_z |z|)] = R \rho \sin(\beta - \theta) < 0$
- lower arc: $k_x = Re^{j \theta}$, $\varpi \leq \beta \leq 2\pi - \varpi$, $k_x = j k_x$
  $Re[-j(k_x x + k_z |z|)] = R \rho \sin(\beta + \theta) < 0$

2. **DB range**: $\frac{\pi}{2} \leq \theta \leq \varpi - \alpha$, $z \geq 0$, using $C_-$, Fig. 19.10.6 right.

- upper arc: $k_x = Re^{j \theta}$, $0 \leq \beta \leq \varpi$, $k_x = -j k_x$
  $Re[-j(k_x x + k_z |z|)] = R \rho \sin(\beta - \theta) < 0$
- lower arc: $k_x = Re^{j \theta}$, $\varpi \leq \beta \leq 2\pi - \varpi$, $k_x = j k_x$
  $Re[-j(k_x x + k_z |z|)] = R \rho \sin(\beta + \theta) < 0$

3. **BE range**: $\varpi - \alpha \leq \theta \leq \pi$, $z \geq 0$, using $C_-$, Fig. 19.10.6 left.

- upper arc: $k_x = Re^{j \theta}$, $0 \leq \beta \leq \varpi$, $k_x = -j k_x$
  $Re[-j(k_x x + k_z |z|)] = R \rho \sin(\beta - \theta) < 0$
- lower arc: $k_x = Re^{j \theta}$, $\varpi \leq \beta \leq 2\pi - \varpi$, $k_x = j k_x$
  $Re[-j(k_x x + k_z |z|)] = R \rho \sin(\beta + \theta) < 0$

4. **EC range**: $\pi \leq \theta \leq \pi + \alpha$, $z \geq 0$, using $C_-$, Fig. 19.10.6 left.

- upper arc: $k_x = Re^{j \theta}$, $0 \leq \beta \leq 2\pi - \varpi$, $k_x = -j k_x$
  $Re[-j(k_x x + k_z |z|)] = R \rho \sin(\beta - \theta) < 0$
- lower arc: $k_x = Re^{j \theta}$, $\varpi \leq \beta \leq \pi$, $k_x = j k_x$
  $Re[-j(k_x x + k_z |z|)] = R \rho \sin(\beta + \theta) < 0$
19.11 Diffraction by Small Holes – Bethe-Bouwkamp Model

The problem of diffraction by an electrically small, subwavelength, circular hole in a planar conducting screen has received a lot of attention because of its relevance in near-field applications [534], such as scanning near-field optical microscopy (SNOM or NSOM), as well as in electromagnetic compatibility, field penetration, and interference applications. Even though the conducting screen is assumed to be infinitely-thin, perfectly conducting, and of infinite extent, this idealized problem has served as a useful paradigm for small-aperture problems because of its simple analytical solution.

It was originally solved by Rayleigh [1312] for the special case of a normally incident plane wave, then solved again by Bethe [1314] for arbitrary incident fields, and then corrected by Bouwkamp [1322–1324] for incident plane waves. Meixner and Andrejewski solved it exactly using spherical functions [1320]. References [1312–1317] discuss this and other aperture problems; see also the following references [1373–1397] on the phenomenon of extraordinary transmission by subwavelength apertures, which is not explained by the simple Bethe-Bouwkamp model (see however, [1357]).

Rayleigh’s approach, which has been followed by all later treatments, was to expand the solution in power series in the variable $ka$, where $k = 2\pi/\lambda$ is the free-space wavenumber and $a$ the hole radius, and keep only the lowest, first-order, terms in $ka$. References [1334–1336] carry out such series expansion procedures in detail.

The terms “electrically small” and “subwavelength” refer to the condition, $ka \ll 1$, or equivalently, $a \ll \lambda$, and can be thought of as a low-frequency approximation. In the opposite, high-frequency-large-aperture, regime characterized by, $ka \gg 1$, or, $a \gg \lambda$, the usual Kirchhoff approximation becomes applicable.

In the next two sections, we derive the Bethe-Bouwkamp model by using Copson’s method [1317,1318] to solve the integral equations (19.9.13) for the aperture tangential electric field, and show that under certain conditions the solution is actually valid for more general incident fields than just plane waves. We clarify the Bouwkamp correction and explain why it is necessary for the near-fields and why it does not affect the far-zone fields which are correctly derived from the Bethe solution. We determine the transmission characteristics of the small aperture and compare them with those of the Kirchhoff approximation. Then, following the recent methods of Michalski and Mosig [1364], we derive the plane-wave spectrum representation of the solution and use it to calculate the diffracted fields to the right of the aperture, deriving closed-form expressions for both the near and the far fields, and providing MATLAB functions for numerically calculating the fields at any distance.

The geometry of the problem is illustrated in Fig. 19.11.1 below. The metallic screen $M$ is the $xy$-plane at $z = 0$, with the circular aperture $A$ of radius $a$ centered at the origin. The incident fields $E^i, H^i$ are assumed to be incident from the left half-space, $z < 0$, and can have arbitrary orientation.

![Fig. 19.11.1](image)

We will use cylindrical coordinates defined by

$$\rho = |r_L| = \sqrt{x^2 + y^2} \quad \Rightarrow \quad x = \rho \cos \phi \\
\phi = \text{atan2}(y,x) \quad (19.11.1)$$

with unit transverse vector, $\hat{r}_L = r_L/|r_L| = r_z/\rho$,

$$r_z = \hat{x} x + \hat{y} y = \hat{x} \rho \cos \phi + \hat{y} \rho \sin \phi = \rho \hat{r}_L \quad (19.11.2)$$

We recall from Sec. 19.9 that the diffracted fields to the right of the aperture are given by Smythe’s formulas, for $z \geq 0$,

$$E = \nabla \times F \quad (19.11.3)$$

$$-j k \eta H = k^2 F + \nabla (\nabla \cdot F)$$

$^\dagger\text{atan2}(y,x)$ is the four-quadrant arc tangent, atan(y/x), and is a built-in function in MATLAB.
with the electric vector potential, \( F(r_z, z) \), given in terms of the effective surface magnetic current, \( 2 \hat{z} \times E_z(r_z, 0) \), where, \( R = \sqrt{r_z - r_z^*} + z^2 \),

\[
F(r_z, z) = 2 \int_A \left[ \hat{z} \times E_z(r_z, 0) \right] G(R) \, d^2 r_z^* = \hat{z} \times \int_A E_z(r_z, 0) \frac{e^{-jkR}}{2\pi R} \, d^2 r_z^* \tag{19.11.4}
\]

The aperture tangential electric field, \( E_z(r_z, 0) \), is determined by the integral equations,

\[
\begin{align*}
\hat{k}^2 F^0 + \nabla_z \left( \nabla_z \cdot F^0 \right) &= -j \kappa \eta H_z^t \\
\hat{z} \cdot \nabla_z \times F^0 &= E_z^t
\end{align*}
\tag{19.11.5}
\]

where \( F^0(r_z) \) denotes the restriction of \( F(r_z, z) \) on \( A \), that is, at \( z = 0 \);

\[
F^0(r_z) = F(r_z, 0) = \hat{z} \times \int_A E_z(r_z, 0) \frac{e^{-jkR_0}}{2\pi R_0} \, d^2 r_z^* \tag{19.11.6}
\]

with \( R_0 = |r_z - r_z^*| \) and \( r_z \in A \). Component-wise, Eqs. (19.11.5) read,

\[
\begin{align*}
\hat{k}^2 F_x^0 + \partial_x \left( \partial_x F_x^0 + \partial_y F_y^0 \right) &= -j \kappa \eta H_x^t \\
\hat{k}^2 F_y^0 + \partial_y \left( \partial_x F_x^0 + \partial_y F_y^0 \right) &= -j \kappa \eta H_y^t \\
\partial_x F_x^0 - \partial_y F_y^0 &= E_z^t
\end{align*}
\tag{19.11.7}
\]

The Bethe-Bouwkamp solution for \( E_z(r_z, 0) \) is obtained by solving the integral equations (19.11.7) to first-order in \( \kappa a \). For points on the aperture (\( \rho \leq a \)), it is given by,

\[
E_z(r_z, 0) = A \frac{r_z}{\Delta(\rho)} + B \Delta(\rho) + \frac{C}{\Delta(\rho)} (C \cdot r_z) r_z, \quad \text{for } \rho \leq a \tag{19.11.8}
\]

where, \( \Delta(\rho) = \sqrt{\rho^2 - a^2} \), and the scalar \( A \), and transverse vectors \( B, C \), are constants defined in terms of the incident field as follows,

\[
\begin{align*}
A &= \frac{2}{\pi} E_z^t \\
B &= \frac{4}{\pi} j \kappa \eta H_x^t \hat{z} \\
C &= \frac{-4}{3\pi} \left[ \nabla_z E_z^t + j \kappa \eta H_z^t \hat{z} \right]
\end{align*}
\tag{19.11.9}
\]

where, \( H_x^t, E_z^t, \nabla_z E_z^t \), are the incident field values at the aperture center, \( (x, y) = (0, 0) \). The first two terms in (19.11.8) represent the original Bethe result, and the \( C \)-terms, the Bouwkamp correction. Eq. (19.11.8) is valid only for \( \rho \leq a \). On the conducting part \( M \), the transverse fields must vanish, that is, \( E_z(r_z, 0) = 0 \), for \( \rho > a \), as required by the boundary conditions.

Noting that \( \nabla \Delta = -r_z / \Delta \) and \( \nabla_z (C \cdot r_z) = C \), the Bouwkamp correction can be written as a complete transverse gradient—and this is the reason, as we see below, why that term does not contribute to the far-zone fields [1324,1329],

\[
E_z(r_z, 0) = A \frac{r_z}{\Delta(\rho)} + B \Delta(\rho) + \frac{C}{\Delta(\rho)} (C \cdot r_z) \Delta(\rho), \quad \text{for } \rho \leq a \tag{19.11.10}
\]

The expression (19.11.8) meets the additional regularity condition that the azimuthal component (i.e., the \( \Phi \)-component) of \( E_z \) vanish at the edge of the aperture, that is, \( r_z = a \). Indeed, resolving \( E_z \) into its radial and azimuthal components, we may write, \( E_z = \hat{\rho} E_\rho + \hat{\phi} E_\phi \), where \( \hat{\rho} = \hat{r}_z \). It follows that, \( \hat{r}_z \times E_z = \hat{\rho} E_\rho \), and since \( \hat{r}_z \times r_z = 0 \), we have from (19.11.8),

\[
\hat{\rho} E_\rho = \hat{r}_z \times E_z = \hat{r}_z \times (B + C) \Delta(\rho) = \hat{r}_z \times (B + C) \sqrt{\rho^2 - a^2}
\]

which vanishes at \( \rho = a \).

To derive (19.11.8) we follow Copson’s procedure [1317,1318] of assuming the functions \( F^0 \) to first-order in \( \kappa a \), since both \( A, B, C \), are constants.

Next, we carry out the Rayleigh procedure of expanding in powers of \( \kappa \) and keeping only first-order terms. To this order, we have,

\[
e^{-jkR_0} \approx \frac{1 - j \kappa R_0}{R_0} = \frac{1}{R_0} - j \kappa
\]

where we note that the quantity \( \kappa R_0 \) is of order \( \kappa a \) because \( R_0 = |r_z - r_z^*| \) remains less than \( 2a \) since both \( r_z, r_z^* \) lie in \( A \). If we also expand the desired solution \( E_z^0 \) to order \( \kappa \), that is, as a sum of terms of the form, \( E_z^0 = E_{z0}^0 + \kappa E_{z1}^0 + \cdots \) for \( k^2 \), then, to first-order in \( k \), Eq. (19.11.11) becomes,

\[
E_z^0(r_z, 0) = \hat{z} \times \int_A E_z^{0(0)}(r_z, 0) \frac{e^{-jkR_0}}{2\pi R_0} \, d^2 r_z^*, \quad \text{for } \rho = |r_z - r_z^*| \tag{19.11.11}
\]

But the last term is simply a constant that can be ignored because it will have no effect on the integral equations (19.11.7). Indeed, the term \( F^0 \) in (19.11.7) can be dropped because it is of order \( k^2 \), and since \( F^0 \) is differentiated in the rest of the terms, the above constant will have no effect. Thus, the first-order expression for \( F^0 \) is,

\[
F^0(r_z) = \hat{z} \times \int_A E_z(r_z, 0) \frac{e^{-jkR_0}}{2\pi R_0} \, d^2 r_z^*, \quad \text{for } \rho = |r_z - r_z^*| \tag{19.11.12}
\]

The corresponding approximate integral equations to be solved, become,

\[
\begin{align*}
\hat{\partial}_x (\hat{\partial}_x F_x^0 + \hat{\partial}_y F_y^0) &= -j \kappa \eta H_x^t \\
\hat{\partial}_y (\hat{\partial}_x F_x^0 + \hat{\partial}_y F_y^0) &= -j \kappa \eta H_y^t \\
\hat{\partial}_x F_x^0 - \hat{\partial}_y F_y^0 &= E_z^t
\end{align*}
\tag{19.11.13}
\]
19.11. Diffraction by Small Holes – Bethe-Bouwkamp Model

Inserting (19.11.8) into (19.11.12), we obtain,

\[ F^0(r_\perp) \times \hat{z} = \int_A \left[ A \frac{r_\perp}{\Delta(\rho')} + B \Delta(\rho') + C \Delta(\rho') \frac{(C \cdot r_\perp) r_\perp'}{2\pi R_0} \right] d^2r_\perp' \]

The indicated integrals can be done exactly; see for example, Refs. [1317] and [1334],

\[ \int_A \Delta(\rho') \frac{d^2r_\perp'}{2\pi R_0} = \frac{\pi}{4} \left( a^2 - \frac{1}{2} \rho^2 \right) \]

\[ \int_A \frac{d^2r_\perp'}{2\pi R_0} = \frac{\pi}{4} r_\perp \]

\[ \int_A \left[ \Delta(\rho') - \frac{(C \cdot r_\perp) r_\perp'}{\Delta(\rho')} \right] d^2r_\perp' = \frac{\pi}{32} (4a^2 - 3\rho^2) C - \frac{3\pi}{16} (C \cdot r_\perp) r_\perp \]

Ignoring the constant terms in (19.11.14) for the same reasons as mentioned above, we obtain the order- \( k \) approximation to \( F^0 \), for \( r_\perp \in A \),

\[ F^0(r_\perp) \times \hat{z} = \frac{\pi}{4} A r_\perp \frac{\pi}{32} (4B + 3C) \rho^2 - \frac{3\pi}{16} (C \cdot r_\perp) r_\perp \]

and since, \( F^0(r_\perp) \times \hat{z} = \hat{x} F^0_x - \hat{y} F^0_y \), we have component-wise,

\[ F^0_x = \frac{\pi}{4} A y + \frac{\pi}{32} (4B + 3C) \rho^2 + \frac{3\pi}{16} (C x + C y) y \]

\[ F^0_y = \frac{\pi}{4} A x - \frac{\pi}{32} (4B + 3C) \rho^2 - \frac{3\pi}{16} (C x + C y) x \]

Remembering that, \( \rho^2 = x^2 + y^2 \), we obtain the derivatives,

\[ \partial_x F^0_x + \partial_y F^0_y = \frac{\pi}{4} (x B_y - y B_x) \]

\[ \partial_x (\partial_x F^0_x + \partial_y F^0_y) = \frac{\pi}{4} B_y \]

\[ \partial_y (\partial_x F^0_x + \partial_y F^0_y) = -\frac{\pi}{4} B_x \]

\[ \partial_x F^0_y - \partial_y F^0_x = \frac{\pi}{8} A - \frac{\pi}{4} [x (B_x + 3C_y) + y (B_y + 3C_x)] \]

The incident fields in the right-hand side of Eq. (19.11.13), being evaluated on \( A \), are also functions of \( r_\perp \). Because the aperture is small, Bethe assumed that they vary little over \( A \) and replaced them with their values at the origin \((x, y) = (0, 0)\). But as a small improvement, we may we expand them in Taylor series about the origin, so that the integral equations (19.11.13) become for \( r_\perp \in A \),

\[ \partial_x (\partial_x F^0_x + \partial_y F^0_y) = -j k \eta H^0_x \] (19.11.15)

\[ \partial_y (\partial_x F^0_x + \partial_y F^0_y) = -j k \eta H^0_y \] (19.11.16)

\[ \partial_x F^0_y - \partial_y F^0_x = E^0_z (r_\perp) + r_\perp \cdot \nabla_z E^0_z (r_\perp) \]

If we now make the reasonable assumption that the transverse derivatives \( \nabla_z \) of the fields are of order \( k \), then the gradient terms in the \( H_x^0 \) equations can be dropped because they are being multiplied by \( j k \), making them of order \( k^2 \). On the other hand, the gradient terms must be kept in the \( E_z^0 \) equation in order to have a consistent expansion to first-order in \( k \). It follows then that the integral equations must be approximated to first-order in \( k \) as follows, for \((x, y) \in A \),

\[ \partial_x (\partial_x F^0_x + \partial_y F^0_y) = -j k \eta H^0_x (0) \]

\[ \partial_y (\partial_x F^0_x + \partial_y F^0_y) = -j k \eta H^0_y (0) \]

\[ \partial_x F^0_y - \partial_y F^0_x = E^0_z (0) + x \partial_x E^0_z (0) + y \partial_y E^0_z (0) \]

In order to satisfy the integral equations, the right-hand sides of Eqs. (19.11.15) and (19.11.20) must match for all \((x, y) \in A \), resulting in the following conditions on the \( A, B, C \) constants, the solutions of which are precisely Eqs. (19.11.9),

\[ \frac{\pi}{4} B_y = -j k \eta H^0_x (0), \quad \frac{\pi}{4} (B_x + 3C_x) = -\partial_x E^0_z (0) \]

\[ \frac{\pi}{4} B_x = -j k \eta H^0_y (0), \quad \frac{\pi}{4} (B_y + 3C_y) = -\partial_y E^0_z (0) \]

\[ \frac{\pi}{2} A = E^0_z (0) \]

**Far-Field Approximation**

Next, we discuss the far-zone radiation field approximation. Once the aperture fields \( E_\perp \) are known, one can in principle, calculate the vector potential for any point to the right of the aperture,

\[ F(r) = 2 \hat{z} \times \int_A E_\perp (r_\perp, 0) G(R) d^2r_\perp, \quad R = |r - r'| = \sqrt{|r_\perp - r'_\perp|^2 + z^2} \]

At large distances from the aperture, one would normally make the usual radiation-field approximations,

\[ R = |r - r'| = \sqrt{r'^2 + r'^2 - 2r \cdot r'} \approx r - \frac{r \cdot r'}{r} = r - \hat{r} \cdot r' \]

\[ G(R) = \frac{e^{-j k r}}{4\pi R} \approx \frac{e^{-j k(r - r')}}{4\pi r} = \frac{e^{-j k r}}{4\pi r} \cdot e^{j k r'} = G(r) e^{j k r'}, \quad k = k \hat{r} \]

As in Sec. 19.6, the resulting \( F \) can be expressed in terms of the 2-D Fourier transform \( \hat{E}_\perp (k_\perp) \) of the aperture fields \( E_\perp (r_\perp, 0) \) evaluated at the wavenumber, \( k = k \hat{r} \),

\[ F(r) = 2 \hat{z} \times \hat{E}_\perp (k_\perp) \bigg|_{k = k \hat{r}} \cdot G(r) \]

\[ ^1 \text{For plane waves, this assumption is valid. More generally, it may be justified from Maxwell’s equations, which suggest that the spatial derivatives are of order } k, \text{ i.e., } \nabla \times E^i = -j k \eta H^i \text{ and } \nabla \times H^i = j k E^i. \]

\[ ^2 \text{Bethe had originally omitted these terms, but were later added by Bouwkamp.} \]
and replacing, $\nabla = -j k = -j k \hat{r}$, we obtain, the radiation field,
\[
E_{\text{rad}} = \nabla \times F = -j k \hat{r} \times [\hat{z} \times \hat{E}_{\perp}(k_{\perp})] \bigg|_{k \hat{r} \cdot C}(r)
\]
which is equivalent to Eq. (19.6.1) obtained from the stationary-phase method. We carry this approach later on. Here we work directly in the space domain. Since the aperture is small and $kr'$ is of order $ka$, one could make the further approximation, $\phi^{jk r'} = (1 + jkr')$, and replace,
\[
G(R) \approx G(r) e^{jk r'} = G(r) (1 + jk \cdot r')
\]
into (19.11.21),
\[
F(r) = 2 \hat{z} \times \int_A E_{\perp}(r',0) (1 + jk \cdot r') d^2 r' G(r)
\]
The indicated integrations with respect to $r'$ can be done exactly. However, a slightly better approximation can obtained by expanding the entire $G(R)$ in Taylor series around the origin, that is,
\[
G(R) = G(r - r') \approx G(r) - r' \cdot \nabla G(r)
\]
where $\nabla G(r)$ is the gradient with respect to $r$,
\[
G(r) = e^{jk r} \frac{1}{4\pi r}, \quad \nabla G(r) = -\hat{r} \left( jk + \frac{1}{r} \right) e^{jk r} = -\hat{r} \left( jk + \frac{1}{r} \right) G(r)
\]
Using (19.11.26) into (19.11.21), and noting that $r' = r'_\perp$, we obtain,
\[
F(r) = 2 \hat{z} \times \int_A E_{\perp}(r'_\perp,0) \left[ G(r) - r'_\perp \cdot \nabla G(r) \right] d^2 r'_\perp
\]
This becomes equivalent to (19.11.21) when $kr' \gg 1$. In that limit, the $jk$ term wins over the $1/r$ term in (19.11.27) and we have, $\nabla G(r) = -jkG(r) = -jk \hat{G}(r)$. Inserting (19.11.8) into (19.11.28), we must calculate the integrals,
\[
\int_A E_{\perp}(r'_\perp,0) \left[ G(r) - r'_\perp \cdot \nabla G(r) \right] d^2 r'_\perp = 
\]
\[
= \int_A \left[ A \frac{r'_\perp}{\Delta(\rho')} + B \Delta(\rho') + C \Delta(\rho') - \frac{(C \cdot r'_\perp) r'_\perp}{\Delta(\rho')} \right] \left[ G(r) - r'_\perp \cdot \nabla G(r) \right] d^2 r'_\perp
\]
where the contour $C$ is the periphery $(\rho = a)$ of the aperture, where $\Delta(\rho)$ vanishes, and also for this contour, $\hat{n}$ is the unit vector in the radial direction $r'_\perp$.

Of the remaining terms in the above integrals, those that involve an odd number of $r'_\perp$ are zero because of the symmetry of the integration range. Only two terms finally survive, which can be integrated exactly,
\[
\int_A E_{\perp}(r'_\perp,0) \left[ G(r) - r'_\perp \cdot \nabla G(r) \right] d^2 r'_\perp = 
\]
\[
= \int_A B \Delta(\rho') G(r) - A \frac{r'_\perp}{\Delta(\rho')} \cdot \nabla G(r) d^2 r'_\perp = \frac{2\pi a^3}{3} \left[ B G(r) - A \nabla G(r) \right]
\]
These follow from the integrals,
\[
\int_A \Delta(\rho') d^2 r'_\perp = \frac{2\pi a^3}{3}, \quad \int_A \frac{x'_{\alpha} y'_{\beta}}{\Delta(\rho')} d^2 r'_\perp = \frac{2\pi a^3}{3} \delta_{\alpha\beta}, \quad \alpha, \beta = 1, 2
\]
Thus, the far-field approximation to the vector potential (19.11.28) is,
\[
F_{\text{far}}(r) = 4\pi a^3 \left[ \hat{z} \times B G(r) - A \hat{z} \times \nabla G(r) \right]
\]
Noting that $\hat{z} \times \nabla G(r) = \hat{z} \times \nabla G(r)$, and replacing $B, A$ in terms of the incident fields, we obtain,
\[
F_{\text{far}}(r) = \frac{8a^3}{3} \left[ 2 j k H'_\perp G(r) - E'_z \hat{z} \times \nabla G(r) \right]
\]
This is recognized as the vector potential for the sum of an electric and a magnetic dipole. Indeed, we recall from Sec. 15.5, Eqs. (15.5.4) and (15.5.8), that two electric and magnetic dipoles, $\mathbf{p}, \mathbf{m}$, would have a combined vector potential,
\[
F = \nabla G(r) \times \mathbf{p} - jk G(r) \mathbf{M}, \quad \mathbf{p} = \frac{1}{c} \mathbf{p}, \quad \mathbf{M} = \eta \mathbf{m}
\]
Comparing this with (19.11.30) we conclude that, in the far zone, the small circular hole acts as a combination of magnetic and electric dipoles given by,
\[
M = -\frac{16a^3}{3} \eta H'_z, \quad \mathbf{p} = \frac{8a^3}{3} E'_z \hat{z}
\]
or component-wise,
\[
M_x = -\frac{16a^3}{3} \eta H'_z, \quad M_y = -\frac{16a^3}{3} \eta H'_z, \quad P_z = \frac{8a^3}{3} E'_z
\]
The corresponding far-field electric and magnetic fields are then given by Eqs. (19.11.3), which can be written in the dual form of Eqs. (15.5.5) and (15.5.9),
\[
E_{\text{far}} = \nabla \times \left[ \nabla G(r) \times \mathbf{p} - jk G(r) \mathbf{M} \right]
\]
\[
\eta H_{\text{far}} = \nabla \times \left[ \nabla G(r) \times \mathbf{M} + jk G(r) \mathbf{p} \right]
\]
For numerical evaluation, it is more convenient to rewrite (19.11.34) in the form,

\[
E_{\text{far}} = \left[ k^2 P + (P \cdot \nabla) \nabla \right] G - j k \nabla G \times M
\]

\[
\eta H_{\text{far}} = \left[ k^2 M + (M \cdot \nabla) \nabla \right] G + j k \nabla G \times P
\]

(19.11.35)

**Radiation Pattern, Radiated Power, Transmission Coefficient**

The far-field expressions (19.11.32) simplify considerably in the radiation zone, that is, for \( kr \gg 1 \). Replacing, \( \nabla \rightarrow -j k \), with \( k = kr \), we obtain,

\[
E_{\text{rad}} = k^2 \left[ \hat{r} \times (P \times \hat{r}) + M \times \hat{r} \right] \frac{e^{-jkr}}{4\pi r} \quad \text{(radiation fields)}
\]

\[
\eta H_{\text{rad}} = k^2 \left[ \hat{r} \times (M \times \hat{r}) - P \times \hat{r} \right] \frac{e^{-jkr}}{4\pi r}
\]

and similarly, in this limit, the vector potential (19.11.29) becomes in the radiation zone,

\[
F_{\text{rad}}(r) = \frac{4\pi a^3}{3} 2 \times \left[ B + j k \nabla A \right] G(r)
\]

Comparing this with Eq. (19.11.22), we may identify the 2-D Fourier transform of \( E_z(r_z, 0) \) evaluated at \( k = k \hat{r} \),

\[
E_z(k_z) = \frac{2\pi a^3}{3} \left[ B + j k \nabla A \right]
\]

(19.11.36)

This will be verified below based on the exact expression (19.12.13) of \( \hat{E}_z(k_z) \).

To clarify the terms “far” versus “radiation” fields, we note that because we assumed that \( ka \ll 1 \), or, \( a \ll 1/k \), we may distinguish two far-distance ranges:

(i) the far zone, \( a \ll r \ll 1/k \)

(ii) the radiation zone, \( 1/k \ll r \ll 1 \)

with the former evolving into the latter roughly when \( r = 1/k \). The radiation fields go down like \( 1/r \), but the far-zone ones have also a \( 1/r^2 \) dependence which dominates for smaller \( r \), but eventually disappears. Example 19.12.1 demonstrates this behavior.

As expected, the radiation fields satisfy, \( \eta H_{\text{rad}} = \hat{r} \times E_{\text{rad}} \), and do not have a radial component. In spherical coordinates, we have, \( \hat{r} \times (P \times \hat{r}) = \hat{\theta} P_{\phi} + \hat{\phi} P_{\theta} \), and, \( P \times F = \hat{\theta} P_{\phi} - \hat{\phi} P_{\theta} \), and similarly for \( M \), and therefore, Eqs. (19.11.36) read,

\[
E_{\text{rad}} = k^2 \left[ \hat{\theta} (P_{\phi} + M_{\phi}) - \hat{\phi} M_{\theta} \right] G(r)
\]

\[
\eta H_{\text{rad}} = k^2 \left[ \hat{\theta} (P_{\phi} + M_{\phi}) + \hat{\phi} M_{\theta} \right] G(r)
\]

(19.11.37)

(19.11.38)

(19.11.39)

where we note that \( P_{\phi} = \left( \hat{\phi} \cdot \hat{z} \right) P_{\theta} = 0 \). Expressed in terms of the cartesian components (19.11.33), the spherical components are as follows,

\[
P_{\theta} + M_{\phi} = -\sin \theta P_{x} - \sin \phi M_{x} + \cos \phi M_{y}
\]

\[
M_{\phi} = (\cos \phi M_{x} + \sin \phi M_{y}) \cos \theta
\]

and since, \( E_{\phi} = k^2 (P_{\theta} + M_{\phi}) G \) and \( E_{\phi} = -k^2 M_{\phi} G \),

\[
E_{\phi} = \eta H_{\phi} = \frac{4a^3 k^2}{3\pi} \left( \eta H_{\phi}^x \sin \phi - \eta H_{\phi}^y \cos \phi - \frac{1}{2} E_{\phi}^x \sin \theta \right) \frac{e^{-jkr}}{r}
\]

and

\[
E_{\phi} = -\eta H_{\phi} = \frac{4a^3 k^2}{3\pi} \left( \eta H_{\phi}^x \cos \phi + \eta H_{\phi}^y \sin \phi \right) \cos \theta \frac{e^{-jkr}}{r}
\]

(19.11.40)

The time-averaged Poynting vector has only a radial component given by,

\[
P_r = \frac{1}{r} \text{Re} [\hat{r} \cdot E_{\text{rad}} \times H_{\text{rad}}^*] = \frac{1}{2\eta} \left( |E_{\phi}|^2 + |E_{\phi}|^2 \right)
\]

\[
= \frac{8a^6 k^4}{9\pi^2 \eta^2} \left( |\eta H_{\phi}^x \sin \phi - \eta H_{\phi}^y \cos \phi - \frac{1}{2} E_{\phi}^y \sin \theta |^2 + |\eta H_{\phi}^x \cos \phi + \eta H_{\phi}^y \sin \phi |^2 \cos^2 \theta \right)
\]

(19.11.41)

The corresponding radiation intensity will be,

\[
\frac{dP}{d\Omega} = r^2 P_r = \frac{8a^6 k^4}{9\pi^2 \eta^2} \left( |\eta H_{\phi}^x \sin \phi - \eta H_{\phi}^y \cos \phi - \frac{1}{2} E_{\phi}^y \sin \theta |^2 + |\eta H_{\phi}^x \cos \phi + \eta H_{\phi}^y \sin \phi |^2 \cos^2 \theta \right)
\]

(19.11.42)

It has a fairly complicated dependence on \( \theta, \phi \). For example, a TM plane wave with \( xz \) as the plane of incidence would have \( H_{\phi}^x \neq 0 \), but \( H_{\phi}^y = E_{\phi} = 0 \), resulting in,

\[
\frac{dP}{d\Omega} = \frac{8a^6 k^4}{9\pi^2 \eta^2} \left( \cos^2 \phi + \sin^2 \phi \cos^2 \theta \right) |H_{\phi}^x|^2
\]

(19.11.43)

The radiated power is obtained by integrating (19.11.42) over all solid angles, \( d\Omega = \sin \theta d\theta d\phi \), in the right hemisphere,

\[
P_{\text{rad}} = \int_0^{\pi/2} \int_0^{2\pi} \frac{dP}{d\Omega} \sin \theta d\theta d\phi
\]

resulting in,

\[
P_{\text{rad}} = \frac{64 (ka)^4}{27\pi^2} \cdot \pi a^2 \cdot \frac{1}{2\eta} \left( |\eta H_{\phi}^x|^2 + \frac{1}{4} |E_{\phi}^y|^2 \right)
\]

(19.11.44)

Let us compare this with the predictions of the Kirchhoff approximation, which was defined in Eq. (19.9.18), that is, with \( R = \sqrt{|r_z|^2 + z^2} \), and \( z \gg 0 \),

\[
F^2 = 2 \int_A \left[ \hat{z} \times \hat{E}^x (r_z, 0) \right] G(R) d^2 r_z
\]

(19.11.45)

\[
E = \nabla \times F^2
\]

\[
-jk \eta H = k^2 F^2 + \nabla (\nabla \cdot F^2)
\]
In the radiation zone, we replace \( G(r) \approx G(r) e^{jk\cdot r'} \), and \( \nabla \rightarrow -jk \hat{r} \), and obtain,
\[
\hat{E}'_z(z = 0, 0, \theta, \phi) = \int_0^{\pi/2} d\theta \int_0^{2\pi} d\phi \frac{2}{\pi a^2} \left( \frac{\mathbf{k}_0 \cdot \nabla}{\mathbf{k}_0} \right) E(z) e^{jkz} \sin \theta d\theta d\phi,
\]
\[
P_{\text{rad}} = \frac{(ka)^2}{3} \cdot \pi a^2 \cdot \frac{1}{2\pi a^2} |E_z|^2 \]. (Kirchhoff approximation) (19.11.51)

Comparing with (19.11.44), we note that the Bethe-Bouwkamp theory predicts a much smaller radiated power — by a factor of \((ka)^2\) — than ordinary Kirchhoff theory.

Two related concepts to the radiated power are the transmission cross section of the aperture, defined as the radiated power divided by the magnitude of the time-averaged Poynting vector of the incident fields, and the transmission coefficient, which is the transmission cross section normalized by the area of the aperture, that is,
\[
|\mathbf{P}^i| = \frac{1}{2} \Re[|E^i \times H^i|^2]
\]
\[
\sigma = \frac{P_{\text{rad}}}{|\mathbf{P}^i|^2}, \quad \tau = \frac{\sigma}{\pi a^2} = \frac{P_{\text{rad}}}{|\mathbf{P}^i|^2 - \pi a^2}
\]

Thus, for Eqs. (19.11.44) and (19.11.50), we have,
\[
\tau = \frac{(ka)^2}{2} \cdot \frac{1}{27\pi^2} \cdot \left( \frac{|E^i|^2}{\eta |E^i \times H^i|^2} \right) \quad \text{(Bethe-Bouwkamp)}
\]
\[
\tau = \frac{(ka)^2}{3} \cdot \frac{1}{\eta |E^i|^2} \quad \text{(Kirchhoff approximation)}
\]

The second factors depend on the particulars of the incident fields. As an example, consider an incident plane wave decomposed into a sum of a TE part (i.e., the \( E_0 \) terms) and a TM part (the \( H_0 \) terms), with TE/TM being defined with respect to the plane of incidence, which may be taken to be the \( xz \) plane without loss of generality.

\[
E^i = \left[ \hat{y} E_0 + (\hat{x} k_x^i - \hat{z} k_z^i) \frac{\eta H_0}{k} \right] e^{-jk_i x} e^{jk_z^i z}
\]
\[
E^i = \left[ \hat{y} E_0 - (\hat{x} k_x^i - \hat{z} k_z^i) \frac{E_0}{\eta k} \right] e^{-jk_i x} e^{jk_z^i z}
\]
\[
E^i = \left[ \hat{y} E_0 - (\hat{x} k_x^i - \hat{z} k_z^i) \frac{H_0}{k} \right] e^{-jk_i x} e^{jk_z^i z}
\]
\[
E^i = \left[ \hat{y} E_0 + (\hat{x} k_x^i - \hat{z} k_z^i) \frac{E_0}{\eta k} \right] e^{-jk_i x} e^{jk_z^i z}
\]

This may represent either a propagating plane wave or an evanescent one. For the propagating case, if \( \theta_i \) is the angle of incidence with respect to the \( z \)-axis, then,
\[
k_x^i = k \sin \theta_i, \quad k_z^i = k \cos \theta_i = \sqrt{k^2 - |k|^2}
\]
For the evanescent case, we have \( k_x^i \gg k \), and \( k_z^i \) is given by the evanescent square root,
\[
k_x^i \geq k, \quad k_z^i = -j \sqrt{|k|^2 - k_z^i}
\]

The plane wave satisfies, \( k_x^i E^i = k_x^i H^i = 0 \), and, \( \eta k H^i = k_x^i E^i \). Since \( k_x^i \) is always real-valued, but \( k_z^i \) may be complex, we have, \( k_x^i = \hat{x} k_x^i + \hat{z} k_z^i = k_x^i + \hat{z} (k_x^i - k_z^i) \), which implies, \( k_x^i E^i = k_x^i E^i + E^i (k_x^i - k_z^i) = E^i (k_x^i - k_z^i) = -(k_x^i - k_z^i) \eta H_0/k \). Using these results, we obtain the time-averaged Poynting vector,
From this and the definitions (19.11.55), we obtain the \( x, y, z \) components of the Poynting vector \( \mathbf{P} \), which are valid for both the propagating and the evanescent cases,

\[
\begin{align*}
\mathbf{P}_x &= \frac{1}{2\eta} \left[ \frac{k_i}{k} \right] ^2 \left[ |E_0|^2 + |\eta H_0|^2 \right] \\
\mathbf{P}_y &= \frac{1}{2\eta} \left[ \frac{k_i}{k} \right] \frac{2 \text{Im}(k_z)}{k} \text{Im}[E_0 \eta H_0^*] \\
\mathbf{P}_z &= \frac{1}{2\eta} \left[ \frac{k_i}{k} \right] \frac{2 \text{Re}(k_z)}{k} \left[ |E_0|^2 + |\eta H_0|^2 \right] \\
\end{align*}
\]

(19.11.58)

We note that, as expected, \( \mathbf{P}_z = 0 \) in the evanescent case. The corresponding magnitudes, \( |\mathbf{P}| = \sqrt{\mathbf{P}_x^2 + \mathbf{P}_y^2 + \mathbf{P}_z^2} \), are in the two cases,

\[
|\mathbf{P}| = \frac{1}{2\eta} \left[ |E_0|^2 + |\eta H_0|^2 \right] \cdot K_i
\]

(19.11.59)

where the factor \( K_i \) is defined as,

\[
K_i = \frac{k_i}{k} \left[ 1 + \left( \frac{2 \text{Im}(k_z)}{k} \text{Im}[E_0 \eta H_0^*] \right) \frac{2}{\left[ |E_0|^2 + |\eta H_0|^2 \right]} \right]^{1/2}
\]

(19.11.60)

If the TE or TM fields are incident separately, or, if \( E_0, H_0 \) have the same phase, then, \( K_i = k_i/k \) in the evanescent case. Similarly, we can express the quantity,

\[
|\eta H_0|^2 + \frac{1}{4} |E_z|^2 = \frac{|k_i|^2}{k^2} |E_0|^2 + \left( 1 + \frac{1}{4} \frac{|k_i|^2}{k^2} \right) \left| \eta H_0 \right|^2
\]

(19.11.61)

Thus, the radiated power and the transmission coefficient for the Bethe-Bouwkamp case can be written as,

\[
P_{\text{rad}} = \frac{64(ka)^4}{27\pi^2} \cdot \pi a^2 \cdot \frac{1}{2\eta} \left[ \frac{|k_i|^2}{k^2} |E_0|^2 + \left( 1 + \frac{1}{4} \frac{|k_i|^2}{k^2} \right) \left| \eta H_0 \right|^2 \right]
\]

(19.11.62)

\[
\tau = \frac{64(ka)^4}{27\pi^2} \cdot \frac{|k_i|^2}{k^2} |E_0|^2 + \left( 1 + \frac{1}{4} \frac{|k_i|^2}{k^2} \right) \left| \eta H_0 \right|^2
\]

(19.11.63)

In particular, for the propagating case, we obtain Bethe's result,

\[
\tau = \frac{64(ka)^4}{27\pi^2} \cdot \text{cos}^2 \theta_i |E_0|^2 + \left( 1 + \frac{1}{4} \text{sin}^2 \theta_i \right) \left| \eta H_0 \right|^2
\]

(19.11.64)

\[\text{Example 19.11.1:}\] The phenomenon of extraordinary optical transmission [1373–1397] is not observed in the idealized Bethe-Bouwkamp case, but requires more complicated structures consisting of conductors of finite thickness or arrays of holes. One possible explanation of the phenomenon is that it is due to the coupling of evanescent surface plasmons to the subwavelength holes. As a step in this direction, Petersson and Smith [1357] showed that the transmission coefficient of an evanescent plane wave in the Bethe-Bouwkamp model is much larger than for the case of ordinary propagating incident waves. Here, we consider the same example of [1357], but our calculations correspond only to their lowest-order results. The example has \( \kappa a = \pi/100 \), and for the TE case, we set \( E_0 = 1, \eta H_0 = 0 \), and for TM, \( E_0 = 0, \eta H_0 = 1 \). The following MATLAB code calculates \( \tau \) from Eq. (19.11.63) over the range, \( 0 \leq \kappa_i a \leq 8 \) and plots \( \tau / \tau_0 \), in the figure below, where \( \tau_0 = 64(ka)^4 / (27\pi^2) = 2.3395 \times 10^{-7} \). The evanescent range corresponds to \( \kappa_i a > 1 \).

\[
\begin{align*}
ka &= \pi/100; \\
\kx &= \text{lspace}(0,8,161); \\
kz &= \text{sqrt}(1-kx/kx^2) \cdot \text{*(kx<1) - j*sqrt((kx^2-2)/1)} \cdot \text{*(kx>1)}; \\
\Kz &= \text{*(kx<1) + kx**(kx>1);} \\
\tau &= \text{abs(kz)^2} \cdot \text{:/ Kz;} \\
\tau_{\text{tm}} &= (1+kx^2/4) \cdot \text{:/ Kz;}
\end{align*}
\]

\[
\begin{align*}
p = 64*\text{abs(kz)} \cdot 27/\text{pi}^2; \\
\text{plot(kx,tau_te,'-b',kx,tau_tm,'r--');}
\end{align*}
\]
Similarly, the magnetic field is given by,

\[ \mathbf{H}(r_z, z) = \int_{-\infty}^{\infty} \mathbf{\hat{H}}(k_z) e^{-jk_z r_z} e^{-jk_z z} \frac{d^2 k_z}{(2\pi)^2} \]  

(19.12.5)

where, the 2-D Fourier transform \( \mathbf{\hat{H}}(k_z) \) is related to \( \mathbf{\hat{E}}_z(k_z) \) by,

\[ k_\eta \mathbf{\hat{H}}(k_z) = k \times \mathbf{\hat{E}}_z(k_z) = k \times \left[ \mathbf{\hat{E}}_z(k_z) + \hat{z} \mathbf{\hat{E}}_z(k_z) \right] \]  

(19.12.6)

Since the Bethe-Bouwkamp field \( \mathbf{E}_z(r_z, 0) \) is known explicitly, its 2-D Fourier transform \( \mathbf{\hat{E}}_z(k_z) \) can be determined analytically \([1350–1353,1359,1360]\). The spatial integration in (19.12.3) can be restricted to the aperture \( A \) only since \( \mathbf{\hat{E}}_z \) vanishes on the conductor. Thus,

\[ \mathbf{\hat{E}}_z(k_z) = \int_A \left[ \frac{A \Delta(\rho)}{k \Delta(\rho) - \left( \hat{C} \cdot r_z \right) \Delta(\rho)} \right] e^{ik_z \cdot r_z} \frac{d^2 r_z}{2\pi} \]  

(19.12.7)

Let us introduce cylindrical coordinates for the transverse wavenumber, \( k_\perp = \hat{x} k_x + \hat{y} k_y \),

\[ k_p = |k_\perp| = \sqrt{k_x^2 + k_y^2} \quad k_\theta = k_p \cos \psi \]  

(19.12.8)

\[ \psi = \arctan(k_y/k_x) \quad \Rightarrow \quad k_y = k_p \sin \psi \]

\[ k_\perp \equiv \hat{k}_\perp = \hat{x} \cos \psi + \hat{y} \sin \psi \]

The required 2-D Fourier transforms in Eq. (19.12.7) are all expressible in terms of the spherical Bessel functions, \( j_1(k_\rho a) \), \( j_2(k_\rho a) \), of orders 1 and 2, which are defined as follows (see also Appendix J),

\[ j_0(z) = \frac{\sin z}{z} \]  

(19.12.9)

\[ j_1(z) = -j_0'(z) = \frac{\sin z - z \cos z}{z^2} \]  

\[ j_2(z) = -z \left( \frac{j_1(z)}{z} \right)' = \frac{(3 - z^2) \sin z - 3z \cos z}{z^3} \]

(19.12.10)

where the prime denotes differentiation. They are connected by the identity,

\[ j_0(z) + j_2(z) = \frac{3j_1(z)}{z} \]  

(19.12.10)

The Fourier transforms of the individual terms in (19.12.7) are as follows,

\[ \int_A \frac{r_z}{\Delta(\rho)} e^{ik_z \cdot r_z} \frac{d^2 r_z}{2\pi} = 2\pi a^2 \frac{j_1(k_z a)}{k_p} \]  

(19.12.11)

\[ \int_A (C \cdot r_z) \frac{\Delta(\rho)}{\Delta(\rho)} e^{ik_z \cdot r_z} \frac{d^2 r_z}{2\pi} = 2\pi a^2 \frac{j_1(k_p a)}{k_p} \]  

(19.12.11)
All of these are obtained from the following basic transform and its differentiation with respect to $k_x$ and $k_y$ (see Problem 19.4),

$$\int_A \frac{1}{\Delta(\rho)} e^{ik \cdot r_\perp} d^2 r_\perp = 2\pi a \cdot j_0(k_\rho a) \quad (19.12.12)$$

Indeed, using the cylindrical coordinate definitions in (19.11.1) and (19.12.8), we have $k_\perp \cdot r_\perp = k_\rho \rho \cos(\phi - \psi)$, and

$$\int_A \frac{1}{\Delta(\rho)} e^{ik \cdot r_\perp} d^2 r_\perp = \int_0^a \frac{1}{\sqrt{a^2 - \rho^2}} e^{ik_\rho \rho \cos(\phi - \psi)} \rho d\rho d\phi =$$

$$= \int_0^a J_0(k_\rho \rho) \frac{2\pi \rho}{\sqrt{a^2 - \rho^2}} = 2\pi a \cdot \frac{\sin(k_\rho a)}{k_\rho} = 2\pi a \cdot \frac{\sin(k_\rho a)}{k_\rho}$$

It follows now that the transform (19.12.7) of $E_\perp(r_\perp,0)$ is,

$$\hat{E}_\perp(k_\perp) = 2\pi a^2 \cdot \frac{jk_x A + B}{k_\rho} j_1(k_\rho a) + 2\pi a^3 \cdot \frac{k_x(k_\perp \cdot C)}{k_\rho^2} j_2(k_\rho a)$$

and to clarify the notation, we write (19.12.13) component-wise,

$$\hat{E}_x = 2\pi a^2 \cdot \frac{jk_x A + B}{k_\rho} j_1(k_\rho a) + 2\pi a^3 \cdot \frac{k_x(k_\perp \cdot C)}{k_\rho^2} j_2(k_\rho a)$$

$$\hat{E}_y = 2\pi a^2 \cdot \frac{jk_y A + B}{k_\rho} j_1(k_\rho a) + 2\pi a^3 \cdot \frac{k_y(k_\perp \cdot C)}{k_\rho^2} j_2(k_\rho a)$$

The transforms of the remaining field components are expressible in terms of $\hat{E}_\perp(k_\perp)$,

$$\hat{E}_z = -\frac{k_z}{k} \cdot \hat{E}_\perp = -2\pi a^2 \cdot \frac{jk_z A + B}{k_\rho k_z} j_1(k_\rho a) - 2\pi a^3 \cdot \frac{k_z(k_\perp \cdot C)}{k_z k_\rho} j_2(k_\rho a)$$

Resolving (19.12.6) into transverse and longitudinal parts, we have,

$$\eta \hat{H}_z = \frac{\hat{z} \cdot (k_\perp \times \hat{E}_\perp)}{k} = -2\pi a^2 \cdot \frac{\hat{z} \cdot (B \times k_\perp)}{k_\rho} j_1(k_\rho a)$$

$$\eta \hat{H}_\perp \times \hat{z} = \frac{k_z \hat{E}_z - k_z \hat{E}_\perp}{k} = k_z \frac{\hat{E}_z - k_z \hat{E}_\perp}{k k_z} = k_z \frac{\hat{E}_z + k_z (k_\perp \cdot \hat{E}_\perp)}{k k_z} =$$

$$= \frac{(k^2 - k_z^2) \hat{E}_z + k_z (k_\perp \cdot \hat{E}_\perp)}{k k_z} = \frac{k \hat{E}_z}{k_z} + \frac{k_\perp \times (E_\perp \times k_\perp)}{k k_z}, \text{ or,}$$

$$\eta \hat{H}_\perp \times \hat{z} = 2\pi a^2 \cdot \frac{jk_z A + B}{k_\rho k_z} j_1(k_\rho a) + 2\pi a^3 \cdot \frac{k_z(k_\perp \cdot C)}{k_z k_\rho} j_2(k_\rho a)$$

In deriving the radiation fields of Eqs. (19.11.36) and (19.11.37), we kept terms up to first order in $ka$. The same results can be obtained by taking the small-$ka$ limit of Eq. (19.12.13). Indeed, using the Taylor series expansions for $f_1, f_2$,
The $\psi$-dependence is separated from the $k_\rho$-dependence in $\hat{E}, \hat{H}$. To see this, we may rewrite $\hat{E}, \hat{H}$ in terms of the angular unit vector, $\hat{k}_\psi = \hat{x} \cos \psi + \hat{y} \sin \psi$,

$$
\hat{E}_z = 2\pi a^2 A_{\psi,1} + 2\pi a^2 B \frac{J_1}{k_\rho} - 2\pi a^3 (J_1 \cdot B) \frac{J_1}{k_\rho}
$$

$$
\eta \hat{H}_z = 2\pi a^2 \cdot \frac{\hat{k}_\psi \cdot (\hat{B} \times \hat{r})}{k_\rho} \frac{J_1}{k_\rho}
$$

(19.12.21)

where for simplicity, $J_1, J_2$ stand for $J_1(k_\rho a), J_2(k_\rho a)$, and for a reason to become clear later, in some terms we have multiplied and divided by $j$ so that $k_z$ appears as $j k_z$. The angular integrations over $\psi$ can be done with the help of the following integrals resulting in the ordinary Bessel functions of orders 0,1,2,

$$
\int_0^{2\pi} \frac{d\psi}{2\pi} e^{-i k z \cos(\psi - \phi)} = \begin{bmatrix} 1 & J_0 \end{bmatrix} = \begin{bmatrix} J_0 & J_1 \end{bmatrix} \frac{C}{2} \frac{J_1}{J_2} (\Delta \frac{J_0}{J_2}) + \frac{B}{2} (J_0 - J_2) + \frac{B}{2} \frac{J_0}{J_2} \frac{J_2}{J_k}
$$

(19.12.22)

where $\hat{r}_z = \hat{x} \cos \phi + \hat{y} \sin \phi$, and $J_0, J_1, J_2$ stand for $J_0(k_\rho a), J_1(k_\rho a), J_2(k_\rho a)$. Equations (19.12.22) are consequences of the following relationship, for real $z$,

$$
\int_0^{2\pi} \frac{d\psi}{2\pi} e^{-i k z \cos(\psi - \phi)} e^{i n \psi} = (-1)^n J_n(z) e^{i n \phi}
$$

(19.12.23)

which is a consequence of the standard Fourier series expansion [1822],

$$
e^{i k z \cos \theta} = \sum_{n=0}^{\infty} J_n(z) e^{i n \phi}
$$

(19.12.24)

It follows that the angle integrations in Eqs. (19.12.21) will be,

$$
\hat{E}_z = a^2 \hat{r}_z A_{\psi,1} J_1 + a^2 B \frac{J_0}{k_\rho} + a^3 \frac{C}{2} (J_0 + J_1) J_2 - a^3 \hat{r}_z (C \cdot \hat{r}_z) J_2
$$

$$
\eta \hat{H}_z = a^2 \frac{\hat{r}_z \cdot (B \times \hat{r})}{jk} J_1 J_1
$$

(19.12.25)

The $\phi$-dependence resides in $\hat{r}_z$, while all the other factors are functions of $k_\rho$. The final step requires that all terms be multiplied by $k_\rho e^{-j k_z z}$ and integrated over $k_\rho$. Following Michalski and Mosig [1364], we introduce the following Hankel-transform integrals, multiplied by enough factors of $a$ to make them dimensionless,

$$
F_m^p(\rho, z) = a^{p+q+1} \int_0^{\infty} \frac{(k_\rho)^p}{(j k_\rho)^q} J_m(k_\rho a) e^{j k_\rho a} d k_\rho
$$

(19.12.26)

With these definitions, the $E$-fields at the observation point $(\rho, \phi, z)$ are given by,

$$
E_z(\rho, \phi, z) = \hat{r}_z A F_{11} + a B F_{10} + \frac{a C}{2} (F_{10} + F_{11}) - a \hat{r}_z (C \cdot \hat{r}_z) F_{11}
$$

(19.12.27)

It proves convenient to use the identity (19.12.10) to express the quantities $F_{10}, F_{11}$, in terms of the following $F$-s,

$$
F_{10}^0 = 3 F_{10}^0 - F_{10}^0
$$

(19.12.28)

$$
F_{11}^1 = 3 F_{11}^1 - F_{11}^1
$$

With these substitutions, the $E$-fields as well as the $H$-fields become,

$$
\hat{E}_z = \hat{r}_z A F_{11} + a B F_{10} + \frac{a C}{2} (3 F_{10} - F_{10}^0 + F_{11}) - a \hat{r}_z (C \cdot \hat{r}_z) F_{11}
$$

$$
\eta \hat{H}_z = \frac{\hat{r}_z \cdot (B \times \hat{r})}{jk} F_{11}^0
$$

(19.12.29)

$$
\eta \hat{H}_z \times z = j k a^2 \hat{r}_z A F_{11} + \frac{B}{2 j k} (F_{10} - F_{11}) + \frac{\hat{r}_z \cdot (B \cdot \hat{r}_z)}{jk} F_{11}
$$

$$
+ j k a^2 B F_{11}^0 + j k a^2 \frac{C}{2} (F_{11}^0 + F_{11}^1) - j k a^2 \hat{r}_z (C \cdot \hat{r}_z) F_{11}^1
$$

(19.12.30)
These expressions reduce to those of Ref. [1364] for the case of incident plane waves.

**Near-Field Approximation**

Closed-form expressions for the near fields in the Bethe-Bouwkamp model have been derived for normal incidence by Bouwkamp [1322, 1323] and Klimov and Letokhov [1350], and for more general incident plane waves, by Michalski and Mosig [1364].

Here, we follow the approach of [1364] in which the Hankel-type integrals, \( F_{nm}^{pa}(\rho, z) \), in (19.12.29) are replaced by simple closed-form expressions when \( z \) is small. The limit \( z \to 0 \) corresponds in the Fourier domain to the limit \( k_z \to \infty \), so that \( k_z \) can be replaced by its evanescent limit, \( k_z = -j \sqrt{k^2 - k^2} \to -jk \), or, \( jk \to \rho \), and the Hankel integrals can be approximated by,

\[
F_{nm}^{pa}(\rho, z) = \frac{a^{p-q+1}}{(jk)^q} \int_0^\infty (k \rho)^p j_n(k \rho \rho) j_m(k \rho a) e^{-jk z} d\rho \\
\approx a^{p-q+1} \int_0^\infty (k \rho)^p j_n(k \rho \rho) j_m(k \rho a) e^{-\rho^2 z} d\rho \\
= a^{p-q+1} \int_0^\infty (k \rho)^p j_n(k \rho \rho) j_m(k \rho a) e^{-\rho^2 z} d\rho
\]

Defining the integrals,

\[
l_{nm}^p(\rho, z) = a^{p+1} \int_0^\infty (k \rho)^p j_n(k \rho \rho) j_m(k \rho a) e^{-\rho^2 z} d\rho
\]

it follows that the small-\( z \) limit of the Hankel integrals is,

\[
F_{nm}^{pa}(\rho, z) \to_{small \ z} l_{nm}^{p-q}(\rho, z)
\]

Under these approximations, all the terms in Eq. (19.12.29) admit a closed-form expression, with the exception of the last three terms of \( H_z \). However, because \( B, C \) are of order \( k \), as is evident from Eq. (19.11.9), these three terms, being multiplied by \( ka^2 \), will be of order \( (ka)^3 \) and can be ignored. Making the replacements (19.12.31), the near-field approximation then becomes,

\[
E_z = \hat{r}_z A I_{11}^0 + a B I_{01}^0 + \frac{aC}{2} (3I_{10}^0 - I_{01}^0 + I_{22}^0) - a \hat{r}_z (C \cdot \hat{r}_z) I_{12}^0
\]

\[
E_z = A I_{01}^0 - a (B \cdot \hat{r}_z) I_{11}^0 - a (C \cdot \hat{r}_z) (3I_{10}^0 - I_{01}^0)
\]

\[
\eta H_z = \hat{r}_z \cdot (B \times \hat{z}) jk I_{11}^0
\]

\[
\eta H_z \times \hat{z} = jka \hat{r}_z A I_{11}^0 + B 2jk (I_{01}^0 - I_{22}^0) + \hat{r}_z (B \cdot \hat{r}_z) jk I_{12}^0
\]

The required \( l_{nm}^p(\rho, z) \) functions are given by the following closed-form expressions tabulated in [1364], and expressed in terms of oblate spheroidal coordinates,

\[
I_{01}^0 = u - uv \text{acot}(v), \quad I_{01}^1 = \text{acot}(v) - \frac{v}{u^2 + v^2}
\]

\[
I_{00}^1 = \frac{u}{u^2 + v^2}, \quad I_{01}^2 = \frac{\rho}{2a} \left( \text{acot}(v) - \frac{v}{1 + v^2} \right)
\]

\[
I_{10}^1 = \frac{\rho}{a} (u^2 + v^2)^{-1/2}, \quad I_{11}^1 = \frac{\rho}{a} \frac{u}{(u^2 + v^2)^{1/2}}
\]

\[
I_{01}^3 = \frac{\rho}{a} (u^2 + v^2)^{-1/2}, \quad I_{11}^2 = \frac{u}{(u^2 + v^2)^{1/2}}
\]

where \( u, v \) range over, \( 0 \leq u \leq 1 \) and \( 0 \leq v < \infty \), and are defined via,

\[
z = auv, \quad \rho = a \sqrt{(1 - u^2)(1 + v^2)}
\]

or, in terms of \( \rho, z \),

\[
r^2 = \rho^2 + z^2, \quad d^2 = \sqrt{(r^2 - a^2)^2 + 4a^2 z^2}
\]

\[
u = \sqrt{\frac{d^2 - (r^2 - a^2)}{2a^2}}, \quad v = \sqrt{\frac{d^2 + (r^2 - a^2)}{2a^2}}
\]

On the \( z = 0 \) aperture plane, we have, \( r^2 = \rho^2, d^2 = |\rho^2 - a^2|, \) and

\[
u = \sqrt{\frac{|\rho^2 - a^2| + (\rho^2 - a^2)}{2a^2}}, \quad v = \sqrt{\frac{|\rho^2 - a^2| - (\rho^2 - a^2)}{2a^2}}
\]

It follows that on the conducting surface, \( z = 0 \) and \( \rho > a \), we have \( u = 0 \), and Eqs. (19.12.33) imply that \( E_z, H_z \) vanish, as required by the boundary conditions.

Similarly, on the aperture, \( z = 0 \) and \( \rho < a \), we have \( v = 0 \) and \( u = \Delta (\rho)/a \), and one can verify that \( E_z \) is given by Eq. (19.11.8), and that \( E_z \) satisfies the condition \( E_z = E_z^i \) in the following (Taylor expansion) sense,

\[
E_z(r_z, 0) = E_z^i(r_z, 0) + r_z \cdot \nabla E_z^i(0)
\]

Similarly, we find for \( H_z \),

\[
H_z(r_z, 0) = H_z^i(r_z, 0) + \frac{1}{2} jk \eta H_j(0) \hat{z} \times r_z
\]

So that at the aperture center, \( H_z(0, 0) = H_z^i(0) \). The second term guarantees that the \( z \)-component of Maxwell’s equation, \( \nabla \times \eta H = jk E \), is satisfied at the center,

\[
\c_\lambda H_z(0, 0) - \c_\lambda H_z(0, 0) = jk \eta E_z(0) = jk \eta E_z^i(0)
\]

MATLAB Functions

The following three MATLAB functions calculate the \( E, H \) fields at any observation point \((\rho, \phi, z)\) to the right of the aperture, \( z \geq 0 \),

\[
[Ex, Ey, Ez, Hx, Hy, Hz] = BBnum(EHi, k, a, rho, phi, z); \quad \text{% fields in Bethe-Bouwkamp model}
\]

\[
[Ex, Ey, Ez, Hx, Hy, Hz] = BBnear(EHi, k, a, rho, phi, z); \quad \text{% near fields}
\]

\[
[Ex, Ey, Ez, Hx, Hy, Hz] = BBfar(EHi, k, a, rho, phi, z); \quad \text{% far fields}
\]

The function \( BBnum \) implements Eqs. (19.12.29) for calculating the fields at any \( z \geq 0 \).

\( BBnear \) implements the near-field expressions (19.12.32) and (19.12.33), and, \( BBfar \) implements the far-zone calculation based on Eqs. (19.11.35).

Their usage is illustrated in Example 19.12.1. In particular, the \( 1 \times 5 \) input array, \( EHi \), holds the five incident field values at the aperture center, \((x, y) = (0, 0)\),

\[
EHi = \left[ \eta H_x', \eta H_y', E_z', \partial_\phi E_z', \partial_\phi E_z' \right]
\]

The functions \( BBnum \) and \( BBnear \) require all five entries of \( EHi \), whereas \( BBfar \) uses only the first three. In these functions, \( z \) is a scalar, but \( \rho, \phi \) can be vectors of same size, or one of them a vector, the other a scalar. The outputs inherit the size of \( \rho \) or \( \phi \).

The numerical integration for the integrals \( F_{nm}^{\text{B}} \) in \( BBnum \) are carried out by splitting the interval \( 0 \leq k\rho < \infty \) in the two subintervals, \( 0 \leq k\rho < k \) and \( k \leq k\rho < \infty \). The integral over \( \{0, k\} \) is evaluated using the tanh-sinh double-exponential quadrature rule implemented by the MATLAB function \texttt{QUADTS} described in Appendix I. The integral over \( [k, \infty) \) is approximated using Gauss-Legendre quadrature with the function \texttt{QUADRS} also from Appendix I. These work adequately for our purposes in this book. More accurate integration procedures are employed in [1364].

The implementation of \( BBnear \) is straightforward using the functions (19.12.33). For \( BBfar \), we note that because the dipole moments \( M, P \) only have components \( M_x, M_y, P_z \), we obtain the following explicit forms of Eqs. (19.11.35),

\[
E_x = P_x \partial_\phi \partial_z G + jk M_y \partial_z G
\]

\[
E_y = P_x \partial_\phi \partial_z G - jk M_x \partial_z G
\]

\[
E_z = k^2 P_x \partial_\phi \partial_z G + P_z \partial_z^2 G + jk (M_x \partial_y \partial_z G - M_y \partial_x \partial_z G)
\]

\[
\eta H_x = k^2 M_x G + M_x \partial_x \partial_z G + M_y \partial_y \partial_z G + jk P_x \partial_y \partial_z G
\]

\[
\eta H_y = k^2 M_y G + M_x \partial_x \partial_z G + M_y \partial_y \partial_z G + jk P_x \partial_y \partial_z G
\]

\[
\eta H_z = M_x \partial_x \partial_z G + M_y \partial_y \partial_z G
\]

(19.12.39)

The required first and second derivatives of \( G(r) \) are given as follows, for \( \alpha, \beta = 1, 2, 3 \), and implemented internally in \( BBfar \),

\[
\partial_\alpha G(r) = -x_\alpha \left( jk + \frac{1}{r} \right) G(r)
\]

\[
\partial_\alpha \partial_\beta G(r) = \left( jk + \frac{1}{r} \right) \frac{3x_\alpha x_\beta}{r^3} \delta_{\alpha\beta} - k^2 \frac{x_\alpha x_\beta}{r^2} G(r)
\]

(19.12.40)

Example 19.12.1: We consider the same example of Ref.[1364]. The incident field is assumed to be TM, given by Eq. (19.11.55) with \( E_0 = 0, \eta H_0 = 1 \), and incident at an angle \( \theta_i = 30^\circ \). Fig. 19.12.1 plots in log-log scales the field magnitudes \( |\eta H_x| \) and \( |E_x| \) along the aperture axis as a function of the distance \( z \) spanning the range \( 10^{-2} \leq z/a \leq 10^2 \). The \( z \)-component is plotted in Fig. 19.12.2.

![Fig. 19.12.1 Fields \( \eta H_x, E_x \) at \( x = y = 0 \) versus distance \( z \) from aperture.](image)

![Fig. 19.12.2 Field \( E_x \) at \( x = y = 0 \) versus distance \( z \) from aperture.](image)

The blue dots represent the numerical calculation using \texttt{BBnum}, the solid red lines are the near fields computed with \texttt{BBnear}, and the dashed green lines represent the far fields computed with \texttt{BBfar}. We note the point of transition at \( z = 1/k \) between the far and radiation zones. The following MATLAB code illustrates the computation,

\[
a=20; la=633; k=2*pi/la; thi=pi/6; \quad \text{EO} = 0; \quad \text{HO} = 1; \quad \text{kk1} = k*sin(thi); \quad \text{ki1} = k*cos(thi); \quad \text{Hxi} = -EO*kk1/k; \quad \text{Hyi} = HO; \quad \text{Ezli} = -HO*kk1/k; \quad \text{dxEzi} = -j*kk1*Ezl; \quad \text{dyEzi} = 0; \quad \text{EHi} = [Hxi,Hyi,Ezli,dxEzi,dyEzi]; \quad \text{input to BBnum}
\]
19.13 Babinet Principle

The Babinet principle for electromagnetic fields [1291,1316] applies to a flat conducting screen with an aperture cut in it.\(^\dagger\) The complementary screen is obtained by removing the conducting screen and replacing the aperture by a conductor, as shown in Fig. 19.13.1. Let \(M, A\) denote the metallic part and the aperture of the original problem, making up the entire planar screen, \(S = M + A\). Then the complementary screen has metallic part \(M_c = A\) and aperture \(A_c = M\), so that again, \(S = M_c + A_c\).

We may assume that the aperture plane \(S\) is the \(xy\) plane, and suppose that the fields \(E, H\) are incident from the left on the original \(M\) and \(A\) screen resulting in the diffracted fields \(E_d, H_d\) to the right of the aperture, \(z \geq 0\). Consider also the fields \(E^|, H^|\) incident on the complementary screen \(M_c + A_c\), resulting in the diffracted fields \(E_c, H_c\). Then, the boundary and symmetry conditions, Eqs. (19.9.2) and (19.9.4), imply the following conditions on the tangential electric and magnetic fields in the two problems,

\[
\begin{align*}
\hat{z} \times E &= 0, & \text{on } M & \hat{z} \times E^| &= 0, & \text{on } M_c = A \\
\hat{z} \times H &= \hat{z} \times H^|, & \text{on } A & \hat{z} \times H_c &= \hat{z} \times H^|, & \text{on } A_c = M
\end{align*}
\]

(19.13.1)

Suppose now that the incident fields \(E^|, H^|\) are chosen to be the duals of the \(E, H\) fields.

The operations of the Babinet principle are summarized pictorially in Fig. 19.13.2 in which \( F \) stands for \[ \begin{bmatrix} E \\ H \end{bmatrix} \], and the boxes labeled \( S, S_c \) represent the diffraction operations of the original and complementary problems, and \( D \), the duality transformations.

Fig. 19.13.2 Electromagnetic and scalar versions of the Babinet principle.

One may wonder why we formed the above particular linear combination of the \( E, \) and the boxes labeled \( H \), the duality transformations.

Electromagnetic and scalar versions of the Babinet principle.

Fig. 19.13.1 Original and complementary metallic screen and aperture.

fields, that is, \( E^i = -\eta H^i \) and \( H^i = \eta^{-1} E^i \), or expressed in matrix form,

\[
\begin{bmatrix} E^i \\ H^i \end{bmatrix} = \begin{bmatrix} 0 & -\eta \\ \eta & 0 \end{bmatrix} \begin{bmatrix} E^i \\ H^i \end{bmatrix} = D \begin{bmatrix} E^i \\ H^i \end{bmatrix}
\] (19.13.2)

Then, the last of Eqs. (19.13.1) implies that,\[ \hat{z} \times \eta H_c = \hat{z} \times \eta H^i_c = \hat{z} \times E^i \] on \( M \), which can be added to the first equation, resulting in, \( \hat{z} \times (E + \eta H_c) = \hat{z} \times E^i \) on \( M \). Similarly, from the second and third equations, we have, \( \hat{z} \times (H - \eta^{-1} E_c) = \hat{z} \times H^i - \eta^{-1} \hat{z} \times E_c = \hat{z} \times H^i \) on \( A \). Thus, the original and complementary problems must satisfy the conditions,

\[
\begin{align*}
\hat{z} \times (E + \eta H_c) &= \hat{z} \times E^i, & & \text{on } M \\
\hat{z} \times (H - \eta^{-1} E_c) &= \hat{z} \times H^i, & & \text{on } A
\end{align*}
\] (19.13.3)

These state that the tangential components of the total fields \( E_{tot} = E + \eta H_c \) and \( H_{tot} = H - \eta^{-1} E_c \) match those of the incident fields \( E^i, H^i \) over the entire \( xy \) plane, with the \( E \)-fields matching over \( M \) and the \( H \)-fields over \( A \). As a consequence of the uniqueness theorem discussed below, it follows that the fields will match everywhere in the right half-space, that is, \( E_{tot} = E^i, H_{tot} = H^i \), for \( z \geq 0 \),

\[
\begin{align*}
E + \eta H_c &= E^i \\
H - \eta^{-1} E_c &= H^i
\end{align*}
\] (electromagnetic Babinet principle) (19.13.4)

This is the Babinet principle for electromagnetic fields. Eq. (19.13.4) may also be written in matrix form with the help of the inverse of the duality matrix \( D \) of Eq. (19.13.2), that is, \( D^{-1} = -D \),

\[
\begin{bmatrix} E \\ H \end{bmatrix} + D^{-1} \begin{bmatrix} E_c \\ H_c \end{bmatrix} = \begin{bmatrix} E^i \\ H^i \end{bmatrix}
\] (19.13.5)

which, after multiplying both sides by \( D \), can also be transformed into,

\[
\begin{bmatrix} E_c \\ H_c \end{bmatrix} + D \begin{bmatrix} E \\ H \end{bmatrix} = \begin{bmatrix} E^i \\ H^i \end{bmatrix}
\] (19.13.6)

The proof of the Babinet principle rests on a particular form of the uniqueness theorem [22] that states that the fields inside a volume are uniquely determined by the tangential \( E \)-fields over a part of the enclosing boundary surface and the tangential \( H \)-fields over the rest of that surface. In the problem at hand, the volume is taken to be the right half-space, bounded by the \( xy \) plane at \( z = 0 \) and an infinite hemispherical surface as shown below and in Fig. 19.1.1.

The proof of the uniqueness theorem relies on the following additional assumptions: (a) that there are no sources in the right half-space, (b) that the medium is slightly lossy, and (c) that the fields satisfy the (outgoing) Sommerfeld radiation condition, that is, having radial dependence of the form \( e^{-jkr}/r \), for large \( r \).

The lossy medium can be represented by adding a small negative imaginary part to its dielectric constant and/or to its permittivity, that is, \( \varepsilon = \varepsilon_R - j \varepsilon_I \) and \( \mu = \mu_R - j \mu_I \), and as a consequence, \( k = k_R - j k_I \), where \( \varepsilon_I, \mu_I, k_I \) are small positive constants. The lossless case is obtained in the limit of zero imaginary parts.

Working with the difference fields, \( \delta E = E_{tot} - E^i \) and \( \delta H = H_{tot} - H^i \), the conditions (19.13.3) become,

\[
\begin{align*}
\delta E &= E + \eta H_c - E^i, & & \hat{z} \times \delta E = 0, & & \text{on } M \\
\delta H &= H - \eta^{-1} E_c - H^i, & & \hat{z} \times \delta H = 0, & & \text{on } A
\end{align*}
\] (19.13.7)

The fields \( \delta E, \delta H \) satisfy the source-free Maxwell’s equations in \( z \geq 0 \),

\[
\nabla \times \delta E = -j \omega \mu \delta H, \quad \nabla \times \delta H = j \omega \varepsilon \delta E \quad \Rightarrow \quad \nabla \times \delta \mathbf{H}^* = -j \omega \varepsilon^* \delta \mathbf{E}^*
\]

from which we obtain the divergence of the complex Poynting vector,

\[
\nabla \cdot (\delta \mathbf{E} \times \delta \mathbf{H}^*) = \delta \mathbf{H}^* \cdot \nabla \times \delta \mathbf{E} - \delta \mathbf{E} \cdot \nabla \times \delta \mathbf{H}^* = -j \omega \mu |\delta \mathbf{H}|^2 + j \omega \varepsilon^* |\delta \mathbf{E}|^2
\]
In the radiation zone, the fields map as follows via Eq. (19.13.10), first, for the circular aperture as in (19.11.40), in spherical coordinates,

\[
E_\theta = \frac{4a^2k^2}{3\pi} \left( \eta H_i \sin \phi - \eta H_r \cos \phi - \frac{1}{2} E_s \sin \theta \right) e^{-ikr} r \\
E_\phi = -\eta H_\theta = \frac{4a^2k^2}{3\pi} \left( \eta H_i \cos \phi + \eta H_r \sin \phi \right) \cos \theta e^{-ikr} r
\]

second, for the scattered fields of the circular disk,

\[
E_{c\phi} = -\eta H_{c\phi} = \frac{4a^2k^2}{3\pi} \left( E_{c\phi} \cos \phi + E_{cy} \sin \phi \right) \cos \theta e^{-ikr} r
\]

More generally, we can show that Eqs. (19.13.10) satisfy the required integral equations. In fact, Eqs. (19.9.13) for the original problem and (19.9.22) for the complementary problem are essentially the same. Indeed, we have for the two problems,

on the aperture, \( A \) \hspace{1cm} on the conductor, \( M_\perp = A \)

\[
k^2F^0 + \nabla_x \cdot (\nabla_x \cdot F^0) = -jk\eta H^0_i \\
\hat{z} \cdot \nabla_x \times F^0 = E^i \hspace{1cm} \hat{z} \cdot \nabla_x \times A^0 = -H^0_{cz}
\]

where \( F^0, A^0 \) are defined as follows, with \( R_0 = |r_\perp - r'_\perp| \), and \( r_\perp \in A \),

\[
F^0(r_\perp) = 2 \int_{A} \left( \hat{z} \times E_\perp (r'_\perp, 0) \right) G(R_0) d^2r'_\perp \\
A^0(r_\perp) = 2 \int_{A} \left( \hat{z} \times H^0_\perp (r'_\perp, 0^+) \right) G(R_0) d^2r'_\perp
\]

But if we set, \( H^0_\perp = -\eta^{-1}E^0_\perp \), and, \( E^0_\perp = -\eta H^0_\perp \), \( H^0_\perp = \eta^{-1}E^0_\perp \), then we recognize that, \( A^0 = -\eta^{-1}F^0 \), and the two sets of integral equations in (19.13.13) become the same. There is one minor difference between the aperture and the complementary scattering problem, namely, the transmission cross-section of the former is \( \frac{1}{2} \) as large as the scattering cross-section of the latter.

In both cases, the cross-section is defined as the ratio of the radiated power to the magnitude of the Poynting vector of the incident fields, as in Eq. (19.11.53),

\[
\sigma = \frac{P_{rad}}{|\mathbf{P}|}, \quad |\mathbf{P}| = \frac{1}{2} \text{Re} [E^i \times H^{0*}]
\]

The duality transformations between the two problems imply that the radiation intensity, \( dP/d\Omega \), as well as \( |\mathbf{P}| \) will be the same in the two problems, but the radiated power of the scattering problem is defined by integrating \( dP/d\Omega \) over the entire sphere, whereas in the aperture case it is integrated over half of that, i.e., the right hemisphere.
Scalar Babinet Principle

The Babinet principle for scalar fields [638,1287] is more straightforward than the electromagnetic version, as it involves the same (rather than dual) incident fields on the original and complementary screens. It can be proved quickly within the Kirchhoff approximation of Eq. (19.1.15). The screens are depicted in Fig. 19.13.1, except that now $M,Mc$ are simply absorbing screens. With the field $Ei$ incident from the left, the Rayleigh-Sommerfeld diffraction integrals for the original and complementary apertures, are,

$$E(r_\perp,z) = -\frac{2}{\partial z} \int A Ei(r_\perp,0) \frac{e^{-jkr}}{4\pi R} dr'_\perp$$

$$Ec(r_\perp,z) = -\frac{2}{\partial z} \int A Ei(r_\perp,0) \frac{e^{-jkr}}{4\pi R} dr'_\perp$$

(19.13.16)

with $R = \sqrt{|r_\perp - r'_\perp|^2 + z^2}$ and $z \geq 0$. Adding these up and invoking the Rayleigh-Sommerfeld integral for the field $Ei$ itself relative to the entire xy-plane, we obtain,

$$E(r_\perp,z) + Ec(r_\perp,z) = -2 \frac{\partial}{\partial z} \int A Ei(r_\perp,0) \frac{e^{-jkr}}{4\pi R} dr'_\perp = -2 \frac{\partial}{\partial z} \int A Ei(r_\perp,0) \frac{e^{-jkr}}{4\pi R} dr'_\perp$$

$$= -2 \frac{\partial}{\partial z} \int A Ei(r_\perp,0) \frac{e^{-jkr}}{4\pi R} dr'_\perp = Ei(r_\perp,z)$$

These operations are depicted in Fig. 19.13.2. Thus the scalar Babinet principle is,

$$E + Ec = Ei$$

(scalar Babinet principle) (19.13.17)

19.14 Problems

19.1 The following two expressions were derived for the radiated electric field, first in Eq. (19.6.1) using the stationary-phase method, and second in Eq. (19.11.23) applying the radiation field approximation to the Smythe formula,

$$E_{rad} = 2jk \cos \theta \hat{E}(k_z) \cdot G(r)$$

$$E_{rad} = -jk \hat{r} \times [\hat{z} \times \hat{E}_z(k_z)] \cdot G(r)$$

where $k = k \hat{r}$. Show that these two expressions are equivalent. Show that both terms are kept, the radiated power calculated by (19.11.50) will be given by,

$$P_{rad} = \frac{(ka)^2}{3} \cdot \pi a^2 \cdot \frac{1}{2\eta} \left[ |E_\perp|^2 + k^2 D \right]$$

where the term $D$ depends on the derivatives of the incident fields at the origin,

$$D = \frac{1}{80} \left[ 2 |\partial_x E_\perp + \partial_y E_\perp|^2 + |\partial_x E_\perp - \partial_y E_\perp|^2 + 3 Re[\partial_x E_\perp \partial_y E_\parallel - \partial_x E_\parallel \partial_y E_\parallel] \right]$$
This chapter continues the discussion of diffraction and emphasizes Fourier optics topics, Fresnel and Fraunhofer approximations, Talbot effect, Fourier properties of lens systems, 1-D and 2-D apodizer design, aperture synthesis concentrating on narrow beamwidths and low sidelobe designs, and concluding with a discussion of superresolution, superdirectivity, and superoscillations.

20.1 Fresnel Approximation

The Fresnel approximation for planar apertures is obtained from the Rayleigh-Sommerfeld formula (19.1.6). Using (19.1.7), we have:

\[
E(r_z, z) = \int_S E(r_z', 0) \frac{2z}{R} e^{jkr_z'} \frac{e^{-jkr_z}}{4\pi R} d^2 r_z'
\]

(20.1.1)

where \( R = \sqrt{(x-x')^2 + (y-y')^2 + z^2} \). The Fresnel approximation assumes that \( z \) is large enough such that \(|r_z - r_z'| < z\), which can be realized if the aperture has dimension \( d \) so that \(|r_z'| < d\), and one assumes that the observation point \( r_z \) remains close to the \( z \)-axis (the paraxial approximation) such that \(|r_z| < d\), and \( z \) is chosen such that \( z \gg d \). Then, we can approximate \( R \) as follows:

\[
R = \sqrt{|r_z - r_z'|^2 + z^2} \approx z \left[ 1 + \frac{|r_z - r_z'|^2}{2z^2} \right] = z + \frac{|r_z - r_z'|^2}{2z}
\]

(20.1.2)

where we used the Taylor series expansion \( \sqrt{1 + x} \approx 1 + x/2 \). Assuming also that \( R \) or \( z \) is much greater than the wavelength of the wave, \( z \gg \lambda \), so that \( k \gg 1/R \) we obtain:

\[
\frac{2z}{R} \left( jk + \frac{1}{R} \right) e^{-jkr_z'} \approx jk e^{jkr_z'} \frac{e^{-jkr_z}}{2\pi z}
\]

(20.1.3)

where we set \( R = z \) in the amplitude factors, but kept the quadratic approximation in the phase \( e^{-jkr_z} \). The Fresnel approximation is finally:

\[
E(r_z, z) = \frac{jk}{2\pi z} e^{-jkr_z} \int S E(r_z', 0) e^{-jkr_z'r_z'^2/2z} d^2 r_z'
\]

(Fresnel) (20.1.3)

This amounts to replacing the propagator impulse response \( h(r_z, z) \) of Eq. (19.2.9) by the approximation of Eq. (20.1.2):

\[
h(r_z, z) = \frac{jk}{2\pi z} e^{-jkr_z} e^{-jkr_z'r_z'^2/2z} \approx \frac{jk}{2\pi z} e^{-jkr_z} e^{-j(k(x^2+y^2)/2z)}
\]

(Fresnel) (20.1.4)

Noting that \( k = 2\pi/\lambda \), the constant factor in front is often written as:

\[
\frac{jk}{2\pi z} = \frac{j}{\lambda z}
\]

The accuracy of the Fresnel approximation can be quantified by considering the higher-order terms in the expansion of the square root in,

\[
kR = k\sqrt{x^2 + y^2} < z \approx kz + \frac{k|R_z - R_z'|^2}{2z} - \frac{k|R_z - R_z'|^4}{8z^3} + \ldots
\]

The approximation will be accurate if the third term is small. For an aperture of typical size \( D \), the quantity \(|r_z - r_z'|^2 \) remains of the order of \( D \), thus, we obtain the following condition on the distance \( z \) at which the Fresnel approximation is accurate,

\[
kD^4 < \frac{1}{8} kD^4 \Rightarrow k\bar{z} \gg \frac{1}{2}(kD)^{1/3}
\]

(20.1.5)

The Fresnel approximation can also be understood from the plane-wave spectrum point of view. The Fourier transform of (20.1.4) is obtained from the following Fourier integral, which is a special case of Eq. (3.5.18):

\[
\int_{-\infty}^{\infty} e^{jkx} e^{-jkr^2/2z} dx = e^{jkr^2/2k}
\]

(20.1.6)

where \( \sqrt{k} \) should be understood as \( e^{\pi/4} \). More generally,

\[
\int_{-\infty}^{\infty} e^{jks} e^{-j(k(x^2+y^2)/2z)} dx = e^{jkrz} e^{jkr^2/2k}
\]

(20.1.7)

Applying (20.1.6) with respect to the \( x \) and \( y \) integrations, we obtain the two-dimensional spatial Fourier transform of \( h(r_z, z) \):

\[
\hat{h}(k_z, z) = \int_{-\infty}^{\infty} h(r_z, z) e^{jk_z \cdot r_z} d^2 r_z = \frac{jk_z}{2\pi z} e^{-jkr_z} \int_{-\infty}^{\infty} e^{-jkr_z'r_z'^2/2z} e^{jk_z \cdot r_z'} d^2 r_z', \text{ or,}
\]

\[
\hat{h}(k_z, z) = e^{-jkr_z} \int_{-\infty}^{\infty} e^{jkr_z'r_z'^2/2z} e^{-jkr_z'^2/2k} e^{jkrz} e^{jkrz} e^{jkrz}
\]

(20.1.8)

Then, Eq. (20.1.3) can be written in the wavenumber domain as,

\[
E(r_z, z) = \int_{-\infty}^{\infty} \hat{E}(k_z, 0) e^{-jkr_z} \frac{d^2 k_z}{(2\pi)^2} = \int_{-\infty}^{\infty} \hat{E}(k_z, 0) \hat{h}(k_z, z) e^{-jkr_z} \frac{d^2 k_z}{(2\pi)^2}
\]

with,

\[
E(r_z, 0) = \int_{-\infty}^{\infty} \hat{E}(k_z, 0) e^{-jkr_z} \frac{d^2 k_z}{(2\pi)^2} \quad \Leftrightarrow \quad \hat{E}(k_z, 0) = \int_{-\infty}^{\infty} E(r_z, 0) e^{jkr_z} d^2 r_z
\]
Thus, we may write the Fresnel diffraction formula convolutionally and in its plane-wave spectrum form, where we expanded, \( |r_1 - r_1'|^2 = |r_1|^2 + |r_1'|^2 - 2r_1 \cdot r_1' \), in the third expression,

\[
E(r_1, z) = e^{-jkz} \int_{-\infty}^{\infty} \hat{E}(k, 0) e^{jkr_1 \cdot x} \frac{d^2k}{(2\pi)^2} = \frac{jk}{2\pi z} e^{-jkz} \int S E(r_1', 0) e^{-jkr_1 \cdot x} \frac{d^2r_1'}{(2\pi)^2} = \frac{jk}{2\pi z} e^{-jkz} \int S E(r_1', 0) e^{-jkr_1 \cdot y} \frac{d^2r_1'}{(2\pi)^2}
\]
(20.1.9)

The last integral is recognized as the two-dimensional Fourier transform of the product, \( E(r_1', 0) e^{-jkr_1 \cdot y} \), evaluated at \( k_{\perp} = kr_\perp / z \).

Eq. (20.1.8) can also be obtained from the exact form \( \hat{h}(k_{\perp}, z) = e^{-jkz} \) by assuming that for large \( z \) the evanescent modes will have already decayed and assuming the approximation \( k_{\perp}^2 + k_{\parallel}^2 \ll k^2 \) for the propagating modes. Then, we can write:

\[
k_{\parallel} = \sqrt{k^2 - |k_{\perp}|^2} = k \sqrt{1 - \frac{|k_{\perp}|^2}{k^2}} \approx k \left[ 1 - \frac{1}{2} \frac{|k_{\perp}|^2}{k^2} \right] = k - \frac{|k_{\perp}|^2}{2k}
\]

and, hence

\[
e^{-jk_{\parallel}z} \approx e^{-jkz} e^{jk_{\perp}^2/2k}
\]

Because of the assumption \( |k_{\perp}| < k \), the maximum transverse wavenumber will be \( |k_{\perp}| = k = 2\pi/\lambda \), and correspondingly the smallest achievable transverse spatial resolution will be \( \Delta r_{\perp} = 1/|k_{\perp}| \sim \lambda \), that is, about one wavelength. This is the basic diffraction limit of optical instruments, such as lenses and microscopes. Implicit in Eq. (20.1.9) then, is that the range of integration in \( k_{\perp} \)-space must be restricted to the propagating range, \( |k_{\perp}| \leq k \).

Near-field optics methods [534–533], where the evanescent modes are not ignored, overcome this limitation and can achieve much higher, subwavelength, resolutions. Although ordinary lenses are diffraction-limited, it has been shown recently [398] that “superlenses” made from metamaterials having negative refractive index can achieve perfect resolution.

**Circularly Symmetric and One-Dimensional Cases**

In the special case when the fields have circular symmetry, as it happens often when working with circular apertures and scalar fields, the above expressions can be written as 0th-order Hankel transforms, i.e., with respect to the \( J_0 \) Bessel function.

Introducing cylindrical coordinates in the space and wavenumber domains, similar to Eqs. (19.11.1) and (19.12.8) of Chap. 19,

\[
\begin{align*}
& r_\parallel = |r_\parallel| = \sqrt{x^2 + y^2} & x = r_\parallel \cos \phi \\
& \phi = \text{atan2}(y, x) & y = r_\parallel \sin \phi \\
& k_\parallel = \sqrt{k_{\parallel}^2 + k_{\perp}^2} & k_\parallel = k_\perp \cos \psi \\
& \psi = \text{atan2}(k_y, k_x) & k_\parallel = k_\perp \sin \psi
\end{align*}
\]
(20.1.10)

and assuming that \( E(r_1, 0) \) depends only on \( r_\parallel = |r_\parallel| \), all angular integrations can be done with the help of the following integral of Eq. (19.12.22),

\[
\int_0^{2\pi} e^{jkz \cos(\phi - \phi')} \frac{d\phi}{2\pi} = J_0(k_{\parallel}, r_\parallel)
\]
(20.1.11)

then, \( \hat{E}(k_{\perp}, 0) \) will depend only on \( k_\parallel = |k_\parallel| \), and will satisfy the following Hankel transform relationships,

\[
\hat{E}(k_{\perp}, 0) = \int_0^\infty E(r_\parallel, 0) J_0(k_{\parallel} r_\parallel) \frac{k_{\parallel} dk_{\parallel}}{2\pi} E(r_\parallel, 0) = \int_0^\infty \hat{E}(k_{\perp}, 0) J_0(k_{\parallel} r_\parallel) \frac{k_{\parallel} dk_{\parallel}}{2\pi}
\]
(20.1.12)

Then, the cylindrical symmetry is preserved by the propagation process, and (20.1.9) can be written as follows, where we replaced, \( r_1 \cdot r_1' = r_\parallel r_\parallel' \cos(\phi - \phi') \), and the \( \phi' \) integration was done with (20.1.11),

\[
E(r_\parallel, z) = e^{-jkz} \int_0^\infty \hat{E}(k_{\perp}, 0) e^{jk_{\perp}^2 z/2k} \frac{J_0(k_{\parallel} r_\parallel)}{2\pi} k_{\parallel} dk_{\parallel} = \frac{jk}{2\pi z} e^{-jkz} \int_0^\infty E(r_\parallel', 0) e^{-jk_{\parallel}^2 z/2k} \frac{J_0(k_{\parallel} r_\parallel')}{2\pi} k_{\parallel} dk_{\parallel}
\]
(20.1.13)

Another special case is when the aperture field \( E(x', y', 0) \) depends only on one transverse coordinate, say, \( E(x', 0) \). Then, the dependence of (20.1.3) on the \( y \) direction can be integrated out using the integral

\[
\sqrt{\frac{jk}{2\pi z}} \int_{-\infty}^{\infty} e^{-jk(y-y')^2/2z} dy' = 1
\]
(20.1.14)

and we obtain the following 1-D version of the propagation impulse response,\n
\[
\hat{h}(k_z, z) = \int_{-\infty}^{\infty} h(x, z) dz = \frac{jk}{2\pi z} e^{-jkz} \int_{-\infty}^{\infty} e^{-jkz^2/2z} dy, \quad \text{or,}
\]

\[
h(x, z) = \sqrt{\frac{jk}{2\pi z}} e^{-jkz^2/2z} \Leftrightarrow \hat{h}(k_z, z) = e^{-jkz^2 z/2k}
\]
(20.1.15)
and the corresponding one-dimensional Fresnel formula, written convolutionally and in its plane-wave spectrum form,

\[
E(x, z) = e^{-jkz} \int_{-\infty}^{\infty} \hat{E}(k_x, 0) e^{jkx^2/2k} e^{-jkx} \frac{dk_x}{2\pi} \\
= \sqrt{\frac{jk}{2\pi z}} e^{-jkz} \int_{-\infty}^{\infty} E(x', 0) e^{-jk(x-x')^2/2z} dx' \\
= \sqrt{\frac{jk}{2\pi z}} e^{-jkz} e^{jkx^2/2z} \int_{-\infty}^{\infty} E(x', 0) e^{-jkx'^2/2z} e^{jkx'} dx' 
\]

(20.1.16)

where again, the \(k_x\)-integration may be restricted to \(|k_x| \leq k\) for distances \(z\) that are large enough so that the evanescent modes have decayed.

**Example 20.1.1: Knife-Edge Diffraction.** We revisit the problem of knife-edge diffraction using the Fresnel formula (20.1.16). The infinite edge is along the \(y\) direction and it occupies the slit \(a\), as shown in the figure below. The incident plane-wave field and the diffracted field at distance \(z\) are:

\[
E_{inc}(x, z) = E_0 e^{-jkx} \\
E(x, z) = \sqrt{\frac{jk}{2\pi z}} e^{-jkz} \int_{-\infty}^{\infty} E(x', 0) e^{-jk(x-x')^2/2z} dx' \\
\]

At the input plane, \(E(x', 0) = E_0\), for \(x' \geq 0\), and \(E(x', 0) = 0\), for \(x' < 0\). Then, the above integral becomes:

\[E(x, z) = E_0 e^{-jkx} \sqrt{\frac{jk}{2\pi z}} \int_{0}^{\infty} e^{-jk(x-x')^2/2z} dx'\]

Making the change of variables,

\[\sqrt{\frac{k}{2\pi z}} (x' - x) = \frac{\pi}{\sqrt{2}} u, \quad v = \sqrt{\frac{k}{2\pi z}} x\]

the above integral can be reduced to the Fresnel integral \(\mathcal{F}(x)\) of Appendix F:

\[E(x, z) = E_0 e^{-jkx} \frac{\pi}{\sqrt{2}} \int_{-\infty}^{\infty} e^{-jmu^2/2} du = E_0 e^{-jkx} \frac{1}{\sqrt{1 - j}} \left[ \mathcal{F}(v) + \frac{1}{2} \right]\]

This is identical (up to the paraxial assumption) to the case discussed in Sec. 18.14. When \(x < 0\), the observation point lies in the shadow region.

**Example 20.1.2: Diffraction by an infinite slit.** Consider an infinite slit on an opaque screen.

The \(y\)-dimension of the slit is infinite and its \(x\)-size is \(|x| \leq a\), as shown on the left in the figure below. The same figure also shows an opaque strip of the same size.

\[E(x', 0) = E_0 e^{-jkx} \quad \text{for} \quad a \leq x' \leq a\]

The incident field is a uniform plane wave, \(E_{inc}(x, z) = E_0 e^{-jkz}\), whose values on the slit are \(E(x', 0) = E_0\). The diffracted field at distance \(z\) is given by Eq. (20.1.16):

\[E(x, z) = \sqrt{\frac{jk}{2\pi z}} e^{-jkz} \int_{-\infty}^{\infty} E(x', 0) e^{-jk(x-x')^2/2z} dx' = E_0 \sqrt{\frac{jk}{2\pi z}} e^{-jkz} \int_{-a}^{a} e^{-jk(x-x')^2/2z} dx'\]

The integral can be reduced to the Fresnel integral \(\mathcal{F}(x)\) of Appendix F by making the change of variables:

\[\sqrt{\frac{k}{2z}} (x' - x) = \frac{\pi}{\sqrt{2}} u, \quad v = \sqrt{\frac{k}{2\pi z}} (\pm a - x)\]

so that

\[\sqrt{\frac{jk}{2\pi z}} \int_{-a}^{a} e^{-jk(x-x')^2/2z} dx' = \sqrt{\frac{j}{2}} \int_{-\infty}^{\infty} e^{-jmu^2/2} du = \mathcal{F}(v) - \mathcal{F}(-v) = 1 - D(x, z)\]

where we used \(\sqrt{jkz} = 1/(1 - j)\). Thus, \(E(x, z)\) becomes:

\[E(x, z) = e^{-jkz} D(x, z)\]

(20.1.17)

For the case of the strip, the limits of integration are changed to:

\[\sqrt{\frac{jk}{2\pi z}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-j(x-x')^2/2z} dx' = \mathcal{F}(\infty) - \mathcal{F}(v) + \mathcal{F}(v) - \mathcal{F}(\infty) = 1 - D(x, z)\]

This result is an example of the scalar Babinet principle discussed in Sec. 19.13.

\[E_{slit}(x, z) + E_{strip}(x, z) = e^{-jkz}\]

Fig. 20.1.1 shows the diffracted patterns in the two cases. The graphs plot the quantities \(|D(x, z)|\) and \(|1 - D(x, z)|\) versus \(x\) in the two cases.

The slit was chosen to be four wavelengths wide, \(a = 4\lambda\), and the diffracted patterns correspond to the near, medium, and far distances \(z = a, z = 20a,\) and \(z = 100a\). The latter case corresponds to the Fraunhofer pattern having a small ratio \(a^2/\lambda z = 1/25\). For example, for the slit case, the corresponding pattern approximates (but it is not quite there yet) the typical sinc-function Fourier transform of the rectangular slit distribution \(E(x', 0) = E_0\), for \(-a \leq x' \leq a\):

\[\hat{E}(k_x, 0) = \int_{-a}^{a} E_0 e^{ikx} dx' = 2aE_0 \frac{\sin(k_x a)}{k_x a}\]

where this is to be evaluated at \(k_x = kx/\lambda\) for the diffraction pattern \(E(x, z)\). The property that at the center of the strip, \(x = 0\), the diffracted pattern is not zero is an example of the so-called Poisson’s spot, or, Arago’s spot [638].

\[\square\]
20.1. Fresnel Approximation

Example 20.1.3: Gaussian beam propagation. In laser applications one often assumes a beam with a gaussian profile at the launch position \((z = 0)\), which broadens as it propagates to \(z > 0\). In the Fresnel approximation, the propagated field can be worked out in closed form. For simplicity, we consider a 1-D version with an initial beam profile of width \(w\),

\[
E(x, 0) = E_0 \exp \left[ -\frac{x^2}{2w^2} \right] \tag{20.1.19}
\]

Using (20.1.16) the propagated field to distance \(z\) can be obtained by the following steps,

\[
\hat{E}(k_x, 0) = \int_{-\infty}^{\infty} E(x, 0) e^{ik_x x} \, dx = E_0 \sqrt{2\pi w^2} \exp \left[ -\frac{1}{2} k_x^2 w^2 \right]
\]

\[
\hat{E}(k_x, z) = e^{-jk_z z} \sqrt{2\pi w^2} \exp \left[ -\frac{1}{2} k_x^2 \left( w^2 - jk_z z \right) \right]
\]

\[
E(x, z) = \int_{-\infty}^{\infty} \hat{E}(k_x, z) e^{jk_x x} \frac{dk_x}{2\pi} = E_0 e^{-jk_z z} \sqrt{\frac{w^2}{w^2 - jk_z z/k}} \exp \left[ -\frac{x^2}{2(w^2 - jk_z z/k)} \right]
\]

where the integrals were done with the help of the integral of Eq. (3.5.18). Defining the distance, \(z_0 = kw^2\), and its inverse, \(\alpha_0 = 1/(kw^2)\), we may rewrite \(E(x, z)\) as,

\[
E(x, z) = E_0 e^{-jk_z z} (1 - j\alpha_0 z)^{-1/4} \exp \left[ -\frac{x^2}{2w^2 (1 - j\alpha_0 z)} \right]
\]

\[
= E_0 e^{-jk_z z} (1 - j\alpha_0 z)^{-1/4} \exp \left[ -\frac{x^2}{2w^2 (1 + j\alpha_0 z^2)} \right]
\]

(20.1.20)

with magnitude,

\[
|E(x, z)| = E_0 (1 + \alpha_0^2 z^2)^{-1/4} \exp \left[ -\frac{x^2}{2w^2 (1 + \alpha_0^2 z^2)} \right]
\]

(20.1.21)

It is evident that the gaussian beam is getting wider and shorter as it propagates, with an effective width and effective height given as functions of \(z\) by,

\[
w(z) = w(1 + \alpha_0^2 z^2)^{1/2}, \quad h(z) = E_0 (1 + \alpha_0^2 z^2)^{-1/4}
\]

(20.1.22)

Fig. 20.1.1 Fresnel diffraction by a slit and a strip

Fig. 20.1.2 Gaussian beam propagation.

20.2 Self-Imaging of Periodic Structures – Talbot Effect

The Talbot or self-imaging effect, first observed by Talbot in 1836, arises when a periodic grating is illuminated by a normally-incident plane wave. In the Fresnel approximation regime, the original grating image appears to be reproduced exactly at multiples of a certain distance called the Talbot length, and furthermore, there is a complicated structure of subimages at fractions of the Talbot length. Fig. 20.2.1 shows an example of the resulting fractal-type structure, termed a Talbot carpet. References [1459–1478] include some of the original papers, some recent reviews on applications, and the related Lau effect which involves a double grating. Our discussion is based on [1474–1477].

There are certain classes of fields, such as plane-waves, for which the plane-wave spectrum representation can be evaluated exactly. For example, consider a linear combination of TE plane waves (with TE defined relative to the \(xz\) plane) incident at different angles on the \(z = 0\) plane. The \(y\)-component of the total \(E\)-field at \(z = 0\) is given by a sum of, say, \(N\) terms,

\[
E(x, 0) = \sum_{n=1}^{N} E_n e^{-jk_n x}, \quad k_{nx} = k \sin \theta_n
\]

where \(\theta_n\) are the angles of incidence measured with respect to the \(z\)-axis. The corresponding 1-D Fourier transform is,

\[
\hat{E}(k_x, 0) = \int_{-\infty}^{\infty} E(x, 0) e^{ik_x x} \, dx = \sum_{n=1}^{N} E_n 2\pi \delta(k_x - k_{nx})
\]
Then, the exact and the Fresnel plane-wave spectrum representations at \( z \geq 0 \) are,

\[
E(x,z) = \int_{-\infty}^{\infty} \hat{E}(k_x,0) e^{-j k_x x} e^{-j k_x z} \frac{dk_x}{2\pi} = \sum_{n=-\infty}^{N} E_n e^{-j n k_x x}, \quad k_{nx} = k \cos \theta_n
\]

\[
E(x,z) = \int_{-\infty}^{\infty} \hat{E}(k_x,0) e^{j k_x z/2} e^{-j k_x z} \frac{dk_x}{2\pi} = e^{-j k z} \sum_{n=-\infty}^{N} E_n e^{j n z/2 k} e^{-j k_{nx} x}
\]

(20.2.1)

where the Fresnel case can also be obtained from the exact one by the following approximation that effectively assumes that all the angles \( \theta_n \) are small,

\[
k_{nx} = \sqrt{k^2 - k_{nx}^2} \approx k - \frac{k_{nx}^2}{2k}
\]

Another class of fields that can be computed exactly are periodic gratings that are periodic in \( x \) with some period, say, \( d \), so that they can be expanded in a finite or infinite Fourier series of harmonics in the form,

\[
E(x,0) = \sum_{n=-\infty}^{\infty} E_n e^{-j n k_n x}, \quad k_d = \frac{2\pi}{d} = \text{fundamental harmonic}
\]

(20.2.2)

with Fourier coefficients, for \( -\infty < n < \infty \),

\[
E_n = \frac{1}{d} \int_{-d/2}^{d/2} E(x,0) e^{j n k_n x} dx = \frac{1}{d} \int_{-d/2}^{d/2} E(x,0) e^{2\pi j n x/d} dx
\]

(20.2.3)

This case is similar to (20.2.1) if we identify, \( k_{nx} = n k_d \). Thus, we have,

\[
E(x,z) = \sum_{n=-\infty}^{\infty} E_n e^{-j n k_d x} e^{j n k_z x}
\]

(exact)

\[
E(x,z) = e^{-j k z} \sum_{n=-\infty}^{\infty} E_n e^{j n z/2 k} e^{-j n k_{nx} x}
\]

(Fresnel)

(20.2.4)

We will concentrate on the Fresnel case. Let us define the Talbot length by,

\[
Z_T = \frac{2mk}{k_{z}^2} = \frac{d^2}{\lambda} \quad \text{(Talbot length)}
\]

(20.2.5)

so that the Fresnel expression in (20.2.4) can be written as,

\[
E(x,z) = e^{-j k z} \sum_{n=-\infty}^{\infty} E_n e^{j n z/2 Z_T} e^{-j n \pi x/d}
\]

(20.2.6)

At \( z = 2Z_T \), the quadratic phase factor becomes unity, indeed,

\[
e^{j n \pi z/2Z_T} \bigg|_{z=2Z_T} = e^{j n \pi (2Z_T)/2Z_T} = e^{j \pi n z^2/4} = 1, \quad \text{for all } n
\]

It follows from (20.2.6) that the initial field reproduces itself at this distance,

\[
E(x,2Z_T) = e^{-j k z} E(x,0) \Rightarrow |E(x,2Z_T)| = |E(x,0)|
\]

which implies that \( |E(x,z)| \) is periodic in \( z \) with period twice the Talbot length, \( 2Z_T \).

Similarly, at \( z = Z_T \), we have, \( e^{j \pi n z/2Z_T} = e^{j \pi n} = 1 \), for all \( n \), with the latter identity following from the observation that \( e^{j \pi n^2} = e^{j \pi n} = 1 \) if \( n \) is even and when \( n \) is odd, i.e., \( n = 2m + 1 \), we have, \( e^{j \pi n^2} = e^{j \pi (2m+1)^2} = e^{j \pi n^2} e^{j \pi m^2} = e^{j \pi n^2} \).

In this case, the two exponentials in (20.2.6) can be combined as follows,

\[
E(x,z_T) = e^{-j k z_T} \sum_{n=-\infty}^{\infty} E_n e^{jn(nz/2Z_T)/2} e^{-j \pi n (x-d/2)/d}, \quad \text{or}
\]

\[
E(x,z_T) = e^{-j k z_T} E(x - \frac{1}{2} d, 0)
\]

(20.2.7)

Thus, the initial field is reproduced exactly but is laterally shifted by half-period \( \frac{d}{2} \).

To summarize, we have relative to an arbitrary distance \( z_0 \),

\[
E(x,z_0 + z) = e^{-j k z} E(x - \frac{1}{2} d, z_0), \quad \text{when } z \text{ an odd multiple of } Z_T
\]

\[
E(x,z_0 + z) = e^{-j k z} E(x, z_0), \quad \text{when } z \text{ an even multiple of } Z_T
\]

(20.2.8)

Of course, the former implies the latter by applying it twice, and invoking the periodicity in \( x \), e.g., \( |E(x,2Z_T)| = |E(x-d/2, Z_T)| = |E(x-d, 0)| = |E(x,0)| \).

The fractional Talbot effect corresponds to subimages that are generated at the fractional distances \( Z_{pq} = (p/q) Z_T \), where \( p,q \) are coprime integers.

To \( Z_{pq} \) we can add any multiple of \( Z_T \). Indeed, if we set, \( z = Z_T + Z_{pq} \), with \( Z_T = (2s + r) Z_T \), where \( r = 0,1 \), we will have, \( E(x,z_0 + Z_{pq}) = e^{-j k z_0} E(x - \frac{1}{2} r d, z_{pq}) \). Setting now \( z = Z_{pq} = (p/q) Z_T \) in (20.2.6), we obtain,

\[
E(x,z_{pq}) = e^{-j k z_{pq}} \sum_{n=-\infty}^{\infty} E_n e^{ip n^2/p} e^{-j n \pi x/d}
\]

(20.2.9)

The fractional Talbot subimages are a consequence of this expression. We note that if \( p \) is even (so \( q \) must be odd), then, the factor, \( a_n = e^{j \pi n^2/p} \), is periodic in \( n \) with period \( q \), as can be verified explicitly,

\[
a_{n+q} = e^{j \pi (n+q)^2/p} = e^{j \pi n^2/p} \cdot e^{j \pi n q/p} \cdot e^{j \pi q/p} = e^{j \pi n^2/p} \cdot 1 \cdot 1 = a_n
\]

On the other hand, if \( p \) is odd (now \( q \) can be even or odd), then the sequence, \( e^{j \pi n^2/p} \) is no longer periodic with period \( q \). But the following sequence is, \( a_n = e^{j \pi n^2/p} e^{-j \pi n/q} \), indeed since \( p - 1 \) is even, we have,

\[
a_{n+q} = e^{j \pi (n+q)^2/p} e^{-j \pi (n+q)/q} = e^{j \pi n^2/p} e^{-j \pi n/q} \cdot e^{j \pi (n-1)/q} = a_n
\]

Combining the two cases, we denote by \( r \) the remainder of the division of \( p \) by \( 2 \), that is, \( r = \text{rem}(p, 2) \), and define the sequence, \( a_n = e^{j \pi n^2/p} e^{-j \pi n/r} \), which will now be periodic with period \( q \) for all \( p \).
This periodicity implies that \( a_n \) can be expanded in a discrete Fourier series [48], i.e., as an inverse DFT consisting of a linear combination of \( q \) discrete sinusoids at the \( q \) DFT frequencies, \( \omega_m = 2\pi m/q, m = 0, 1, \ldots, q - 1 \), that is,

\[
a_n = e^{\pi n^2 p/q} e^{-j n \pi m / q} = \frac{1}{q} \sum_{m=0}^{q-1} A_m e^{2\pi j m n / q} - \infty < n < \infty \tag{20.2.10}
\]

where the \( q \) coefficients \( A_m \) are recognized as the \( q \)-point DFT of the discrete sequence \( a_n \), defined as follows for \( m = 0, 1, \ldots, q - 1 \),

\[
A_m = \sum_{n=0}^{q-1} a_n e^{-2\pi j m n / q} = \sum_{n=0}^{q-1} e^{\pi n^2 p/q} e^{-j m \pi n r} e^{-2\pi j m n / q} \tag{20.2.11}
\]

The DFT coefficients \( A_m \) are known as quadratic Gauss sums and play a prominent role in Number Theory. Closed-form expressions for \( A_m \) in terms of \( p, q \) have been given in [1474-1476]. Adapted to our case, they are for \( m = 0, 1, \ldots, q - 1 \),

\[
A_m = \begin{cases} \sqrt{q} \left( \frac{p}{q} \right) \exp \left[ -j \pi \left( \frac{q}{4} + \frac{p}{q} \right)^2 m^2 \right], & p, q \text{ even, odd} \\ \sqrt{q} \left( \frac{q}{p} \right) \exp \left[ j \pi \left( \frac{p}{4} q - \frac{p}{q} \right)^2 \left( 2m + q \right)^2 \right], & p, q \text{ odd, even} \\ \sqrt{q} \left( \frac{p}{q} \right) \exp \left[ -j \pi \left( \frac{q}{4} + \frac{2p}{q} \right)^2 \left( 2q \right)^2 \left( 2m + q \right)^2 \right], & p, q \text{ odd, odd} \end{cases} \tag{20.2.12}
\]

where \( \left( \frac{p}{q} \right) \) is the Jacobi symbol taking on the values \( \pm 1 \), and \( (p\backslash q) \) denotes the integer or modular inverse of \( p \) relative to \( q \).\(^1\)

It is evident that the coefficients \( A_m \) have constant magnitude, \( |A_m| = \sqrt{q} \), for \( m = 0, 1, \ldots, q - 1 \). The MATLAB function \texttt{talbot} computes \( A_m \) from Eq. (20.2.12). It requires that \( p, q \) be coprime and has usage,

\[
A = \texttt{talbot}(p,q) \quad \% \text{Gauss sums for the fractional Talbot effect}
\]

In our simulation examples below, we find it simpler to compute them numerically by a DFT matrix transformation. Example 20.2.2 compares the two methods. Replacing\(^1\)The definitions of these concepts may be found in Wikipedia, https://www.wikipedia.org

\[\tag{20.2.13}\]

\[
E(x, z_{pq}) = e^{-j k z_{pq}} \sum_{n=-\infty}^{\infty} E_n e^{i n \pi z_{pq} / d} e^{-2\pi j n x / d}
\]

\[
= e^{-j k z_{pq}} \sum_{n=-\infty}^{\infty} E_n a_n e^{i n \pi z_{pq} / d} e^{-2\pi j n x / d}
\]

\[
= e^{-j k z_{pq}} \sum_{n=-\infty}^{\infty} \frac{1}{q} \sum_{m=0}^{q-1} A_m e^{i n \pi z_{pq} / d} e^{-2\pi j n x / d}
\]

\[
= e^{-j k z_{pq}} \sum_{m=0}^{q-1} A_m \sum_{n=-\infty}^{\infty} E_n e^{-2\pi j n(x - md / q - rd / 2) / d}, \quad \text{or,}
\]

\[
E(x, z_{pq}) = e^{-j k z_{pq}} \sum_{m=0}^{q-1} A_m E(x - m d / q - r d / 2, 0)
\]

which shows that \( E(x, z_{pq}) \) is a linear combination of \( q \) overlapping copies of the original grating \( E(x, 0) \), displaced laterally at multiples of \( d / q \), with an overall displacement by \( d / 2 \) when \( p \) is odd.

Example 20.2.1: This example from [1477] illustrates the generation of a Talbot carpet. Figure 20.2.1 plots the magnitude, \( |E(x, z)| \), as a function of \( x, z \), over the ranges, \( -2d \leq x \leq 2d \) and \( -0.5z_T \leq z \leq 3.5z_T \). One can observe the periodicity at \( z = 2z_T \), relative to \( z = 0 \), and the lateral shift at \( z = z_T \) and \( z = 3z_T \), as well as some of the fractional Talbot subimages at distances \( (p/q)z_T \).

The periodic grating was taken to be a square wave with a duty cycle, \( \alpha = 0.1 \), defined as follows over one period, \( -d / 2 \leq x \leq d / 2 \),

\[
E(x, 0) = \begin{cases} 1, & |x| \leq \frac{1}{2} \alpha d \\ 0, & \frac{1}{2} \alpha d < |x| \leq \frac{1}{2} d \end{cases}
\]

The bright spots correspond to the narrow square pulses of the grating. The duty cycle was chosen to be small enough so that the laterally repeated subimages at spacings \( d / q \) are clearly visible. The Fourier coefficients were calculated from Eq. (20.2.3),

\[
E_n = \frac{\sin(\alpha \pi n \alpha)}{\pi n \alpha}, \quad -\infty < n < \infty \quad (E_0 = \alpha) \tag{20.2.15}
\]

The field \( E(x, z) \) was computed using the following truncated version of the Fourier series (20.2.6), where the coefficients \( E_n \) were multiplied by a Hamming window \( w_n \) in order to reduce the Gibbs ripples arising from the truncation,

\[
E(x, z) = e^{-j k x} \sum_{n=-M}^{N} w_n E_n e^{i n \pi z / 2z_T} e^{-2\pi j n x / d} \tag{20.2.16}
\]

with, \( w_n = 0.54 + 0.46 \cos(\pi n / M) \). The following MATLAB code segment illustrates the generation of this graph,
20.2. Self-Imaging of Periodic Structures – Talbot Effect

Fig. 20.2.1 Talbot carpet.

\[
d = 1; \quad a = 0.1; \quad \% \quad d = \text{period}, \quad a = \text{duty cycle}
\]
\[
M = 100; \quad n = -M:M; \quad \% \quad \text{no. Fourier series coefficients}
\]
\[
w = \Theta(n) \, 0.54 + 0.46 \cos(\pi n/M); \quad \% \quad \text{Hamming window}
\]
\[
E = \Theta(n) \, a \text{sinc}(a n) \cdot w(n); \quad \% \quad \text{windowed coefficients}
\]
\[
E = \Theta(x,z) \sum \text{En}(n) \cdot \exp(j \pi n \cdot z) \cdot \exp(-2 \pi j n \cdot x); \% \quad E(x,z)
\]
\[
x = \text{linspace}(-2, 2, 801); \quad \% \quad x \text{ in units of } d
\]
\[
z = \text{linspace}(-0.5, 3.5, 801); \quad \% \quad z \text{ in units of } z_T
\]
\[
E(x,z) = \text{sum} \left( \text{En}(n) \cdot \exp(j \pi n \cdot z) \cdot \exp(-2 \pi j n \cdot x) \right);
\]
\[
x = \text{linspace}(-2, 2, 801); \% \quad x \text{ in units of } d
\]
\[
z = \text{linspace}(-0.5, 3.5, 801); \% \quad z \text{ in units of } z_T
\]
\[
\text{for } i=1: \text{length}(x), \quad \% \quad \text{calculate } |E(x,z)|
\]
\[
\text{for } j=1: \text{length}(z)
\]
\[
F(i,j) = \text{abs}(E(x(i),z(j))); \quad \% \quad |E(x,z)|
\]
\[
\text{end}
\]
\[
\text{end}
\]
\[
E_{\text{mag}} = 300 \times F / \text{max}(F); \quad \% \quad \text{normalized magnitude}
\]
\[
\text{figure; image}(x,z,E_{\text{mag}}); \quad \% \quad \text{plot image}
\]
\[
\text{colormap}(\text{gray}(128));
\]

Example 20.2.2: This example from [1474] illustrates the computation of the fractional subimages. The grating was again a square wave, but with a duty cycle of \( \alpha = 0.5 \), known as a Ronchi grating. Fig. 20.2.2 plots the magnitudes \( |E(x,z_{pq})| \) at \( z_{pq} = (p/q)z_T \), for the choices, \( q = 20 \), and, \( p = 0, 1, 2, 3, 4, 5, 6, 7, 8 \).

The typical MATLAB code for generating these graphs is as follows, shown for the specific case \( p = 3 \). The code also verifies that the two methods of calculating \( E(x,z_{pq}) \) from Eqs. (20.2.9) and (20.2.13) produce the same result to within MATLAB’s numerical accuracy.

\[
d = 1; \quad a = 0.5; \quad \% \quad d = \text{period}, \quad a = \text{duty cycle}
\]
\[
M = 1000; \quad n = -M:M; \quad \% \quad \text{no. Fourier series coefficients}
\]
\[
w = \Theta(n) \, 0.54 + 0.46 \cos(\pi n/M); \quad \% \quad \text{Hamming window}
\]
\[
E = \Theta(n) \, a \text{sinc}(a n) \cdot w(n); \quad \% \quad \text{windowed coefficients}
\]
\[
E = \Theta(x,z) \sum \text{En}(n) \cdot \exp(j \pi n \cdot z) \cdot \exp(-2 \pi j n \cdot x); \% \quad E(x,z)
\]
\[
x = \text{linspace}(0,1,251); \quad \% \quad x \text{ in units of } d
\]
\[
z_{pq} = p/q; \quad \% \quad z_{pq} \text{ for p/q}
\]
\[
E(x,z) = \text{sum} \left( \text{En}(n) \cdot \exp(j \pi n \cdot z) \cdot \exp(-2 \pi j n \cdot x) \right);
\]
\[
\text{figure; plot}(x,\text{abs}(E),'b-'); \quad \% \quad \text{plot magnitude } |E(x,z_{pq})|
\]
\[
n = \text{0:q-1}'; \quad \% \quad \text{qxq DFT matrix}
\]
\[
a = \exp(j \pi n \cdot z_{pq}) \cdot \exp(-j \pi n \cdot r); \quad \% \quad \text{qx1 sequence a(n)}
\]
\[
A = D^a; \quad \% \quad \text{qx1 DFT coefficients A(n)}
\]
For $q=20$ and the values $p=0,2,4,5,6,8$, the pairs $p,q$ are not coprime. In these cases the ratios $p/q$ are reduced to their coprime versions, i.e., $p/q = [0,2,4,5,6,8]/20 = [0/1,1/10,1/5,1/4,3/10,2/5]$. The $q$-term expansion (20.2.13) is still valid, but the $q$-point DFT $A_m$ has zero entries that effectively reduce it to the equivalent coprime value of $q$. The table below shows the $(q=20)$ values of $A_m$, $m=0,1,\ldots,19$, rounded to two digits for display purposes, for the cases of $p=0,1,2,3,4,5$.

In the coprime cases, $p=1$ and $p=3$, the array $A_m$ is full. In the case $p=2$, which reduces to $p/q = 2/20 = 1/10$ with a reduced $q$ of 10, the array $A_m$ effectively reduces to a 1-dimensional one. In the case $p=4$ with $p/q = 4/20 = 1/5$, $A_m$ effectively reduces to a 5-dimensional one. For $p=3$ with $p/q = 3/20 = 1/4$, it reduces to a 4-dimensional one, and in the trivial case $p=0$, it is 1-dimensional. We note also that in these non-coprime cases, the magnitude of the non-zero $A_m$'s is $|A_m| = \sqrt{g^q}$, where $g$ is the greatest common divisor of $p,q$, where $g$ can be calculated in MATLAB with the command, $g = \gcd(p,q)$.

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>$p=0$</td>
<td>$p=1$</td>
<td>$p=2$</td>
<td>$p=3$</td>
<td>$p=4$</td>
</tr>
<tr>
<td>0</td>
<td>20.00</td>
<td>-3.16-3.16i</td>
<td>4.47+4.47i</td>
<td>-3.16+3.16i</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>3.62+2.63i</td>
<td>0</td>
<td>1.38+4.25i</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-4.42-0.70i</td>
<td>5.64+2.87i</td>
<td>-2.03-3.98i</td>
<td>7.24+5.26i</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3.62-2.63i</td>
<td>0</td>
<td>1.38-4.25i</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.70+4.42i</td>
<td>5.64-2.87i</td>
<td>-3.98-2.03i</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>-4.47+0.00i</td>
<td>0</td>
<td>4.47+0.00i</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>-0.70-4.42i</td>
<td>-2.87-5.64i</td>
<td>3.98+2.03i</td>
<td>7.24-5.26i</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>3.62-2.63i</td>
<td>0</td>
<td>1.38-4.25i</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>4.42+0.70i</td>
<td>-2.87+5.64i</td>
<td>2.03+3.98i</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>3.62+2.63i</td>
<td>0</td>
<td>1.38+4.25i</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>3.16+3.16i</td>
<td>4.47-4.47i</td>
<td>3.16-3.16i</td>
<td>-8.94+0.00i</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>3.62+2.63i</td>
<td>0</td>
<td>1.38+4.25i</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>4.42+0.70i</td>
<td>-2.87+5.64i</td>
<td>2.03+3.98i</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>3.62-2.63i</td>
<td>0</td>
<td>1.38-4.25i</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>-0.70-4.42i</td>
<td>-2.87-5.64i</td>
<td>3.98+2.03i</td>
<td>7.24-5.26i</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>-4.47+0.00i</td>
<td>0</td>
<td>4.47+0.00i</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0.70+4.42i</td>
<td>5.64-2.87i</td>
<td>-3.98-2.03i</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>3.62-2.63i</td>
<td>0</td>
<td>1.38-4.25i</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>-4.42-0.70i</td>
<td>5.64+2.87i</td>
<td>-2.03-3.98i</td>
<td>7.24+5.26i</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
<td>3.62+2.63i</td>
<td>0</td>
<td>1.38+4.25i</td>
<td>0</td>
</tr>
</tbody>
</table>

For the particular coprime case, $p=3$, $q=20$, the above code segment compares also the calculation of the $A_m$ coefficients using the DFT matrix approach and the closed-form expressions (20.2.12) as implemented by the function TALBOT.
20.3 Fraunhofer Approximation

The Fraunhofer approximation is a limiting case of the Fresnel approximation when the distance \( z \) is even larger than that in the Fresnel case. More precisely, it is obtained in the far-field limit when \( |k| r_z^2 \ll z \), or, \( k z \gg (kD)^2 \), where \( D \) is the size of the aperture.

In this approximation, the field \( E(\mathbf{r}, z) \) becomes proportional to the Fourier transform \( \hat{E}(k_x, 0) \) of the field at the input plane. It is similar to the far-field approximation of Eq. (19.3.3) discussed in Sec. 19.3, except now we are further assuming the paraxial approximation in which \( z \) is much larger than the transverse directions \(|\mathbf{r}_z|\).

A direct way of deriving the Fraunhofer approximation is by applying the stationary-phase approximation—Eq. (H.6) of Appendix H—to the evaluation of the plane-wave spectrum integral (20.1.9). Define the phase function

\[
\phi(\mathbf{k}_z) = \frac{|\mathbf{k}_z|^2}{2k} - \frac{k_z^2}{2k} - k_x x + \frac{k_z^2}{2k} - k_y y = \phi_x(k_x) + \phi_y(k_y)
\]

Then, the stationary-point with respect to the \( k_x \) variable is,

\[
\phi'_{xx}(k_x) = \frac{k_z x}{k} - x = 0 \quad \Rightarrow \quad k_x = \frac{k z}{k}, \quad \phi'_{xx}(k_x) = \frac{Z}{k}
\]

and similar expressions for \( \phi_y(k_y) \). Thus, vectorially, the stationary point is at \( \mathbf{k}_z = k \mathbf{r}_z / z \). Using Eq. (H.6) (with diagonal matrix \( \Phi \)), we obtain:

\[
E(\mathbf{r}_z, z) = \int_{-\infty}^{\infty} \hat{E}(k_z, 0) e^{i\phi(k_z)} \frac{d^2k_z}{(2\pi)^2} = e^{-j k z} \frac{\sqrt{2\pi}}{k} \hat{E}(k_z, 0) e^{-j k z} \frac{1}{(2\pi)^2} k_z \frac{r_z}{z}
\]

Noting that \( \phi(k_z) = -k|r_z|^2/2z \) at \( \mathbf{k}_z = k \mathbf{r}_z / z \), we finally find:

\[
E(\mathbf{r}_z, z) = \frac{j k}{2\pi} e^{-j k z} e^{-j kr_z^2/2z} \hat{E}(k_z, 0) \left[ \hat{E}(k_z, 0) \right]_{k_z = k r_z / z}
\]

The one-dimensional version of (20.3.1) is obtained in a similar way from Eq. (20.1.16),

\[
E(\mathbf{r}, z) = \int_{-\infty}^{\infty} \frac{j k}{2\pi} e^{-j k z} e^{-j kr^2/2z} \hat{E}(k_x, 0) \left[ \hat{E}(k_x, 0) \right]_{k_x = k r / z}
\]

(Fraunhofer) (20.3.4)

**Example 20.3.1:** Exact, Fresnel, and Fraunhofer diffraction by circular apertures [1433–1445]. Consider a circular aperture of radius \( a \), and assume a uniform field, \( E(\mathbf{r}_z, 0) = u(\mathbf{r} - |\mathbf{r}_z|) \), at \( z = 0 \), where \( u(\cdot) \) is the unit-step function. The on-axis field at distance \( z \geq 0 \) can be calculated in closed-form and compared for the three cases of using: (a) the exact Rayleigh-Sommerfeld integral (20.1.1), (b) the circularly-symmetric Fresnel formula (20.1.13), and (c) the Fraunhofer formula (20.3.1).

Setting \( E(\mathbf{r}_z, 0) = 1 \) and \( r_z = 0 \) in (20.1.1), we have \( R = \sqrt{|r_z - r_z'|^2 + z^2} = \sqrt{r_z'^2 + z^2} \). The angular integration in \( d^2r_z' = r_z'dr_z'd\phi \) can be done immediately, replacing it by \( 2\pi r_z'dr_z' \), and the remaining integral over \( r_z' \) can be done in closed-form,

\[
E(0, z) = \int_0^a \frac{2\pi}{R} e^{-j k z} e^{-j kr_z'^2/2z} 2\pi r_z'dr_z' = e^{-j k z} \frac{2}{\sqrt{2\pi + a^2}} e^{-j k z \sqrt{2\pi + a^2}}
\]

(exact) (20.3.5)

Setting \( r_z = 0 \) in the Fresnel formula (20.1.13) and noting that \( J_0(1) = 0 \), we obtain,

\[
E(0, z) = \int_0^a \frac{j k}{2\pi} e^{-j k z} e^{-j kr_z'^2/2z} 2\pi r_z'dr_z' = e^{-j k z} e^{-j k a^2/2z}
\]

(Fresnel) (20.3.6)

This can also be obtained from Eq. (20.3.5) by making the approximation in the exponential,

\[
\sqrt{2\pi + a^2} \approx z + a^2/2z
\]

while setting, \( \sqrt{2\pi + a^2} \approx z \), in the amplitude factors. For the Fraunhofer case, we must determine the Fourier transform of \( E(\mathbf{r}_z, 0) = 1 \) over the aperture, that is, from (20.1.12),

\[
\hat{E}(k_z, 0) = \int_0^a J_0(k_z r_z) 2\pi r_z'dr_z' = \pi a^2 \int_0^\infty J_0(k_z r_z) \frac{d}{k_z \alpha}
\]

(20.3.7)

which evaluates to \( \hat{E}(0, 0) = \pi a^2 \), at \( k_z = kr_z / z = 0 \), so that (20.3.1) gives,

\[
E(0, z) = \int_0^a \frac{j k}{2\pi} e^{-j k z} e^{-j kr_z'^2/2z} \hat{E}(k_z, 0) \left[ \hat{E}(k_z, 0) \right]_{k_z = k z / z} = e^{-j k z} \frac{2}{\sqrt{2\pi + a^2}} \frac{2}{k_z a^2}
\]

(Fraunhofer) (20.3.8)

and this can also be obtained from (20.3.6) by assuming \( z \gg k a^2 \) and using the Taylor series approximation of the exponential, \( e^{ka^2/2z} \approx 1 + jka^2/2z \). Fig. 20.3.1 plots the exact, Fresnel, and Fraunhofer fields for the case \( a = 10\lambda \).

The Fresnel and Fraunhofer distances, shown as the dotted vertical lines, were \( z_{\text{fresnel}} = 39.8\lambda = 3.98a \) and \( z_{\text{fraunhofer}} = 628.3\lambda = 62.83a \), and were computed from the expressions,

\[
kz_{\text{fresnel}} = (ka)^{4/3}, \quad kz_{\text{fraunhofer}} = (ka)^2
\]
We note also that the scalar Babinet principle of Eq. (19.13.17) is satisfied for both the disk and the annular cases, that is, \( E(0, z) + E_{\text{comp}}(0, z) = e^{-jkz} \).

**Example 20.3.2:** Fresnel zone-plate lens [1435]. An aperture consisting of alternating transparent and opaque annular apertures, as shown below, can act as a lens with a prescribed focal length, say \( F \), provided the radii of the transparent zones are properly chosen so that the diffracted waves from these zones interfere constructively at distance \( F \).

For \( N \) transparent zones, the \( n \)-th zone is defined by, \( r_{2n} \leq r \leq r_{2n+1} \), \( n = 0, 1, \ldots, N-1 \), that is, they are the intervals, \( [r_0, r_1], [r_2, r_3], [r_4, r_5], \ldots \), starting with \( r_0 = 0 \). Similarly, the opaque zones are the intervals, \( [r_1, r_2], [r_3, r_4], [r_5, r_6], \ldots \). For the complementary aperture shown above the groups of subintervals are interchanged.

Assuming a uniform incident field \( E_0 = 1 \) from the left side and using the results of the previous example for a single annular aperture, the net field at distance \( z \) along the axis arising from all \( N \) annuli will be given by the sum,

\[
E(0, z) = \sum_{n=0}^{N-1} \left[ \frac{z}{\sqrt{z^2 + r_{2n}^2}} e^{-jk\sqrt{z^2 + r_{2n}^2}} - \frac{z}{\sqrt{z^2 + r_{2n+1}^2}} e^{-jk\sqrt{z^2 + r_{2n+1}^2}} \right] e^{-jkF}.
\]  

(20.3.10)

In order for the sum (20.3.10) to exhibit constructive interference at \( z = F \), the zone radii must be chosen such that the relative path lengths from the zone edges to the focal point \( F \) be multiples of half-wavelength, that is,

\[
\sqrt{r_{2m}^2 + F^2} - F = m\frac{\lambda}{2} \Rightarrow \frac{r_{2m}^2}{F^2} = m\lambda(F + m\frac{\lambda}{4}), \quad m = 0, 1, 2, \ldots
\]

(20.3.11)

Thus, at \( z = F \) we have, \( \sqrt{F^2 + r_{2m}^2} = F + m\lambda/2 \), and,

\[
E(0, F) = \sum_{n=0}^{N-1} \left[ \frac{F}{F + (2m\lambda/2)} e^{-jk(F + (2m\lambda/2))} - \frac{F}{F + (2n+1)\lambda/2} e^{-jk(F + (2n+1)\lambda/2)} \right] e^{-jkF}.
\]

But, \( e^{-jk\lambda} = e^{-2\pi jn} = 1 \) and \( e^{-jk(m\lambda + \lambda/2)} = e^{-2\pi jm} e^{-j\pi m} = -1 \), so that,

\[
E(0, F) = e^{-jkF} \sum_{n=0}^{N-1} \left[ F + (n\lambda + \lambda/2) \right] e^{-jkF} = 2N e^{-jkF}.
\]

(20.3.12)

Typically, we have \( F \gg N\lambda \), and hence,

\[
E(0, F) \approx e^{-jkF} \sum_{n=0}^{N-1} \left[ F + (n\lambda + \lambda/2) \right] \approx e^{-jkF} \sum_{n=0}^{N-1} \frac{F + F}{F + F} = 2N e^{-jkF}.
\]

\[\text{See also, http://zoneplate.lbl.gov/theory} \]
20.3. Fraunhofer Approximation

The half-wavelength choice in (20.3.11) is now evident: it causes the presence of the factor, $e^{-j2\pi}$, which changes the sign of the second term in (20.3.10) from negative to positive. Had the right-hand side in (20.3.11) been $m\lambda$, then, the two terms would have canceled causing destructive interference. The opaque zones block the contribution of such terms, thus enhancing the constructive interference. For any $F$, the summation (20.3.12) can be expressed in terms of the digamma function $\psi(x) = \Gamma'(x)/\Gamma(x)$, which is a built-in function in MATLAB. Setting $f = F/\lambda$, we obtain,

$$E(0,F) = e^{-jkF} \left[ \psi(f + N) - \psi(f) + \psi(f + 1/2 + N) - \psi(f + 1/2) \right]$$  \hspace{1cm} (20.3.13)

Fig. 20.3.2 plots the normalized magnitude square, $|E(0,z)/E(0,F)|^2$, over the range $0 \leq z/F \leq 2$. The focal length was chosen to be $F = 50\lambda$ and two cases, $N = 10$ and $N = 20$, were considered. The following MATLAB code illustrates the computation,

```matlab
la = 1; k = 2*pi/la; F = 50*la;
z = linspace(0,2,901); % z in units of F
for N = [10, 20]
    Ra = sqrt(Z.^2 + 2*n*la.*(F+2*n*la/4));
    Rb = sqrt(Z.^2 + 2*n*la.*(F+(2*n+1)*la/4));
    E = sum(Z./Ra.*exp(-j*k*Ra) - Z./Rb.*exp(-j*k*Rb));
    Ef = f*(psi(f+N)-psi(f) + psi(f+1/2+N)-psi(f+1/2)) % psi(x) is the digamma function in MATLAB.
    Dz = 0.886/N; z1 = 1-Dz/2; z2 = 1+Dz/2; % Dz in units of F
    figure; plot(z,abs(E/Ef).^2,'b-', [z1,z2], [1,1]/2,'r-');
end
```

The peak at $z = F$ is the result of the constructive interference, and gets narrower with the number of zones $N$. The following approximate expression may be derived [1435] for its 3-dB width (i.e., full-width-at-half-maximum),

$$\Delta z = 0.886 \frac{F}{N}$$  \hspace{1cm} (20.3.14)

The graph displays $\Delta z$ as the short (red) horizontal line at the one-half level. To derive (20.3.14), we may use the Fresnel approximation of Eq. (20.3.10), as in Eq. (20.3.6),

$$E(0,z) = e^{-jkz} \sum_{n=0}^{N-1} e^{-j2\pi n/Fz} - e^{-jkr_{n1/2}}$$  \hspace{1cm} (20.3.15)

We may also set approximately, $r_{mF}^2 = m\lambda(F + m\lambda/4) \approx m\lambda F$, to obtain,

$$E(0,z) = e^{-jkz} \sum_{n=0}^{N-1} \left[ e^{-2\pi n/Fz} - e^{-2\pi n/Fz} e^{-j\pi/Fz} \right] = e^{-jkz} \left( 1 - e^{-j\pi/Fz} \right) \sum_{n=0}^{N-1} e^{-2\pi n/Fz}$$

$$= e^{-jkz} \left( 1 - e^{-j\pi/Fz} \right) \frac{1 - e^{-2\pi n/Fz}}{1 - e^{-j\pi/Fz}} = e^{-jkz} \frac{1 - e^{-2\pi n/Fz}}{2N}$$

Since $z$ is centered around $F$, we may set $z = F \pm \delta z$, for small $\delta z$, and write approximately, $Fz = 1 \pm \delta z/F$, and use the approximate value, $E(0,F) = 2Ne^{-jkz}$, for normalization,

$$\left| \frac{E(0,z)}{E(0,F)} \right| = \frac{1}{2N} \left| 1 - e^{-2\pi n/(1 \pm \delta z/F)} \right| = \frac{1}{2N} \left| 1 - e^{-2\pi n\delta z/F} \right| = \frac{\sin(\pi n\delta z/F)}{2N \sin(\pi\delta z/2F)}$$

We anticipate that $\delta z = xF/N$ with some constant $x$ to be determined from the 3-dB condition, which reads after replacing $\delta z/F = x/N$,

$$\left| \frac{E(0,z)}{E(0,F)} \right| = \frac{\sin(\pi x)}{2N \sin(\pi/2N)} \leq \frac{\sin(\pi x)}{2N \pi/2N} \leq \frac{\sin(\pi x)}{\pi x} \leq \frac{1}{\sqrt{2}}$$

where we approximated $\sin(\pi x/2N) \approx \pi x/2N$ for large $N$. We note now that the solution of the equation, $\sin(\pi x)/(\pi x) = 1/\sqrt{2}$, is $x = 0.443$, so that $\delta z = 0.443 F/N$, which leads to (20.3.14) for the full width, $\Delta z = 2\delta z$. \hfill $\square$

20.4 Cascading of Optical Elements

In Fourier optics applications, one considers the passage of light through various optical elements that perform certain functions, such as Fourier transformation using lenses. For example, Fig. 20.4.1 shows an input field starting at aperture plane $a$, then propagating a distance $z_1$ to a thin optical element where it is modified by a transmittance function, and then propagating another distance $z_2$ to an aperture plane $b$.

Assuming that the input/output relationship of the optical element is multiplicative, $E_+ (r_z) = T(r_z) E_- (r_z)$, the relationship between the output field at plane $b$ to the input
20.5 Lenses – Transmittance Properties

Lenses are probably the most important optical elements. Their interesting properties arise from their transmittance function, which has the quadratic phase:

\[ T(r_s) = e^{jkr_s^2/2F} = e^{jk(x^2+y^2)/2F} \]  

(lens transmittance)  

(20.5.1)

where \( F > 0 \) is the focal length. This applies to convex lenses. For concave ones, \( F \) must be replaced by \(-F\) in (20.5.1).

Because the Fresnel propagation factor \( e^{-jkr_s^2/2z} \) also has the same type of quadratic phase, but with the *opposite* sign, it is possible for lenses to act as spatial “dispersion compensation” elements, much like the dispersion compensation and pulse compression filters of Chap. 3. Lenses have many uses, such as compensating propagation effects and focusing the waves on appropriate planes, or performing spatial Fourier transforms.

The transmittance function (20.5.1) can be derived with the help of Fig. 20.5.1, which shows a ray entering a (convex) spherical glass surface from the left at a distance \( x \) from the axis.

![Fig. 20.5.1](image_url) Transmittance of a thin spherical lens.

Let \( R \) and \( d \) denote the radius of the spherical element, and its maximum width along its axis to the flat back plane, and let \( n \) be its refractive index. The wave travels a distance \( a \) in air and a distance \( b \) in the glass. If \( k \) is the free-space wavenumber, then in the glass it changes to \( kg \).

Therefore, the wave will accumulate the following phase as it propagates from the front plane to the back plane:

\[ e^{-j\phi(x)} = e^{-jka} e^{-jk_g b} \]

20. Diffraction – Fourier Optics

![Fig. 20.4.2](image_url) Field propagated from plane a to plane b through multiple optical elements.
where we are assuming a thin lens, which allows us to ignore the bending of the ray arising from refraction. Because, $a + b = d$, we have for the net phase:

$$\phi(x) = ka + k_0 b = ka + nk(d - a) = nk d - (n - 1) ka$$

The distance $a$ is easily seen from the above figure to be:

$$a = R - \sqrt{R^2 - x^2}$$

Assuming that $x \ll R$, we can expand the square root to get:

$$a = R - R \sqrt{1 - \frac{x^2}{R^2}} \approx R - R \left[1 - \frac{1}{2} \frac{x^2}{R^2}\right] = \frac{x^2}{2R}$$

Thus, the phase $\phi(x)$ is approximately,

$$\phi(x) \approx kn d - (n - 1) ka = kn d - \frac{(n - 1) k x^2}{2R}$$

If we make up a convex lens by putting together two such spherical lenses with radii $R_1$ and $R_2$, as shown in Fig. 20.5.1, then the net phase change between the front and back planes will be, ignoring the constant $nd$ terms:

$$\phi(x) = -(n - 1) \left(\frac{1}{R_1} + \frac{1}{R_2}\right) \frac{k x^2}{2} = -\frac{k x^2}{2F} \quad (20.5.2)$$

where we defined the focal length $F$ of the lens through the "lensmaker’s equation,"

$$\frac{1}{F} = (n - 1) \left(\frac{1}{R_1} + \frac{1}{R_2}\right)$$

In a two-dimensional description, we replace $x^2$ by $|r| = x^2 + y^2$. Thus, the phase change and corresponding transmittance function will be:

$$\phi(r) = -\frac{k |r|^2}{2F} = T(r) = e^{-j \phi(r)} = e^{jk |r|^2/2F}$$

Some examples of the various effects that can be accomplished with lenses can be obtained by applying the configurations of Figs. 20.4.1 and 20.4.2 with appropriate choices of the aperture planes and focal lengths. We will use the Fresnel approximation (20.1.4) for $h(r, z)$ in all of the examples and assume that the transmittance (20.5.1) extends over the entire $xy$ plane—in effect, we are replacing the lens with the ideal case of an infinitely thin transparency with transmittance (20.5.1).

The main property of a lens is to turn an incident plane wave from the left into a spherical wave converging on the lens focus on the right, and similarly, if a source of a spherical wave is placed at the focus on the left, then the diverging wave will be converted into a plane wave after it passes through the lens. These cases are shown in Fig. 20.5.2.

The case on the left corresponds to the choices $z_1 = 0$ and $z_2 = F$ in Fig. 20.4.1, that is, the input plane coincides with the left plane of the lens. The incident wave has a constant amplitude on the plane $E_{in}(r) = E_0$. Noting that $h(\mathbf{r}_0 - \mathbf{u}_\perp, 0) = \delta(\mathbf{r}_0 - \mathbf{u}_\perp)$,† we obtain from Eq. (20.4.1) with $z_1 = 0$ and $z_2 = F$,

$$h(\mathbf{r}_0, \mathbf{r}_0') = T(\mathbf{r}_0) h(\mathbf{r}_0 - \mathbf{r}_0', F) = \frac{jk}{2\pi F} e^{-jkF} e^{jkr_0'^2/2F}$$

the quadratic phase terms combine as follows:

$$e^{jk |\mathbf{r}_0'|^2/2F} e^{-jk |\mathbf{r}_0 - \mathbf{r}_0'|^2/2F} = e^{-jk |\mathbf{r}_0'|^2/2F} e^{jk \mathbf{r}_0 \cdot \mathbf{r}_0'}$$

and result in the following transfer function from the left plane of the lens to its right focal point,

$$h(r_0, r_0') = T(r_0) h(r_0 - r_0', F) = \frac{jk}{2\pi F} e^{-jkF} e^{jkr_0'^2/2F} e^{jk r_0 \cdot r_0'} \quad (20.5.4)$$

Its integration with the constant input results in:

$$E(r_1, F) = \int h(r_0, r_0') E_{in}(r_0') d^2 r_0' = \frac{jk}{2\pi F} e^{-jkF} E_0 e^{jkr_0'^2/2F} \int_0^\infty e^{jkr_0 \cdot r_0'} d^2 r_0'$$

The integral is equal to the Dirac delta, $(2\pi)^2 \delta (kr_0/F) = (2\pi)^2 \delta (r_0 F^2/k^2)$.† Thus,

$$E(r_1, F) = \frac{j2\pi F}{k} e^{-jkF} E_0 \delta(r_0)$$

which is sharply focused onto the focal point $r_\perp = 0$ and $z = F$. This represents the ideal case of a lens of infinite extent. The case of a lens with a finite aperture is discussed later. For the second case depicted on the right in Fig. 20.5.2, we first note that the paraxial approximation for a spherical wave of a point source placed at the origin is obtained by setting, $E(r_1, 0) = E_0 \delta(r_1)$, in Eq. (20.1.1) and expanding for large $z$,

$$E_0 2z \frac{F}{r} \left(\frac{jk + \frac{1}{r}}{4\pi r} = E_0 \frac{jk}{2\pi F} e^{-jkz} e^{-jk |r|^2/2F}, \quad r = \sqrt{z^2 + |r|^2} \approx z + \frac{|r|^2}{2z}\right)$$

If this source is placed at the left focal point of the lens, then, the diverging paraxial spherical wave, after traveling distance $z = F$, will arrive at the left plane of the lens as,

$$E_{in}(r_0, 0) = E_0 \frac{jk}{2\pi F} e^{-jkF} e^{-jk |r|^2/2F} = E_1 e^{-jk |r|^2/2F}$$

† Here, $\delta(r_0) = \delta(x) \delta(y)$, denotes the two-dimensional delta function.

† where we used the property, $\delta(ar_0) = \delta(r_0)/a^2$, for 2-D delta functions.
20.6 Magnification Properties of Lenses

The transmittance of the lens will compensate this propagation phase resulting into a constant field at the output plane of the lens, which will then propagate to the right as a plane wave:

\[ E(r_1', 0) = T(r_1) E_\text{m}(r_1', 0) = e^{jk|r_1|^2/2F} = E_1 e^{-jk|r_1'|^2/2F} = E_1 \]

The propagated field to distance \( z \) is obtained from Eq. (20.1.3):

\[ E(r_1, z) = e^{-jkz} \frac{jk}{2\pi z} \int_{-\infty}^{\infty} E_1 e^{jk|r_1 - r'|^2/2z} d^2r' = E_1 e^{-jkz} \]

where the integral was evaluated using twice the result of Eq. (20.1.14). Thus, the transmitted wave is a uniform plane wave propagating along the \( z \)-direction.

20.6 Magnification Properties of Lenses

Next, we look at the magnifying properties of a lens. Fig. 20.6.1 shows an image placed at distance \( z_1 \) from the left and its image formed at distance \( z_2 \) on the right. It is well-known that the distances \( z_1, z_2 \) must be related by:

\[ \frac{1}{z_1} + \frac{1}{z_2} = \frac{1}{F} \quad (20.6.1) \]

The magnification law relates the size of the image to the size of the object:

\[ M = \frac{x_2}{x_1} = \frac{z_2}{z_1} \quad (20.6.2) \]

These properties can be derived by tracing the rays emanating from the top of the object. The ray that is parallel to the lens axis will bend to pass through the focal point on the right. The ray from the top of the object through the left focal point will bend to become parallel to the axis. The intersection of these two rays defines the top point of the image. From the geometry of the graph one has:

\[ \frac{x_1}{z_1 - F} = \frac{x_2}{x_1} \quad \text{and} \quad \frac{x_2}{z_2 - F} = \frac{x_1}{z_1} \]

Fig. 20.6.1 Lens law of magnification.

20.7 Point-Spread Function of a Lens

The consistency of these equations requires the condition, \((z_1 - F)(z_2 - F) = F^2\), which is known as Newton's relationship and is equivalent to (20.6.1). Then, Eq. (20.6.2) follows by replacing \( F \) from (20.6.1) into the ratio, \( x_2/x_1 = (z_2 - F)/F \).

To understand (20.6.1) and (20.6.2) from the point of view of Fresnel diffraction, we note that the transfer function (20.4.1) involves the following quadratic phase factors, with the middle one being the lens transmittance:

\[ e^{-jk|r_1 - r'|^2/2z} = e^{-jk|r_1 - r'|^2/2z} \]

\[ e^{-jk|r_1|^2/2z} = e^{-jk|r_1|^2/2z} \]

Thus, the transfer function (20.4.1) cancels and one is left only with a linear dependence on \( u_\perp \). This integrates into a delta function in (20.4.1), resulting in

\[ h(r_1, r_\perp) = \frac{jk}{2\pi z} e^{-jk|z_1 + z_2|/2z} e^{-jk|u_\perp|^2/2z} \]

The delta function forces \( r_\perp = -(z_2/z_1) r'_\perp \), which is the same as (20.6.2). The negative sign means that the image is upside down. Noting that

\[ e^{jk(r_\perp^2/2z_2) - jk(r'_\perp^2/2z_1)} = e^{jk(z_1 + z_2)/2z} \delta \left( \frac{kr_\perp}{z_2} + \frac{kr'_\perp}{z_1} \right) \]

we obtain for the field at the output plane:

\[ E_{\text{out}}(r_\perp) = \frac{z_1}{z_2} E_{\text{m}} \left( -\frac{z_1}{z_2} r_\perp \right) e^{-jk(z_1 + z_2)/2z} \]

which represents a scaled and reversed version of the input. The overall negative sign comes from the two \( j \) factors in (20.6.3), which are usually ignored in the literature. The 

\[ e^{-jk(z_1 + z_2)/2z} = e^{-jk|z_1 + z_2|/2z} \]

\[ E_{\text{out}}(r_\perp) = \frac{z_1}{z_2} E_{\text{m}} \left( \frac{z_1}{z_2} r_\perp \right) = E_{\text{in}}(r_\perp) \]

20.7 Point-Spread Function of a Lens

In the previous section, we considered a lens with infinite extent, which led to the delta-function transfer function (20.6.3) and the geometric-optics result (20.6.4).

A thin lens with a finite aperture is characterized by its so-called exit pupil function \( P(u_\perp) \) of the transverse coordinates \( u_\perp \) on the lens plane, which vanishes outside the extent of the lens. In its simplest form, \( P(u_\perp) \) is the characteristic or indicator function
of the aperture, which is equal to unity for \( u \) in the aperture, and zero outside it. For example, an ordinary circular lens of radius \( a \), will have a pupil function defined in terms of the unit-step function \( u(x) \) as follows,

\[
P(u) = \begin{cases} 1, & |u| < a \\ 0, & |u| > a \end{cases}
\]

The overall transfer function of the lens, from its entry plane to its exit plane, will be \( P(u) e^{ik|u|^2/2l} \). More generally, as shown in Fig. 20.7.1, an appropriate filter may be placed at the exit pupil, which may be designed to achieve certain properties, such as improving resolution or reducing the sidelobes. In such case, the effective pupil function will be the product of the filter and the aperture's indicator function.\[\]

The point-spread function \( E_{\text{out}}(r'_z) \) is given as

\[
E_{\text{out}}(r'_z) = \int h(r_z, r'_z) E_{\text{in}}(r'_z) d^2r'_z
\]

but with the transfer function integral being restricted over the lens aperture \( S \) only,

\[
h(r_z, r'_z) = \int_S h(r_z - u_z, z_2) P(u_z) e^{ik|u_z|^2/2l} h(u_z - r'_z, z_1) d^2u_z
\]

Assuming that \( z_1, z_2 \) satisfy the lens law (20.6.1), the phase factors that are quadratic in \( u_z \) would still cancel as before, resulting in,

\[
h(r_z, r'_z) = \int_S P(u_z) e^{ik|u_z|^2/2l} e^{-jk|u_z - r'_z|^2/2z_1} d^2u_z
\]

where the finite support of \( P(u_z) \) restricts the integration to be over the aperture only. Thus, (20.7.2) becomes,

\[
\hat{P}(k_z) = \int_S P(u_z) e^{ik\cdot u_z} d^2u_z \quad \text{pupil's 2-D Fourier transform} \quad (20.7.3)
\]

This is the point-spread function (PSF) also known as the impulse response of the lens system. The name is justified by considering a delta-function point source at the origin,

\[
E_{\text{in}}(r'_z) = \delta(r'_z), \quad \text{then Eq. (20.7.1) gives,}
\]

\[
E_{\text{out}}(r_z) = \int h(r_z, r'_z) \delta(r'_z) d^2r'_z = h(r_z, 0)
\]

Similarly, if the point source is centered at \( r'_0 \), that is, \( E_{\text{in}}(r'_z) = \delta(r'_z - r'_0) \), then,

\[
E_{\text{out}}(r_z) = h(r_z, r'_0)
\]

**Example 20.7.1**: For a circular uncoated lens aperture of radius \( a \), the 2-D transform of the pupil reduces to the usual Airy pattern, \( 2J_1(\alpha x) / \alpha x \)

\[
\hat{P}(k_z) = \int_S P(u_z) e^{ik\cdot u_z} d^2u_z = \int_0^a J_0(k_1 a) 2\pi d\rho = \pi a^2 \frac{2J_1(k_1 a)}{k_1 a} \quad (20.7.5)
\]

where \( k_1 = |k_z| \). The PSF is then, with \( r_z = |r_z| \),

\[
h(r_z, 0) = \frac{J_0(k_1 a)}{2\pi z_2} e^{-jk_1 r_z^2/2z_1} \frac{2J_1(k_1 a)}{k_1 a} \quad (20.7.6)
\]

This is depicted in Fig. 20.7.1. As seen in that figure, the geometrical optics cone from the lens to the origin on the image plane is defined by the numerical aperture ratio, \( N_A = a/z_2 = \tan \alpha \), which for small angles \( \alpha \) can be written approximately as \( N_A = a/z_2 = \tan \alpha = \sin \alpha = \alpha \). Thus, the PSF reads,

\[
h(r_z, 0) = \frac{J_0(ka)}{2\pi z_2} e^{-jk r_z^2/2z_1} \frac{2J_1(ka N_A)}{ka N_A} \quad (20.7.6)
\]

A related point of view is to introduce the angle \( \theta \) defined by, \( \tan \theta = r_z/z_2 \), subtended from the origin of the lens to the point \( r_z \) on the image plane. For small such angles, we can approximate again, \( \sin \theta \approx \tan \theta = r_z/z_2 \), and

\[
h(r_z, \theta) = \frac{J_0(ka)}{2\pi z_2} e^{-jk r_z^2/2z_1} \frac{2J_1(ka \sin \theta)}{ka \sin \theta} \quad (20.7.6)
\]

This is essentially the same as the result of Eq. (18.9.3), the only difference being that here we are using the paraxial Fresnel approximation to describe the propagation through the lens system, whereas in Sec. 18.9 we worked with the radiation-field approximation. \( \Box \)
20.8 Cylindrically-Symmetric and One-Dimensional Lenses

More generally, for a circularly-symmetric pupil function, Eq. (20.7.3) reduces to the pupil's Hankel transform, that is, with \( k_\perp = |k_\perp| \),

\[
\tilde{P}(k_\perp) = \int_0^\infty P(\rho) J_0(k_\perp \rho) \, 2\pi \rho \, d\rho
\]  

(20.8.1) and the PSF becomes,

\[
h(r_\perp, 0) = \frac{je^{-jkz_1}}{2\pi z_1} \frac{je^{-jkz_2}}{2\pi z_2} e^{-jkr_\perp^2/2z_1} \tilde{P} \left( \frac{kr_\perp}{z_1} \right)
\]  

(20.8.2)

For the case of a 1-D cylindrical lens, we will have the input/output relationship,

\[
E_{\text{out}}(x) = \int h(x,x') E_{\text{in}}(x') \, dx'
\]  

(20.8.3)

The 1-D spatial Fourier transform of the pupil,

\[
\tilde{P}(k_\perp) = \int_{-\infty}^\infty P(u) e^{i k_\perp u} \, du \quad \text{(pupil's 1-D Fourier transform)}
\]  

(20.8.4)

And, the transfer function between input and output planes,

\[
h(x,x') = \frac{\sqrt{jk}}{2\pi z_1} \frac{\sqrt{jk}}{2\pi z_2} e^{-jk(z_1 + z_2)} e^{-jkx^2/2z_1} e^{-jkx'^2/2z_1} \left[ \tilde{P}(k_\perp) \right]_{k_\perp = k_\perp(\frac{x + x'}{z_1})}
\]  

\[
= \frac{\sqrt{jk}}{2\pi z_1} \frac{\sqrt{jk}}{2\pi z_2} e^{-jk(z_1 + z_2)} e^{-jkx^2/2z_1} e^{-jkx'^2/2z_1} \tilde{P} \left( \frac{kx}{z_2} + \frac{kx'}{z_1} \right)
\]  

(20.8.5)

Example 20.8.1: As an example of an uncoated lens of extent, \(-a \leq u \leq a\), we have,

\[
\tilde{P}(k_\perp) = \int_{-a}^a e^{i k_\perp u} \, du = 2a \frac{\sin(k_\perp a)}{k_\perp a}
\]  

(20.8.6)

This is the 1-D version of (20.7.5). The 1-D PSF is then,

\[
h(x,0) = \frac{\sqrt{jk}}{2\pi z_1} \frac{\sqrt{jk}}{2\pi z_2} e^{-jk(z_1 + z_2)} e^{-jkx^2/2z_1} 2a \frac{\sin(kx/a)}{kx/a} / 2a \frac{\sin(kx/a)}{kx/a}
\]  

(20.8.7)

20.9 Shift-Invariance and Coherent Transfer Function

As it stands, the transfer function \( h(r_\perp, r_\perp') \) of Eq. (20.7.4) does not depend on the difference, \( r_\perp - r_\perp' \), and therefore, the input/output transfer relationship (20.7.1) is linear but not shift-invariant. However, under certain conditions, shift-invariance can be argued. First, let us define the geometrical-optics images of the PSF and the input projected onto the image plane, as in (20.6.5),

\[
h_g(r_\perp, r_\perp') = \frac{z_1}{z_2} h \left( r_\perp - \frac{z_1}{z_2} r_\perp' \right)
\]  

\[
E_g(r_\perp) = \frac{z_1}{z_2} E_{\text{in}} \left( \frac{z_1}{z_2} r_\perp \right)
\]  

(20.9.1)

Changing integration variables, the input/output equation (20.7.1) can be rewritten as,

\[
E_{\text{out}}(r_\perp) = \int h_g(r_\perp, r_\perp') E_{\text{in}}(r_\perp') \, d^2r_\perp' = \int h_g(r_\perp, r_\perp') E_g(r_\perp') \, d^2r_\perp'
\]  

(20.9.2)

The scaled PSF, \( h_g(r_\perp, r_\perp') \), comes close to being shift-invariant,

\[
h_g(r_\perp, r_\perp') = \frac{je^{-jkz_1}}{2\pi z_1} \frac{je^{-jkz_2}}{2\pi z_2} e^{-jk(r_\perp + r_\perp')/z_1} e^{-jk(r_\perp + r_\perp')/z_2} \tilde{P} \left( \frac{kr_\perp}{z_1} + \frac{kr_\perp'}{z_2} \right)
\]  

(20.9.3)

where we replaced \( r_\perp' = -z_1/r_\perp'/z_2 \). The phase factor, \( e^{-jk(r_\perp + r_\perp')/z_1} \) can be ignored since it only affects the phase of the output, not its magnitude. The other phase factor \( e^{-jk(r_\perp + r_\perp')/z_2} \) could be ignored [1422,1446] if the size of the input is small enough such that \( k|r_\perp'|^2 \ll z_1 \). Under these circumstances, the effective PSF becomes shift-invariant,

\[
h_g(r_\perp, r_\perp') = h_g(r_\perp - r_\perp') = e^{-jk(z_1 + z_2)} \frac{k^2}{(2\pi)^2 z_1^2} \tilde{P} \left( \frac{k}{z_1} (r_\perp - r_\perp') \right)
\]  

(20.9.4)

The linearity and shift-invariance of the input/output relationship allows one to define the spatial frequency response of the lens system, also called the coherent transfer function (CTF) or the amplitude transfer function, defined as the 2-D spatial Fourier transform of the PSF, that is,

\[
\hat{h}_g(k_\perp) = \int_{-\infty}^{\infty} h_g(r_\perp) e^{i k_\perp \cdot r_\perp} \, d^2r_\perp
\]  

(20.9.5)

The transfer relationship (20.9.2) can now be expressed either convolutilively in the space domain or multiplicatively in the wavenumber domain in terms of the corresponding 2-D Fourier transforms,

\[
E_{\text{out}}(r_\perp) = \int h_g(r_\perp - r_\perp') E_g(r_\perp') \, d^2r_\perp' \Rightarrow \hat{E}_{\text{out}}(k_\perp) = \hat{h}_g(k_\perp) \hat{E}_g(k_\perp)
\]  

(20.9.6)

Inserting (20.9.3) into (20.9.4) we obtain,

\[
\hat{h}_g(k_\perp) = e^{-j k (z_1 + z_2)} \int_{-\infty}^{\infty} \tilde{P} \left( \frac{kr_\perp}{z_1} \right) e^{-jk \cdot r_\perp} \frac{k^2}{(2\pi)^2 z_1^2} \, d^2r_\perp
\]  

(20.9.7)

But the pupil \( P(u) \) is related to \( \tilde{P}(k_\perp) \) by the inverse Fourier transform,

\[
P(u) = \int_{-\infty}^{\infty} \tilde{P}(k_\perp) e^{-j k \cdot u} \, d^2k_\perp
\]  

(20.9.8)

If in (20.9.6) we make the replacements, \( u_\perp = -k \cdot z_2/k_\perp \) and \( k_\perp = r_\perp k/z_2 \) and change variables of integration, we recognize that \( \hat{h}_g(k_\perp) \) is essentially the pupil function itself,

\[
\hat{h}_g(k_\perp) = e^{-j k (z_1 + z_2)} \left[ P(u) \right]_{u_\perp = -k \cdot z_2/k_\perp} = e^{-jk(z_1 + z_2)} \left( \frac{k}{z_2} \right)
\]  

(20.9.9)
Because $P(u_z)$ is space-limited, Eq. (20.9.7) implies that the frequency response will be bandlimited. For example, for a pupil of radius $a$, bandlimiting restricts the range of wavenumbers to be less than a maximum value, 

$$|u_z| < a \Rightarrow \left| k_z z \right| < a \Rightarrow \left| k_z \right| < k_{\text{max}} = \frac{k a}{Z_2} = k N_A \quad (20.9.8)$$

Thus, the lens system acts as a spatial low-pass filter that reduces the resolution of the image. The smallest transverse distance that can be resolved is roughly of the order of $1/k_{\text{max}}$ or of the order of $\lambda/N_A$. This is effectively the so-called Abbe diffraction limit of the resolving power of optical systems, such as a microscope.

We mention also that similar results hold in the 1-D case, where now one must define the scaled geometric-image quantities by,

$$E_g(x) = e^{i\pi/2} \frac{Z_1}{Z_2} E_{\text{in}} \left( -\frac{Z_1}{Z_2} x \right) , \quad h_g(x,x') = e^{-i\pi/2} \frac{Z_1}{Z_2} h \left( x - \frac{Z_1}{Z_2} x' \right) \quad (20.9.9)$$

with input/output relationship,

$$E_{\text{out}}(x) = \int_{-\infty}^{\infty} h(x,x') E_{\text{in}}(x') dx' = \int_{-\infty}^{\infty} h_g(x,x') E_g(x') dx' \quad (20.9.10)$$

Under the same type of approximations, we have the shift-invariant versions,

$$h(x,x') = \frac{jk}{2\pi Z_2} e^{-jk(z_1+z_2)} e^{-jkx'/2z_2} e^{-jkx/2z_1} P \left( \frac{kx}{Z_2} + \frac{kx'}{Z_1} \right)$$

$$h_g(x,x') = -\frac{jk}{2\pi Z_2} e^{-jk(z_1+z_2)} e^{-jkx'/2z_2} e^{-jkx/2z_1} P \left( \frac{kx}{Z_2} - \frac{kx'}{Z_1} \right) \quad (20.10.1)$$

with coherent transfer function,

$$h_g(k_x) = e^{-jk(z_1+z_2)} \int_{-\infty}^{\infty} P \left( \frac{kx}{Z_2} \right) e^{ikx} \frac{d x}{2\pi} = e^{-jk(z_1+z_2)} P \left( \frac{-k x z_2}{k} \right) \quad (20.11.1)$$

\section*{20.10 Fourier Transformation Properties of Lenses}

To see the Fourier transformation property of lenses, consider the left picture in Fig. 20.5.2 with the output plane placed at the right focal point $z_2 = F$, but take an arbitrary field $E_{\text{in}}(r'_z)$ incident at the left plane of the lens, as shown in Fig. 20.10.1.

Assuming initially an infinite lens, the overall transfer function is still the same as in Eq. (20.5.4), thus, giving:

$$E(r_z,F) = \int_{-\infty}^{\infty} h(r_z,r'_z) E_{\text{in}}(r'_z) d^2 r'_z$$

$$= \frac{jk}{2\pi F} e^{-jkF} e^{-jkr_z^2/2F} \int_{-\infty}^{\infty} E_{\text{in}}(r'_z) e^{jk r_z r'_z/F} d^2 r'_z \quad (20.10.1)$$

This result is similar to the Fraunhofer case of Eq. (20.3.1), but it is valid at the much shorter Fresnel distance $z = F$, instead of the far-field distances. It is analogous to the output of the pulse compression filter in chirp radar discussed in Chap. 3, see for example Eq. (3.10.14). Another difference is that (20.10.2) is valid only at the focal distance $z = F$, whereas the Fraunhofer equation (20.3.1) is valid at any (large) $z$. In the 1-D case, Eq. (20.10.2) reads,

$$E(x,F) = \sqrt{\frac{jk}{2\pi F}} e^{-jkF} e^{-jkx^2/2F} \int_{-\infty}^{\infty} E_{\text{in}}(x') e^{jkxx'/F} dx' \quad (20.10.3)$$

The focusing result of Eq. (20.5.5) is a special case of (20.10.2); indeed, a constant input, $E_{\text{in}}(r_z) = E_{\text{in}}$, has the 2-D Fourier transform $E_{\text{in}}(k_x) = \delta(k_x)$, which leads to (20.5.5) when evaluated at $k_x = kr_z/F$.

When the finite extent of the lens is taken into account with a pupil function $P(r_z')$, then, the output $E(r_z,F)$ will be proportional to the 2-D Fourier transform of the product $E_{\text{in}}(r_z') P(r_z')$, with the integration restricted over the lens aperture, that is,

$$E(r_z,F) = \frac{jk}{2\pi F} e^{-jkF} e^{-jkr_z^2/2F} \int_{-\infty}^{\infty} E_{\text{in}}(r_z') P(r_z') e^{jk r_z r'_z/F} d^2 r'_z \quad (20.10.4)$$

Fig. 20.10.2 shows two additional configurations of interest. One is when the input plane lies at some distance $d$ to the left of the lens but the output plane is still the focal plane on the right at $z = F$. The other is when the input plane coincides with the left plane of the lens at $z = 0$, but the output plane is slightly axially shifted to $z \neq F$, referred to as axial defocusing.

In the first case, we may apply the result of Eq. (20.10.2) to the field $E_a(r_z)$ at the left plane of the lens. Its Fourier transform is obtained by propagating the input's Fourier
The 1-D version of (20.10.5) reads,

\[
E(x, F) = \frac{jk}{2\pi F} e^{-jk(d/F)} e^{-jkx^2/(2Fd)} \int_{-\infty}^{\infty} E_{\text{in}}(x') e^{ikxx'/F} dx'
\] (20.10.7)

For a lens with finite pupil \( P_0(r_+) \), we may apply the result (20.10.4) to the field \( E_d(r_+) \) at the left plane of the lens, and then back-propagate \( E_a(r_-) \) to the input plane at distance \( d \), that is, we have the two-step process,

\[
E_d(u_-) = \frac{jk}{2\pi d} \int_{-\infty}^{\infty} e^{-jk|u_- - r_+|^2/2d} E_{\text{in}}(r_+) d^2 r_+',
\]

\[
E_a(u_+) = \frac{jk}{2\pi F} e^{-jk(d/F)} \int_{-\infty}^{\infty} E_d(u_-) P_d(u_-) e^{ikr_+ r'_+ / F} d^2 u_+
\]

Combining the two and changing variables from \( u_- \) to \( v_- = u_- - r_+ \), \( d/F \) we obtain after some algebra,

\[
E(r_+, F) = \frac{jk}{2\pi F} e^{-jk(r_+)^2/(F-d)^2} \int_{-\infty}^{\infty} E_{\text{in}}(r'_+) P_d(r'_+ + d/F r_+) e^{ikr_+ r'_+ / F} d^2 r'_+
\]

where \( P_d \) is a weighted version of \( P \) defined as,

\[
P_d(r_+) = \frac{jk}{2\pi d} \int_{-\infty}^{\infty} e^{-jk|v_-|^2/2d} P(v_- + r_+) d^2 v_-
\]

which is justified for small \( F \) relative to the lens size. In this approximation, referred to as \textit{vignetting}, we have,

\[
E(r_+, F) = \frac{jk}{2\pi F} e^{-jk(r_+)^2/(F-d)^2} \int_{-\infty}^{\infty} E_{\text{in}}(r'_+) P_d(r'_+ + d/F r_+) e^{ikr_+ r'_+ / F} d^2 r'_+
\]

In the 1-D case, we have,

\[
E(x, F) = \frac{jk}{2\pi F} e^{-jkx^2/(2F-d)} \int_{-\infty}^{\infty} E_{\text{in}}(x') P_d(x' + d/F x) e^{ikxx'/F} dx'
\]

\[
P_d(x) = \frac{jk}{2\pi d} \int_{-\infty}^{\infty} e^{-jkv^2/2d} P(v + x) dv
\]
One explanation of the approximation (20.10.10) is that for small $d$, the phase factor $e^{-jkv_1^2/2d}$ oscillates rapidly, except in the vicinity of $v_1 = 0$, and effectively only the $v_1 = 0$ value of the integrand contributes to the integral (20.10.9). In fact, Eq. (20.10.10) follows from the stationary-phase approximation to this integral. If we apply Eq. (H.6) of Appendix H to the phase function $\Phi(v_x, v_y) = -k(v_x^2 + v_y^2)/2d = -k|v_1|^2/2d$, which has a stationary point at $v_1 = 0$, and a diagonal second-derivative matrix, $\Phi = \text{diag}(−k/d, −k/d)$, then the stationary-phase approximation to the integral is,

$$
\frac{jk}{2\pi d} \int_{-\infty}^{\infty} e^{-jkv_1^2/2d} P(v_1, r_1) d^2v_1 = \frac{jk}{2\pi d} e^{-j\pi r_1^2/2d} P(r_1) = P(r_1)
$$

**Example 20.10.1:** To check the approximation (20.10.10) numerically, consider the 1-D version of the above, for a uniform pupil $P(x) = u(a - |x|)$,

$$P_d(x) = \sqrt{\frac{jk}{2\pi d}} \int_{-\infty}^{\infty} e^{-jkx^2/2d} u(a - |x + x|) dx = \sqrt{\frac{jk}{2\pi d}} \int_{-\infty}^{\infty} e^{-jkx^2/2d} dx \quad (20.10.14)
$$

This integral can be expressed in terms of the Fresnel integral $F(x)$ defined in Eq. (F.2) of Appendix F, and evaluated by the MATLAB function `fcs`, that is, after changing integration variables, we have,

$$P_d(x) = \sqrt{jk} \left[ F\left( \frac{k}{\pi d} (a - x) \right) - F\left( \frac{k}{\pi d} (a + x) \right) \right] \quad (20.10.15)
$$

For the values, $k = 1, a = 10$, Fig. 20.10.3 plots $P_d(x)$ for the following values, $d = a/5, d = a/10, d = a/100$, and $d = a/1000$, over the range $-2a \leq x \leq 2a$. As $d$ gets smaller, $P_d(x)$ tends to the unit-step pupil $P(x)$. The MATLAB code used to generate these graphs was as follows,

```matlab
% k=1; a=10;
% x = linspace(-2,2,401); % x in units of a
% for M = [5, 10, 100, 1000]
% d = a/M;
% t1 = sqrt(k*pi/d) * (-x-1) * a; % limits of Fresnel function
% t2 = sqrt(k*pi/d) * (-x+1) * a;
% Pd = sqrt(j/2) * (fcs(t2) - fcs(t1));figure; plot(x,real(Pd),'b-', x,imag(Pd),'r--')
% end
```

In the second configuration depicted in Fig. 20.10.2, the propagation response from the left plane of the lens to distance $z$ on the right is as follows, where we also allow for a pupil function for the lens,

$$h(r_1, r'_1) = h(r_1 - r'_1, z) e^{jk|r_1|^2/2F} P(r'_1) = \frac{jk}{2\pi z} e^{-jkz} e^{-jk|r_1-r'_1|^2/2z} e^{jk|r_1|^2/2F} P(r'_1)
$$

$$= \frac{jk}{2\pi z} e^{-jkz} e^{-jkr_2^2/2z} e^{jk|r_1|^2/2F} e^{jk|r_1|^2/2F} E_m(r'_1) P(r'_1)
$$

so that the output field at distance $z$ is,

$$E(r_1, z) = \frac{jk}{2\pi z} e^{-jkz} e^{-jk|r_1|^2/2F} \int_{-\infty}^{\infty} e^{jkr_2^2(z-x)/2F} e^{jkr_2r'_1/z} E_m(r'_1) P(r'_1) d^2r'_1
$$

and is proportional to the Fourier transform of, $e^{jk|r_1|^2(z-x)/2F} E_m(r'_1) P(r'_1)$. In the circularly symmetric and 1-D cases, (20.10.16) reduces to,

$$E(r_1, z) = \frac{jk}{2\pi z} e^{-jkz} e^{-jk|x|^2/2z} \int_{-\infty}^{\infty} e^{jkr_2^2(z-x)/2F} \int_0^{z} e^{jkr_2^2(z-x)/2F} e^{jkr_2r'_1/z} E_m(r'_1) P(r'_1) 2\pi r'_1 dr'_1
$$

$$E(x, z) = \frac{jk}{2\pi z} e^{-jkx} e^{-jk|x|^2/2z} \int_{-\infty}^{\infty} e^{jkr_2^2(z-x)/2F} e^{jkr_2x/z} E_m(x') P(x') dx'
$$

For distances near the focus, we may set, $z = F + \delta z$, and retain $\delta z$ only in the quadratic exponent, resulting in the following approximation that is used to quantify axial defocusing [638],

$$E(r_1, F + \delta z) = \frac{jk}{2\pi F} e^{-jkF} e^{-jk|r_1|^2/2F} \int_{-\infty}^{\infty} e^{jkr_2^2|\delta z|/2F^2} e^{jkr_2r'_1/z} E_m(r'_1) P(r'_1) d^2r'_1
$$

(20.10.18)
Summary

The two-dimensional Fourier transform of the input field appears in the output field in several optical contexts (in some cases, the input may be modulated by a quadratic phase factor, such as $e^{-jkr^2/2z}$).

a. at the focal plane of a lens under the Fresnel approximation, Eqs. (20.10.2)
b. at the focal plane in a 2F-system, Eqs. (20.10.5) and (20.10.6)
c. at a large distance $z$ under the Fraunhofer approximation, Eq. (20.3.1)
d. at large radial distance $r$ under the far-field approximation, Eq. (19.3.3)
e. at a large distance $z$ under the Fresnel approximation, Eq. (20.1.9)
f. near the focal point of a lens in an axially defocused system, Eq. (20.10.18)
g. the PSF of a lens system is the 2-D Fourier transform of the exit pupil, Eq. (20.7.4)

Moreover as we see below, the 2-D Fourier transform of the input becomes an essential part of the so-called 4F imaging system in which a finite aperture at the Fourier plane causes the spatial filtering of the input, thus decreasing the resolution, but also allowing more specialized filtering, such as deblurring.

### 20.11 4F Optical Processor

A 4F imaging system consists of two 2F systems in cascade as shown in Fig. 20.11.1. Assuming large lens pupils and ignoring vignetting effects, the first 2F system will produce the second 2F system produces the Fouier transform of the product at the output plane.

![4F optical processor](image)

In absence of any processing at the Fourier plane (that is, $H \equiv 1$), the second 2F system will produce the original input up to a reversal and magnification. This is the expected result on the basis of geometrical optics, as shown in Fig. 20.11.2. This follows essentially from the property that the Fourier transform of a Fourier transform is the original field reversed. Thus, we expect in this case the same geometrical-optics result as in Eq. (20.6.6), up to a 4F propagation delay,

$$E_{\text{out}}(r_z) = -\frac{F_2}{F_1} E_{\text{in}}(\frac{F_2}{F_1} r_z) \Leftrightarrow -\frac{F_2}{F_1} E_{\text{out}}(\frac{F_2}{F_1} r_1) = E_{\text{in}}(r_1)$$

where the first represents the geometric-optics projection of the object onto the image plane, and the second, the projection of the image back onto the object plane.

To derive the operations of Eq. (20.11.1) in some detail, let us denote the transverse coordinates on the Fourier plane by $v_z$ and assume that the filter shown in Fig. 20.11.1 has a given transmittance function, say, $H(v_z)$, so that the fields across the plane will be related by, $E_b(v_z) = F(v_z) E_a(v_z)$. Applying Eq. (20.10.6) in succession then gives,

$$E_a(v_z) = G_1 e^{-2jkF_1} \int_{-\infty}^{\infty} E_{\text{in}}(r_z') e^{jkv_z \cdot r_z'/F_1} d^2r_z'$$

$$E_b(v_z) = F(v_z) E_a(v_z)$$

$$E_{\text{out}}(r_z) = G_2 e^{-2jkF_2} \int_{-\infty}^{\infty} E_b(v_z) e^{jkv_z \cdot r_z/F_2} d^2v_z$$

where, for convenience, we defined,

$$G_1 = \frac{jk}{2\pi F_1}, \quad G_2 = \frac{jk}{2\pi F_2}$$

Remapping the output to the object plane by the geometric-optics projection of Eq. (20.11.2), we have,

$$E_a(v_z) = G_1 e^{-2jkF_1} \int_{-\infty}^{\infty} E_{\text{in}}(r_z') e^{jkv_z \cdot r_z'/F_1} d^2r_z'$$

$$E_{g,\text{out}}(r_z) = -\frac{F_2}{F_1} E_{\text{out}}\left(\frac{F_2}{F_1} r_z\right) = -G_1 e^{-2jkF_1} \int_{-\infty}^{\infty} F(v_z) E_a(v_z) e^{-jkv_z \cdot r_z/F_1} d^2v_z$$

In order to write the first equation as a Fourier transform and the second as an inverse Fourier transform, let us redefine the functions $F(v_z)$ and $E_a(v_z)$ as functions
of the wavenumber, \( k_\perp = kv_\perp / F_1 \), or, \( v_\perp = F_1 k_\perp / k \),

\[
H(k_\perp) = F(v_\perp) \bigg|_{v_\perp = F_1 k_\perp / k}, \quad E(k_\perp) = \frac{1}{G_1} E_a(v_\perp) \bigg|_{v_\perp = F_1 k_\perp / k}
\]  

(20.11.6)

where we also rescaled \( E_a \) by the gain factor \( G_1 \). Then, after changing integration variables from \( v_\perp \) to \( k_\perp \), we obtain,

\[
E(k_\perp) = e^{-2jF_1} \int_{-\infty}^{\infty} \mathcal{E}_m(r_\perp') e^{jk_\perp \cdot r_\perp'} d^2r_\perp' = e^{-2jF_1} \mathcal{E}_m(k_\perp)
\]

\[
E_{\text{out}, \text{in}}(r_\perp) = e^{-2jF_2} \int_{-\infty}^{\infty} H(k_\perp) \mathcal{E}_m(k_\perp) e^{-jk_\perp \cdot r_\perp} \frac{d^2k_\perp}{(2\pi)^2}
\]

(20.11.7)

These represent the actions of the two 2F stages of the 4F system. Inserting the first equation into the second, the result may be written as a space-domain convolution that represents the overall input/output relationship,

\[
E_{\text{out}, \text{out}}(r_\perp) = e^{-2j(F_1 + F_2)} \int_{-\infty}^{\infty} H(k_\perp) \mathcal{E}_m(k_\perp) e^{-jk_\perp \cdot r_\perp} \frac{d^2k_\perp}{(2\pi)^2}
\]

(20.11.8)

where \( h(r_\perp) \) is the impulse response of the filter, i.e., the inverse Fourier transform,

\[
h(r_\perp) = \int_{-\infty}^{\infty} H(k_\perp) e^{-jk_\perp \cdot r_\perp} \frac{d^2k_\perp}{(2\pi)^2}
\]

(20.11.9)

Thus, the 4F system acts as a linear shift-invariant spatial filter with a prescribed transfer function \( H(k_\perp) \) or impulse response \( h(r_\perp) \). We note that \( H(k_\perp) \) of Eq. (20.11.6) is essentially the same as that of Eq. (20.9.7) if we think of \( F(v_\perp) \) as a pupil function.

In the one-dimensional case, the analogous relationship to the geometrical optics result (20.11.2) is according to Eq. (20.9.9),

\[
E_{\text{out}}(x) = e^{j\pi/2} \frac{F_2}{F_1} \mathcal{E}_m \left( -F_1 x / F_2 \right) \quad \Rightarrow \quad e^{-j\pi/2} \frac{F_2}{F_1} E_{\text{out}} ( -F_1 x / F_2 ) = \mathcal{E}_m(x)
\]

(20.11.10)

Using Eq. (20.10.7) with \( d = F \), the 1-D versions of Eqs. (20.11.5) will be then,

\[
E_a(v) = G_1 e^{-2jF_2} \int_{-\infty}^{\infty} \mathcal{E}_m(x') e^{jkv_\perp x / F_1} dx'
\]

\[
E_{\text{out}}(x) = G_2 e^{-2jF_2} \int_{-\infty}^{\infty} F(v) E_a(v) e^{jkv_\perp x / F_1} dv
\]

\[
E_{\text{out, out}}(x) = e^{-j\pi/2} \frac{F_2}{F_1} E_{\text{out}} ( -F_1 x / F_2 )
\]

(20.11.11)

where now we have the definitions,

\[
G_1 = e^{j\pi/4} \sqrt{\frac{k}{2\pi F_1}}, \quad G_2 = e^{j\pi/4} \sqrt{\frac{k}{2\pi F_2}}
\]

(20.11.12)

We may redefine again \( F(v) \) and \( E_a(v) \) as functions of the wavenumber, \( k_x = kv_\perp / F_1 \),

\[
H(k_x) = F(v) \bigg|_{v_\perp = F_1 k_x / k}, \quad E(k_x) = \frac{1}{G_1} E_a(v) \bigg|_{v_\perp = F_1 k_x / k}
\]

(20.11.13)

Then, after changing integration variables from \( v \) to \( k_x \), the two-stage operations of the 4F system will read,

\[
E(k_x) = e^{-2jF_2} \int_{-\infty}^{\infty} \mathcal{E}_m(x') e^{jkx x / F_2} dx' = e^{-2jF_2} \hat{\mathcal{E}}_m(k_x)
\]

\[
E_{\text{out, out}}(x) = e^{-2jF_2} \int_{-\infty}^{\infty} H(k_x) \hat{\mathcal{E}}_m(k_x) e^{-jkx x} \frac{dk_x}{2\pi}
\]

(20.11.14)

which combine into the single filtering operation,

\[
E_{\text{out}}(x) = e^{-2jF_2} \int_{-\infty}^{\infty} H(k_x) \hat{\mathcal{E}}_m(k_x) e^{-jkx x} \frac{dk_x}{2\pi}
\]

(20.11.15)

where \( h(x) \) is the 1-D impulse response of the filter \( H(k_x) = F(v) \),

\[
h(x) = \int_{-\infty}^{\infty} H(k_x) e^{-jkx x} \frac{dk_x}{2\pi}
\]

(20.11.16)

Fig. 20.11.3 depicts three examples: (a) a lowpass spatial filter consisting simply of a finite aperture that lets through only low frequencies, (b) a highpass filter consisting of an aperture stop that blocks low frequencies, and (c) a cascaded example of two 4F systems of transfer functions \( H_1, H_2 \), which acts as the equivalent filter, \( H_1(k_x) \cdot H_2(k_x) \), indeed, the essential operations at each of the outputs of the five image planes are as follows, denoting the inverse Fourier transforms by, \( h_1 = \hat{H}_1 \) and \( h_2 = \hat{H}_2 \),

\[
\mathcal{E}_m \Rightarrow H_1 \cdot \hat{\mathcal{E}}_m \Rightarrow h_1 * \mathcal{E}_m \Rightarrow H_2 \cdot h_1 * \hat{\mathcal{E}}_m \Rightarrow (h_2 * h_1) * \mathcal{E}_m
\]

Example 20.11.1: For the lowpass filter shown in Fig. 20.11.3, we assume a circular aperture of radius \( b \). Then, the filter’s transmittance function will be defined in terms of the unit-step function, \( F(v_\perp) = u(b - |v_\perp|) \). The filter’s transfer function will be,

\[
H(k_x) = F(v_\perp) \bigg|_{v_\perp = k_x F_1 / k} = u \left( b - \frac{|k_x| F_1}{k} \right) = u(k_{\text{max}} - |k_x|), \quad k_{\text{max}} = \frac{b}{F_1}
\]
Fig. 20.11.3 Lowpass, highpass, and cascaded filter examples.

Thus the filter acts as a bandlimiting filter, cutting off all higher spatial frequencies that are above $k_{\text{max}}$ and letting through only those for which $|k_s| \leq k_{\text{max}}$. The corresponding impulse response has the usual \( 2F_1(x)/x \) form,

\[
h(r_{\perp}) = \int_{-\infty}^{\infty} H(k_{\perp}) e^{-jak_{\perp} \cdot r_{\perp}} \frac{d^2k_{\perp}}{(2\pi)^2} = \int_{k_{\parallel} < k_{\text{max}}} e^{-jak_{\perp} \cdot r_{\perp}} \frac{d^2k_{\perp}}{(2\pi)^2} = \int_{0}^{k_{\text{max}}} F_1(k_{\text{max}}r_{\perp}) \frac{d^2k_{\perp}}{(2\pi)^2} = k_{\text{max}} F_1(k_{\text{max}}r_{\perp}) \frac{d^2k_{\perp}}{(2\pi)^2}
\]

\[
= |G_1|^2 \cdot \pi b^2 \cdot \frac{2F_1(k_{\text{max}}r_{\perp})}{k_{\text{max}}r_{\perp}} \tag{20.11.17}
\]

where we set, $k_{\perp} = |k_s|$ and $r_{\perp} = |r_s|$, and $G_1$ was defined in (20.11.4).

For the one-dimensional case, we assume a slit opening with support $-b \leq v \leq b$, defined in terms of the unit-step, $F(v) = u(b - |v|)$. Then, the filter’s transfer function will be,

\[
H(k_x) = u(b - |k_x|/b) = u(k_{\text{max}} - |k_x|), \quad k_{\text{max}} = k b / F_1
\]

Its impulse response has the usual \( \sin x/x \) form,

\[
h(x) = \int_{-\infty}^{\infty} H(k_x) e^{-jak_x} dk_x = \int_{k_{\text{max}}}^{k_{\text{max}}} e^{-jak_x} dk_x = \frac{\sin(k_{\text{max}}x)}{\pi x} = |G_1|^2 \cdot \pi b \cdot \frac{\sin(k_{\text{max}}x)}{k_{\text{max}}x} \tag{20.11.18}
\]

where \( G_1 \) is defined in Eq. (20.11.12). Using (20.11.14), the two-stage filtering operations will have the explicit forms,

\[
E(k_x) = e^{-2jk_{F_1}} \int_{-\infty}^{\infty} E_{\text{in}}(x') e^{jak_x} dx' = e^{-2jk_{F_1}} E_{\text{in}}(k_x)
\]

\[
E_{\text{g, out}}(x) = e^{-2jk_{F_2}} \int_{-\infty}^{\infty} u(k_{\text{max}} - |k_x|) E(k_x) e^{-jak_x} dk_x
\]

\[
= e^{-2jk_{F_2}} \int_{k_{\text{min}}}^{k_{\text{max}}} E(k_x) e^{-jak_x} dk_x \tag{20.11.19}
\]

\[
= e^{-2jk_{(F_1 + F_2)}} \int_{k_{\text{min}}}^{k_{\text{max}}} E_{\text{in}}(k_x) e^{-jak_x} dk_x
\]

\[
= e^{-2jk_{(F_1 + F_2)}} \int_{-\infty}^{\infty} \sin(k_{\text{max}}(x - x')) \frac{E_{\text{in}}(x')}{\pi(x - x')} dx'
\]

It is evident that the output, \( E_{\text{g, out}}(x) \), is bandlimited to the range, $|k_x| \leq k_{\text{max}}$, with a bandlimited Fourier transform,

\[
E_{\text{g, out}}(k_x) = e^{-2jk_{(F_1 + F_2)}} E_{\text{in}}(k_x) u(k_{\text{max}} - |k_x|) \tag{20.11.20}
\]

Fig. 20.11.4 plots the normalized impulse responses, that is, the functions,

\[
(2-D \text{ case}) \quad h(u) = \frac{2F_1(\pi u)}{\pi u}, \quad \pi u = k_{\text{max}}r_{\perp}
\]

\[
(1-D \text{ case}) \quad h(u) = \frac{\sin(\pi u)}{\pi u}, \quad \pi u = k_{\text{max}}x
\]

**Fig. 20.11.4** 2-D and 1-D lowpass impulse responses.

The first nulls and 3dB points are also shown. The first nulls correspond to the Rayleigh and Abbe resolution criteria that give the smallest resolvable transverse separations, i.e.,

\[
k_{\text{max}}r_{\text{min}} = \pi u_0 = 1.2197\pi \quad \Rightarrow \quad r_{\text{min}} = 1.2197 \frac{\lambda}{2NA} \quad (2-D \text{ case})
\]

\[
k_{\text{max}}x_{\text{min}} = \pi u_0 = \pi \quad \Rightarrow \quad x_{\text{min}} = \frac{\lambda}{2NA} \quad (1-D \text{ case})
\]
where in both cases, \( D = 2b \) and \( N_A = b/F_1 = D/2F_1 \). The same criteria can also be expressed in terms of the smallest angular separations, \( \theta_{\min} = r_{\min}/F_1 \) or \( \theta_{\min} = x_{\min}/F_1 \), assuming \( F_1 \gg \lambda \),

\[
\theta_{\min} = r_{\min}/F_1 = 1.2197 \frac{\lambda}{D} = 70^{\circ} \frac{\lambda}{D}, \quad \theta_{\min} = x_{\min}/F_1 = \frac{\lambda}{D} = 57^{\circ} \frac{\lambda}{D}
\]

(20.11.22)

**Example 20.11.2: Lyot coronagraph.** The purpose of a coronagraph is to block the intense light from the sun when a telescope is pointed towards it, allowing a nearby object to be seen that lies at a small angular distance. It is an example of a 6F system consisting of a highpass blocking filter \( H(u) \), called the Lyot mask, at the first Fourier plane \((u, z)\) plane, followed by a lowpass filter \( L(w) \), called the Lyot stop, at the second Fourier plane \((w, z)\) plane, which is simply an aperture opening, as shown in Fig. 20.11.5.

![Fig. 20.11.5 Lyot coronagraph.](http://www.lyot.org)

The Lyot mask blocks most of the sunlight, but similar to eclipses of the sun, enough light still diffracts from the edges of the mask. The purpose of the second Lyot stop is to remove that diffracted light. In this example, we will assume that the input pupil of the telescope has radius \( a \), the Lyot mask has radius \( b < a \), and the Lyot stop, radius \( c \leq a \). Thus, the transmittance functions at the input and \( v, w \) planes are in terms of the unit-step function,

\[
A(r) = u(a - |r|)
\]

\[
H(v) = u(|v| - b)
\]

\[
L(w) = u(c - |w|)
\]

The fields at the outputs of the three planes will be symbolically,

\[
A \cdot E_{\text{in}} \Rightarrow H \cdot (A \ast E_{\text{in}}) \Rightarrow L \cdot [H \ast (A \cdot E_{\text{in}})]
\]

The input field \( E_{\text{in}} \) from the sun may be assumed to be uniformly filling the entire input aperture, so that at the output of the input aperture we may set, \( E_{\text{in}}(r') = u(a - |r'|) \). For simplicity, we will work with the 1-D version and assume that all lenses have the same focal length, \( F \). Denoting by \( E_a(v) \) the field at the left input of the Lyot mask, and by \( E_b(v) = H(v)E_a(v) \), the field at its output, and denoting the propagation gain by \( G_0 = e^{-j2kF} e^{j\pi/4}\sqrt{2\pi F} \), we have applying (20.11.11),

\[
E_a(v) = G_0 \int_{-\infty}^{\infty} E_{\text{in}}(x') e^{jkv/F} dx'
\]

\[
E_b(v) = G_0 \int_{-\infty}^{\infty} u(a - |x'|) e^{jkv/F} dx' = G_0 \int_{-a}^{a} e^{jkv/F} dx'
\]

\[
E_b(v) = G_0 \cdot 2a \cdot \frac{\sin(kv/F)}{kv/F} \cdot u(|v| - b)
\]

Then, the field at the left input of the Lyot spot at the \( w \)-plane, will be,

\[
E_c(w) = G_0 \int_{-\infty}^{\infty} E_b(v) e^{jkw/F} dv = G_0 \int_{|v| \geq b} 2a \cdot \frac{\sin(kv/F)}{kv/F} e^{jkw/F} dv
\]

\[
= G_0 \left[ \int_{-\infty}^{b} - \int_{b}^{\infty} \right] 2a \cdot \frac{\sin(kv/F)}{kv/F} e^{jkw/F} dv
\]

\[
= G_0 \frac{2\pi F}{k} \left[ u(a - |w|) - \frac{1}{\pi} \int_{0}^{\infty} 2 \sin(kv/F) \cos(kw/F) dv \right]
\]

\[
= G_0 \frac{2\pi F}{k} \left[ u(a - |w|) - \frac{1}{\pi} \int_{0}^{\infty} \frac{\sin(ku(a + w)/F) + \sin(ku(a - w)/F)}{u} du \right]
\]

\[
= G_0 \frac{2\pi F}{k} \left[ u(a - |w|) - \frac{1}{\pi} \text{Si} \left( \frac{kb(a + w)}{F} \right) - \frac{1}{\pi} \text{Si} \left( \frac{kb(a - w)}{F} \right) \right]
\]

where \( \text{Si}(z) \) is the sine-integral function defined in Eq. (G.2) of Appendix G, and computed by our MATLAB function, \( \text{Si} \), or, the built-in function \( \text{sinint} \).

\[
\text{Si}(z) = \int_{0}^{z} \frac{\sin t}{t} dt
\]

We note that the overall gain factor is simply a phase, \( G_0^2 \frac{2\pi F}{k} = e^{-j\pi/2} e^{-j4kF} \), and ignoring it, we may write,

\[
E_c(w) = u(a - |w|) - \frac{1}{\pi} \left[ \text{Si} \left( \frac{kb(a + w)}{F} \right) + \text{Si} \left( \frac{kb(a - w)}{F} \right) \right]
\]

(20.11.23)

This represents the diffracted light from the tails of the main lobe of \( E_a(v) \), and is concentrated near the edges of the entrance pupil. The field at the output of the Lyot spot will be then, \( E_c(w) = L(w)E_c(w) = E_c(w) \cdot u(c - |w|) \), whose job is to further remove such edge contributions.

**Fig. 20.11.6 plots the fields \( E_a(v) \), \( E_b(v) \), \( E_c(w) \) and \( L(w)E_c(w) \).** The parameter values, chosen only for display convenience, were,

\[
k = 1, \quad a = 20, \quad F = 20, \quad b = 0.5a = 10, \quad c = 0.85a = 17
\]

The scales of the top two and bottom two graphs are not the same—the field \( E_a(v) \) was normalized to its maximum \( 2a = 40 \), so that the real scale of the bottom two graphs should be 1/40 of what is shown. The MATLAB code for generating these graphs was,
\( k=1; \ a=20; \ F=20; \ b=0.5*a; \ c = 0.85*a; \)
\[
v = \text{linspace}(-2,2,1001) \ast a;
w = v;
\]
\[
E_a = \text{sinc}(k \ast a \ast v/F/\pi); \quad \% \text{normalized to unity at } u=0
\]
\[
H = (\text{abs}(v)>b); \quad \% \text{Lyot mask}
\]
\[
E_b = H \ast E_a; \quad \% \text{output of Lyot mask}
\]
\[
E_c = (\text{abs}(w)<c); \quad \% \text{Lyot spot}
\]
\[
E_d = L \ast E_c; \quad \% \text{output of Lyot spot}
\]

\[\begin{align*}
\text{figure; plot}(v/a,\text{abs}(E_a),'b-', v/a,H,'r--'); \\
\text{figure; plot}(w/a,\text{abs}(E_c),'b-', w/a,L,'r--');
\end{align*}\]

20.12 Apodization Design and Aperture Synthesis

We have seen that at far distances from an input plane under the Fraunhofer approximation, or, under the Fresnel approximation in a 2\(F\) system such as the one shown in Fig. 20.12.1, the radiated field is proportional to the spatial Fourier transform of the input. For example, in the one-dimensional case, we have,
\[
E(v,z) = \sqrt{\frac{jk}{2\pi z}} e^{-jkv^2/2z} \left[ \hat{E}_{\text{in}}(k_x) \right]_{k_x = kv/z} \quad \text{(Fraunhofer)}
\]
\[
E(v,F) = \sqrt{\frac{jk}{2\pi F}} e^{-jkF^2/2F} \left[ \hat{E}_{\text{in}}(k_x) \right]_{k_x = kv/F} \quad \text{(2F system)}
\]

where \( v \) is the transverse coordinate at the Fourier plane, with the Fourier transform defined as follows, where \( x \) is the transverse coordinate on the input plane,
\[
\hat{E}_{\text{in}}(k_x) = \int_{-\infty}^{\infty} E_{\text{in}}(x) e^{jkx} dx
\]

Similarly, in the far-field approximation of Eq. (19.4.9), the radiation field in the direction \( \theta \) at large radial distances \( r \) from the input plane is,
\[
E(r,\theta) \approx e^{jkr} \sqrt{\frac{k}{2\pi r}} e^{-jkr \cos \theta} \left[ \hat{E}_{\text{in}}(k_x) \right]_{k_x = k \sin \theta} \quad \text{(20.12.3)}
\]

where \( k \) is in the radial direction, that is, \( k = k \hat{r} = \hat{x} k_x + \hat{z} k_z = \hat{x} k \sin \theta + \hat{z} k \cos \theta \).

The effect of a finite aperture at the input plane is to multiply the incident field by a transmittance function, known as an apodizing or windowing function, say, \( A(x) \), which in its simplest form is the characteristic or indicator function of the aperture. The resulting field, \( A(x) \cdot E_{\text{in}}(x) \), then propagates to the Fourier plane where its Fourier transform becomes the convolution of the transforms of the two factors,
\[
A(x) \cdot E_{\text{in}}(x) \Rightarrow \hat{A} \ast \hat{E}_{\text{in}}(k_x) = (\hat{A} \ast \hat{E}_{\text{in}})(k_x) = \int_{-\infty}^{\infty} \hat{A}(k_x - k_x') \hat{E}_{\text{in}}(k_x') \frac{dk_x'}{2\pi} \quad \text{(20.12.4)}
\]
The convolution operation causes the smearing of $\hat{E}_\text{in}(k_x)$ and may result in loss of resolution and the inability to detect weak sources. For example, suppose the input consists of two incident plane waves arriving at the $z = 0$ plane at angles $\theta_1, \theta_2$, and with relative strengths, $E_1, E_2$. Then, the input, its Fourier transform, and the smeared output at the Fourier plane will be as follows, where $k_{x1} = k \sin \theta_1$ and $k_{x2} = k \sin \theta_2$,

$$E_\text{in}(x) = E_1 e^{-jk_{x1}x} + E_2 e^{-jk_{x2}x}$$

$$\hat{E}_\text{in}(k_x) = 2\pi E_1 \delta(k_x - k_{x1}) + 2\pi E_2 \delta(k_x - k_{x2})$$

$$\hat{A}(k_x) \star \hat{E}_\text{in}(k_x) = E_1 \hat{A}(k_x - k_{x1}) + E_2 \hat{A}(k_x - k_{x2})$$

A typical $\hat{A}(k_x)$ has a central peak (main lobe) at $k_{x0} = 0$ of a certain width, surrounded by sidelobes of a certain height, as shown on the left in Fig. 20.12.2. The two sharp (delta-function) spectral lines at $k_{x1}, k_{x2}$ of the above field $\hat{E}_\text{in}(k_x)$ are smeared and replaced at the Fourier plane by shifted copies of $\hat{A}(k_x)$ centered at $k_{x1}, k_{x2}$, as depicted on the right in Fig. 20.12.2.

If the peaks are too close to each other, they will overlap and tend to appear as a single peak. Their resolvability requires that their separation be greater than about one mainlobe width, that is, $|k_{xj} - k_{xj'}| \geq \Delta k$. This translates to the smallest angular separation that can be resolved (near the forward direction), $|\theta_2 - \theta_1| \geq \Delta k / k$. But, even when they do meet this condition, if one of the signals is too weak, it may be lost under the sea of sidelobes from the stronger one. For example, in the search for planets of distant suns, the expected light intensity from the planet is about 100 dB below that of the sun, i.e., $10^{-10}$ times weaker in power, or $10^{-5}$ times in amplitude. Therefore, to be able to "see" such planets, the sidelobes must be down by at least 100 dB.

\[ \text{Fig. 20.12.2 Basic parameters of an apodizing function.} \]

Thus, the important parameters of any apodizing function that determine its resolution and detectability properties are its mainlobe width and its sidelobe width. The ideal apodizing window $A(x)$ will have the narrowest mainlobe and the smallest sidelobes.\textsuperscript{1}

The mainlobe width, $\Delta k$, can be measured either at the 3-dB level (half-power level), or, as half of the mainlobe base measured from null to null.

The Rayleigh resolution criterion takes the first null as the minimum resolvable separation. If we denote that null by $k_0$ and the 3-dB wavenumber by $k_3$, i.e., the points at which $\hat{A}(k_0) = 0$ and $|\hat{A}(k_3)/\hat{A}(0)|^2 = 1/2$, then, the 3-dB width (full-width at half-maximum) will be $2k_3$. The two possible choices for the mainlobe width will be $\Delta k = k_0$ and $\Delta k = 2k_3$, leading to the resolution criteria,

$$|k_{xj} - k_{xj'}| \geq k_0 \quad \text{(Rayleigh criterion)}$$

$$|k_{xj} - k_{xj'}| \geq 2k_3 \quad \text{(3-dB criterion)}$$

(20.12.5)

For example, a uniform rectangular aperture, $A(x) = u(a - |x|)$, will have a sinc-function transform,

$$A(x) = u(a - |x|) \quad \Rightarrow \quad \hat{A}(k_x) = \int_{-a}^{a} A(x) e^{jk_xx} dx = 2a \cdot \frac{\sin(k_xa)}{k_xa}$$

(20.12.6)

Its first-null and 3-dB wavenumbers are,

$$k_0 = \frac{\pi}{a}, \quad k_3 = \frac{0.443\pi}{a}, \quad 2k_3 = \frac{0.886\pi}{a}$$

(20.12.7)

The corresponding Rayleigh and 3-dB criteria expressed in terms of the smallest resolvable wavenumber separation $\Delta k$, or the smallest angular separation $\Delta \theta = \Delta k / k$, will be as follows, where we replaced, $k = 2\pi / \lambda$,

$$\Delta k = \frac{\pi}{a}, \quad \Delta \theta = \frac{\lambda}{2a}$$

$$\Delta k = \frac{0.886\pi}{a}, \quad \Delta \theta = \frac{0.886\lambda}{2a}$$

(20.12.8)

The highest sidelobe lies at $13.26 \, \text{dB} \, \text{below} \, \text{the} \, \text{main} \, \text{lobe} \, \text{and} \, \text{occurs} \, \text{at} \, \text{a} \, \text{wavenumber} \, k_{\text{side}} = 1.43\pi / a$. The numerical values were calculated with the MATLAB code,

\[ u3 = \text{fzero}(\sinuc(\omega) - 1/sqrt(2), 0.4); \quad \% \, u3 = 0.8859 \]
\[ \text{us} = \text{fminbnd}(\text{abs}(\sinuc(\omega)), 1, 2); \quad \% \, \text{us} = 1.4303 \]
\[ R = \text{~20*log10(abs(sinuc(us)))}; \quad \% \, R = 13.26 \, \text{dB} \]

For typical apodizing functions, the mainlobe width is inversely proportional to the aperture size $a$, thus, the resolution capability improves as $a$ increases. Indeed, in the limit of large $a$, the transform $\hat{A}(k_x)$ in the above example becomes increasingly sharper, converging to a delta function $\delta(k_x)$. This can be seen from the limit,

$$\lim_{a \to \infty} \hat{A}(k_x) = \lim_{a \to \infty} \frac{2 \sin(k_xa)}{k_xa} = 2\pi \delta(k_x)$$

In optics and antenna applications, there is of course a practical limit to the physical size of the apertures. By contrast, in time-series spectrum estimation applications, it is often (but not always) possible to improve resolution by increasing the length of the time-window by simply measuring a longer time signal. Next, we discuss design methods for apodization functions and aperture distributions.

There is a large literature in signal processing, antenna array design, optics, and astronomy on designing apodization functions that achieve narrow beamwidths and low sidelobes, including the design of apodized coronagraphs, star-shape masks, and petal-shaped starshade occulters, as well as designs for superresolving and superdirective apertures [1241–1284,1479–1618].

---

\textsuperscript{1}The word "apodize" comes from the greek word for "without feet", i.e., no sidelobes.
We discuss several windowing functions in Chap. 23 with the emphasis on discrete arrays. Here, we concentrate on their continuous versions, considering $A(x)$ to be a function of the continuous variable $x$.

In the context of a radiating aperture, as depicted for example in (20.12.3), we note that $A(x)$ is not an apodization function, but rather it represents the actual field $E_m(x)$ at the aperture, and is referred to as the aperture distribution. Here, the objective is to design $A(x)$ so that the aperture will radiate a desired radiation pattern $\hat{A}(k_x)$.

Mathematically, the two problems of designing an apodization function and synthesizing an aperture distribution are the same. Since $A(x)$ cannot be bandlimited, the radiated power is given by an integral over the visible region only, $-k \leq k_x \leq k$, where

$$2\eta P_{rad} = \int_{-k}^{k} |\hat{A}(k_x)|^2 \frac{dk_x}{2\pi}$$

(20.12.15) where $k_x = k \sin \theta$, $k_x = k \cos \theta$. A similar integral over the invisible region, $|k_x| > k$, represents the reactive power stored in the vicinity of the aperture. The directivity, assumed to be maximum towards the forward direction, is given by (19.7.16),

$$D = \frac{\int_{-k}^{k} |\hat{A}(k_x)|^2 \frac{dk_x}{k}}{\int_{-\infty}^{\infty} |\hat{A}(k_x)|^2 \frac{dk_x}{2\pi}}$$

(20.12.16) where we normalized $D$ by the dimensionless variable $2ak$. Following Taylor[1262,1602], one can argue that since $\hat{A}(k_x)$ is highly peaked in the forward direction $k_x = 0$, or, $\theta = 0$, one may replace the quantity $k_x/k = \cos \theta$ by unity and arrive at the following approximate definitions of power and directivity,

$$2\eta P_{rad} = \int_{-k}^{k} |\hat{A}(k_x)|^2 \frac{dk_x}{2\pi}$$

(20.12.17) with Taylor we may also define the limiting directivity $D_\infty$, integrated over the entire $k_x$ range, and the so-called supergain or superdirectivity ratio $\gamma$,

$$D_\infty = \frac{\int_{-\infty}^{\infty} |\hat{A}(k_x)|^2 \frac{dk_x}{2\pi}}{\int_{-\infty}^{\infty} |\hat{A}(k_x)|^2 \frac{dk_x}{2\pi}}$$

(20.12.18) We note that the maximum value of $D_\infty/(2ak)$ is unity and is realized for uniform apertures. The superdirectivity ratio $\gamma$ is a measure of the proportion of the reactive power to the radiated power, and is similar to (the inverse of) the encircled energy $E(k)$. 

- The “transmission” factor, defined as the ratio of the total power to that of the uniform unapodized aperture $A_{unif}(x)$,

$$\tau = \frac{\int_{-a}^{a} |A(x)|^2 dx}{\int_{-a}^{a} |A_{unif}(x)|^2 dx} = \frac{1}{2a} \int_{-a}^{a} |A(x)|^2 dx = \frac{1}{2a} \int_{-\infty}^{\infty} |\hat{A}(k_x)|^2 \frac{dk_x}{2\pi}$$

(20.12.14)

In the context of aperture distributions, the quantity (20.12.10) is not quite the radiated power. Assuming for simplicity that $A(x)$ is a TE or TM field relative to the xz plane, that is, $E_y(x)$ or $\eta H_y(x)$, we recall from Eq. (19.7.14) that the radiated power is given by an integral over the visible region only, $-k \leq k_x \leq k$,
but is defined over the entire visible region, not just the main beam. The quantities in Eqs. (20.12.17) and (20.12.18) can be used as additional measures to assess the properties of apodizing functions $A(x)$. We note also that $D/2ak$ and $D_{\infty}/2ak$ are referred to as "specific gains," or "aperture or taper efficiencies."

Since $A(x)$ is aperture-limited in the interval $-a \leq x \leq a$, one may apply the theory of bandlimited functions discussed in Appendix J. One needs to make the following mapping between the time-frequency variables $(t, \omega)$ of that Appendix and the spatial variables $(k_x, x)$ here, so that a function that is frequency-limited in $[-\omega_0, \omega_0]$ becomes space-limited in $[-a, a]$, and a function that is time-concentrated in an interval $[t_0, t_0]$ becomes wavenumber-concentrated in some desired wavenumber interval $[-k_0, k_0]$, 

$$t_0, \omega_0, t, \omega \Rightarrow k_0, a, k_x, x \quad (20.12.19)$$

Eqs. (J.48)-(J.54) of Appendix J summarize three function bases for describing bandlimited functions: (a) the prolate spheroidal wave functions (PSWF), (b) the spherical Bessel functions, and (c) the sinc functions. Under the above mapping, the basis functions are mapped as follows:

- **PSWF**
  $$\psi_n(t_0, \omega_0, t) \Rightarrow \psi_n(k_0, a, k_x) = \int_{-a}^{a} \frac{1}{\sin^2(\omega_0 t - \pi n)} \psi_n(k_0, a, \frac{x}{a} k_0) e^{i k_x x} dx$$

- **Bessel**
  $$j_n(\omega_0 t) \Rightarrow j_n(a k_x) = \int_{-a}^{a} \frac{1}{\pi a} P_n(\frac{x}{a}) e^{i k_x x} dx$$

- **Sinc**
  $$\frac{\sin(\omega_0 t - \pi n)}{\omega_0 t - \pi n} \Rightarrow \frac{\sin(ak_x - \pi n)}{ak_x - \pi n} = \int_{-a}^{a} \frac{1}{\pi a} e^{-\pi n x/a} e^{i k_x x} dx \quad (20.12.20)$$

where we have also expressed them as spatial Fourier transforms so that one can determine by inspection the corresponding aperture-limited basis function in the $x$-domain. The index $n$ runs over $0 \leq n < \infty$ for the prolate and Bessel cases, and over $-\infty < n < \infty$ for the sinc basis. The function $P_n(\xi)$ is the standard un-normalized $n$th-order Legendre polynomial defined over $|\xi| \leq 1$. The parameter $\mu_n$ is given by $\mu_n = \pi n \sqrt{2\pi a/\lambda_n}$, where $c = ak_0$ is the space-bandwidth product, and $\lambda_n$ is the $n$th eigenvalue characterizing the prolate functions, as discussed in Appendix J.

To clarify the notation, we have defined $\psi_n(k_0, a, k_x)$ in terms of the standard scaled PSWF function $\phi_n(c, \eta)$ of Eq. (J.7) as follows,

$$\psi_n(k_0, a, k_x) = \frac{1}{\sqrt{k_0}} \phi_n \left(c, \frac{k_x}{k_0}\right), \quad c = ak_0 \quad (20.12.21)$$

The bases satisfy the following orthogonality properties, adapted from Appendix J,

$$\int_{-\infty}^{\infty} \psi_n^* (k_0, a, k_x) \psi_m (k_0, a, k_x) dk_x = \delta_{nm}$$

$$\int_{-k_0}^{k_0} \psi_n^*(k_0, a, k_x) \psi_m (k_0, a, k_x) dk_x = \lambda_n \delta_{nm} \quad (20.12.22)$$

$$\int_{-\infty}^{\infty} j_n(a k_x) j_m(a k_x) dk_x = \frac{\pi}{a} \delta_{nm}$$

$$\int_{-\infty}^{\infty} \sin(ak_x - \pi n) \cdot \sin(ak_x - \pi m) dk_x = \frac{\pi}{a} \delta_{nm}$$

where the prolate basis satisfies dual orthogonality properties over the infinite interval and over the finite interval $[-k_0, k_0]$.

Because these bases are complete in the space of (square-integrable) aperture-limited functions, it follows that $\hat{A}(k_x)$ and $A(x)$ can be expanded as linear combinations of the basis functions, with the expansion coefficients determined with the help of the above orthogonality properties.

Denoting the indicator function of the interval $[-a, a]$ by, $\chi_a(x) = u(a - |x|)$, we have the following expansions with respect to the PSWF basis,

$$\hat{A}(k_x) = \sum_{n=0}^{\infty} \hat{A}_n \psi_n(k_0, a, k_x)$$

$$A(x) = \sum_{n=0}^{\infty} \hat{A}_n \psi_n(k_0, a, \frac{x}{a} k_0) \cdot \chi_a(x)$$

$$\hat{A}_n = \int_{-\infty}^{\infty} \hat{A}(k_x) \psi_n(k_0, a, k_x) dk_x = \frac{2\pi}{a \mu_n} \int_{-a}^{a} A(x) \psi_n \left(k_0, a, \frac{x}{a} k_0\right) dx$$

$$= \frac{1}{\lambda_n} \int_{-k_0}^{k_0} \hat{A}(k_x) \psi_n(k_0, a, k_x) dk_x$$

The spherical Bessel function basis is not very common, however, see [1678,1679] for some applications to communications and antenna design. The expansions are,

$$\hat{A}(k_x) = \sum_{n=0}^{\infty} \hat{A}_n j_n(a k_x)$$

$$A(x) = \sum_{n=0}^{\infty} \frac{\hat{A}_n}{\pi a} P_n \left(\frac{x}{a}\right) \cdot \chi_a(x)$$

$$\hat{A}_n = \frac{a (2n + 1)}{\pi} \int_{-\infty}^{\infty} \hat{A}(k_x) j_n(a k_x) dk_x = i^n (2n + 1) \int_{-a}^{a} A(x) P_n \left(\frac{x}{a}\right) dx$$

In the sinc-function basis the expansion is very simple, with the coefficients $\hat{A}_n$ being simply the samples of $\hat{A}(k_x)$ at the discrete wavenumbers $k_x = nk_0$, where $k_0 = \pi/a$ is the sampling interval,
Thus, to be able to resolve a weaker signal from a stronger one, the weaker one must have $u > u_0$, falling in the sidelobe range of the stronger one, and its strength must be above the sidelobe level $R$.

Next, we discuss three highly effective apodization functions that are optimum in some sense and have narrow mainlobes and controllable sidelobes: (a) the prolate apodization function, which is optimal in the sense that it maximizes the encircled energy, (b) Taylor’s $I_0$-sine one-parameter distribution, which is an excellent closed-form approximation to the optimum prolate, and (c) Taylor’s $n$-bar distribution, which is a compromise between the optimum prolate and the optimum Chebyshev window.

The Chebyshev window has equiripple sidelobes and is optimum in a different sense, that is, it has the narrowest mainlobe for a given sidelobe level. To understand this intuitively, we note that as one pushes the sidelobes down, the mainlobe gets wider, and conversely, if one allows the sidelobes to go up, then the mainlobe will get narrower. Thus, for a prescribed sidelobe level, if all sidelobes have the same height, the mainlobe will be the narrowest possible.

### 20.13 Prolate Window

The prolate apodization function is up to a scale factor the zero-order PSWF function $\psi_0$ considered above, and was originally derived by Slepian for both the 1-D and 2-D problems [1505]. It is defined by the parameters $k_0, a$, where the interval $[-k_0, k_0]$ is a measure of the width of the mainlobe (but $k_0$ is not a null point). The window is optimum in the sense that $\hat{A}(k_x)$ maximizes the power contained in the interval $[-k_0, k_0]$, that is, the encircled energy ratio,

$$E(k_0) = \frac{\int_{-k_0}^{k_0} |\hat{A}(k_x)|^2 \, dk_x}{\int_{-\infty}^{\infty} |\hat{A}(k_x)|^2 \, dk_x} = \max$$

This problem was solved in Eq. (15.57) of Appendix J where it was shown that the solution is the zero-order PSWF function, therefore, keeping only the $n = 0$ term in (20.12.23) we have in the $k_x$ and $x$ domains,

$$\hat{A}(k_x) = \hat{A}_0 \psi_0(k_0, a, k_x), \quad A(x) = \frac{\lambda_0}{a \mu_0} \psi_0 \left( k_0, a, \frac{x}{a} \right) \cdot \chi_a(x)$$

with the maximized value of the encircled energy given by the $\lambda_0$ eigenvalue, $E(k_0) = \lambda_0$. The constant $\hat{A}_0$ can be determined by requiring that $A(0) = 1$, so that,

$$\frac{\lambda_0}{a \mu_0} \psi_0(k_0, a, 0) = 1$$

Thus,

$$\hat{A}(k_x) = \frac{a \mu_0}{\lambda_0} \psi_0(k_0, a, k_x), \quad A(x) = \frac{\psi_0 \left( k_0, a, \frac{x}{a} \right)}{\psi_0(k_0, a, 0)} \cdot \chi_a(x)$$

(20.13.2)
There is no obvious relationship between the wavenumber $k_0$ that defines the extent of the mainlobe and the corresponding sidelobe level $R$ in dB. One would like to be able to specify $R$ and determine the proper value of $k_0$ to be used in the design.

There is a roundabout solution to this. Because Taylor’s one-parameter $\psi_0 \cdot \sinh$ window discussed in the next section is a close approximation to the prolate $\psi_0$ window, one can use the sidelobe-width calculation for that window and slightly tweak it to make it applicable here. Taylor’s window depends on a single parameter $c_0$ that defines the extent

$$R = R_0 + 20 \log_{10} \left( \frac{\sinh(\pi B)}{\pi B} \right)$$

(20.13.3)

where $R_0 = 13.26$ dB is the maximum sidelobe level of the rectangular window that we calculated in Sec. 20.12. Given $R$, one can solve (20.13.3) for $B$ numerically. Then, one could take the space-bandwidth product to be approximately, $c = ak_0 \approx \pi B$. However, as we showed in Sec. 23.11, a better choice is,

$$c = ak_0 = (0.95B + 0.14)\pi$$

(20.13.4)

This works well over the range, $15 \leq R \leq 150$ dB. The MATLAB function, tbw, described in the next section can be used to solve (20.13.3) for $B$. Then, $k_0$ is calculated from (20.13.4). Alternatively, one can use the slightly less accurate Kaiser-Schafer [1266] empirical expression of Eq. (20.14.5). The directivity and other window parameters are worked out in Problem 20.6. For large $k_x$ or $u = ak_0/\pi$, it follows from Eq. (J.10) that $\hat{A}(k_x)$ decays like $\sin(u)$,

$$\hat{A}(k_x) \sim \text{const.} \frac{\sin(ak_x)}{ak_x} = \text{const.} \frac{\sin(\pi u)}{\pi u}, \quad \text{as} \quad |k_x| \to \infty$$

Example 20.13.1: Fig. 20.13.1 shows two prolate windows designed for $R = 60$ and $R = 100$ dB. The aperture half-width was $a = 1$. The following MATLAB code segment illustrates the calculation. The function pswf from Appendix J was used,

```matlab
a = 1;
x = linspace(-1,1,401)*a;
u = linspace(-20,20,2001);
kx = pi*u/a;

for R = [60,100]
    [B,Du] = tbw(R); % Du = 3-dB width
c = (0.96*B+0.14)*pi; % c parameter for prolate window
    k0 = c/a; % k0 parameter
    u0 = c/pi; % k0 in units of u
    Ak = pswf(k0,a,0,kx); % A(kx), kx domain, PSWF from Appendix J
    [A0,la0] = pswf(k0,a,0,0); % A(0) and lambda0
    Ax = pswf(k0,a,0,x*k0/a); % A(x), x-domain
    Ak = abs(Ak/A0); % normalized to unity at kx=0 for plotting in dB
    Ax = Ax/A0; % normalized to unity at x=0 by convention
end

figure; plot(u, 20*log10(Ak));
figure; plot(x, Ax);
```

![Fig. 20.13.1 Prolate window, $|\hat{A}(k_x)|$ in dB versus $u = ak_x/\pi$, and $A(x)$ versus $x$.](image)

Example 20.13.2: To examine the feasibility of detecting exo-planets with the $R = 100$ dB window that has $u_0 = 4.2$, consider a Mercury-type planet at a distance of $5 \times 10^{10}$ meters (about one-third A.U.) from its sun, and relative intensity $10^{-10}$ at a distance of $10^7$ meters (about 11 light years) from earth. The subtended angle will be $\theta = \sin \theta = 5 \times 10^{10}/5 \times 10^{-7} = 5 \times 10^{-7}$ radians, and the corresponding value of $u$ for visible light at, say, 500 nm, using a 4-meter telescope,

$$u = \frac{ak_x}{\pi} = \frac{2a}{\lambda} \sin \theta = \frac{4}{500 \times 10^{-9}} \times 5 \times 10^{-7} = 4$$

which is at the threshold of visibility since $u \approx u_0$. On the other hand, a Jupiter-like planet with intensity $10^{-10}$, at 5 A.U. from its sun, and at a distance of 16 light years (10^6 A.U.) from earth would have,

$$u = \frac{2a}{\lambda} \sin \theta = \frac{4}{500 \times 10^{-9}} \times \frac{5}{10^6} = 40$$

and would be easily resolvable with such a window.
20.14 Taylor’s One-Parameter Window

Taylor’s one-parameter window function [1262] is based on the Fourier transform pair,

\[
\sinh(a\sqrt{k_0^2 - k^2}) - a\sqrt{k_0^2 - k^2} = \frac{1}{2a} \int_{-a}^{a} I_0(k_0\sqrt{a^2 - x^2}) e^{ikx} dx \tag{20.14.1}
\]

where \(I_0\) is the order-0 modified Bessel function of the first kind and \(k_0\) is a parameter playing the same role as in the prolate window. Thus, we define,

\[
\hat{A}(k) = \frac{\sinh(a\sqrt{k_0^2 - k^2})}{a\sqrt{k_0^2 - k^2}} \implies A(x) = \frac{1}{2a} I_0(k_0\sqrt{a^2 - x^2}) \cdot \chi_a(x) \tag{20.14.2}
\]

Its discrete version is the Taylor-Kaiser window used in Sec. 23.10 for array design. Introducing the variable, \(\pi B = ak_0\), and the normalized wavenumber, \(u = ak_x/\pi\), we may rewrite (20.14.2) in the notation of Eq. (20.12.26),

\[
A(x) = \frac{1}{2a} I_0(\pi B \sqrt{1 - x^2/a^2}) \cdot \chi_a(x) \tag{20.14.3}
\]

If so desired, \(A(x)\) may be normalized to unity at \(x = 0\). The pattern function \(F(u)\) switches from its sinh to its sines form at \(u = B\), and behaves like \(\sin(\pi u)/\pi u\) for large \(u\). The first null occurs at \(\sqrt{u^2 - B^2} = 1\), or, \(u_1 = \sqrt{B^2 + 1}\), with the sidelobe structure beginning after that. The highest sidelobe level is the maximum value of the ratio \(|\sin(\pi u)/\pi u|\) other than at \(u = 0\). That was determined in Sec. 20.12 to be, \(R_0 = 13.26\) dB. The sidelobe level \(R\) is defined as the relative ratio of the value at \(u = 0\), that is, \(F(0) = \sin(\pi B)/\pi B\), to the highest sidelobe level \(R_0\), thus, we obtain the following relationship between \(B\) and \(R\), which was used in (20.13.3),

\[
R = 20 \log_{10} \left( \frac{|F(0)|}{|F|_{\text{max \ side}}} \right) = R_0 + 20 \log_{10} \left( \frac{\sin(\pi B)}{\pi B} \right) \tag{20.14.4}
\]

This equation may be solved numerically for \(B\). Alternatively, one can calculate \(B\) using the slightly less accurate Kaiser-Schäfer [1266] empirical expression discussed in Sec. 23.10 in the context of array design,

\[
\pi B = \begin{cases} 
0.76609(R - R_0)^{0.4} + 0.09834(R - R_0), & R_0 < R \leq 60 \\
0.12438(R + 6.3), & 60 < R < 120
\end{cases} \tag{20.14.5}
\]

The 3-dB width in \(u\)-units is given by \(\Delta u = 2u_3\), where \(u_3\) is the solution of the half-power condition, \(|F(u_3)/F(0)|^2 = 1/2\),

\[
\sin(\pi u_3^2 - B^2)/\pi \sqrt{u_3^2 - B^2} = 1/\sqrt{2} \sin(\pi B)/\pi B \tag{20.14.6}
\]

The beam efficiency or encircled energy may be defined with respect to \(k_0 = \pi B/a\), or, with respect to the first null, \(k_1 = \pi u_1/a = \pi \sqrt{B^2 + 1}/a\). We choose the former,

\[
E(k_0) = \int_{-\infty}^{\infty} |\hat{A}(k)|^2 dkx \int_{-\infty}^{\pi B} |F(u)|^2 du = \int_{-\infty}^{B} |\hat{A}(k)|^2 dkx \int_{-\infty}^{\infty} |F(u)|^2 du \tag{20.14.7}
\]

in which the denominator can be expressed in terms of \(A(x)\), using Parseval’s identity,

\[
E(k_0) = 2\pi B \int_{-\infty}^{B} |F(u)|^2 du = 2\pi B \int_{-\infty}^{\pi B} |F(u)|^2 du \tag{20.14.8}
\]

Similarly, the normalized directivity can be expressed as,

\[
D_\infty = \int_{-\infty}^{\infty} |F(u)|^2 du = \int_{-\infty}^{\pi B} |F(u)|^2 du \tag{20.14.9}
\]

The numerical calculation of \(B, \Delta u, D_\infty, E\) from \(R\) is implemented by the MATLAB function, \texttt{tbw},\(^1\) with usage,

\[
[B, Du, B, E] = \text{tbw}(R) \quad \% \text{Taylor’s } B \text{-parameter and beamwidth}
\]

Eqs. (20.14.4) and (20.14.6) are solved with the built-in function \texttt{fzero}, while the finite integrations in (20.14.8) and (20.14.9) are implemented with the help of the tanh-sinh quadrature function \texttt{quadts}. To clarify the calculation, the essential MATLAB code of the \texttt{tbw} function is,

\[
F = @(u,B) \text{abs} (\text{sin}(\text{sqrt}(u.*B^2-u.^2)))) \quad \% \text{pattern function}
\]

\[
u0 = \text{fminbnd}(\text{abs}(F(u0,0)), 1,2); \quad \% \text{u0 = 1.430292}
\]

\[
R0 = -20*\text{log10}(F(u0,0)); \quad \% \text{R0 = 13.261459 dB}
\]

\[
Bu = 0.04*R + 0.06; \quad \% \text{initial search estimates}
\]

\[
u3 = 0.005*R + 0.5; \quad \% \text{initial search estimates}
\]

\[
B = \text{fzero}(\text{abs}(F(u,B) - F(0,B)/\text{sqrt}(2)), Bu); \quad \% \text{search for } B
\]

\[
Du = 2*\text{fzero}(\text{abs}(F(u,B) - F(0,B)/\text{sqrt}(2)), Bu); \quad \% \text{search for } \Delta u
\]

\[
[w, x] = \text{quadts}(B); \quad \% \text{weights, quadrature points for } x\text{-integration}
\]

\[
[w, u] = \text{quadts}(Bu); \quad \% \text{weights, quadrature points for } u\text{-integration}
\]

\[
[w, u, x] = \text{quadts}(Bu, \text{sqrt}(B^2+1)); \quad \% \text{if mainlobe is defined null-to-null}
\]

\[
P = w*x' \times \text{besseli}(0, \text{pi}.*B^2.*\text{sqrt}(1-x.^2)).^2; \quad \% \text{total power}
\]

\[
P0 = 2*\text{sum}(F(u,B).^2); \quad \% \text{power in mainlobe}
\]

\[
D = F(0,B)^2 / P; \quad \% \text{directivity}
\]

\[
E = P0 / P; \quad \% \text{beam efficiency}
\]

\(^1\)which supplants the older function, \texttt{taylorbw}
20.15. Taylor’s N-bar Window

Example 20.14.1: The following MATLAB code segment shows how to calculate the aperture distribution and the wavenumber pattern of the Taylor window, for the same specifications as in Example 20.13.1.

```matlab
a=1;
x = linspace(-1,1,401)*a;
u = linspace(-20,20,2001);
xk = pi*u/a;
F = abs(sinc(sqrt(u.^2-B.^2)));
for R = [60,100]

[B,Du] = tbw(R);

Fk = 20*log10(F(u,B) / F(0,B));

Fx = besseli(0,pi*B*sqrt(1-x.^2/a^2)) / besseli(0,pi*B);
figure; plot(u,Fk,'b-');
figure; plot(x,Fx,'b-');
end
```

The graphs are not shown since they are virtually indistinguishable from those of Fig. 20.13.1.

20.15 Taylor’s N-bar Window

It is evident from Fig. 20.13.1 that the prolate and Taylor’s one-parameter windows have their largest sidelobes near the mainlobe, meeting the design specification for \( R \). The sidelobes that are further away have attenuations higher than \( R \) (with an envelope decaying like \( 1/u \)). Thus, the sidelobe behavior of these windows is better than it needs to be, and this comes at the expense of a wider mainlobe. If the farther sidelobes could be raised to the same specified level \( R \), then the mainlobe would narrow.

This is the idea behind the Dolph-Chebyshev window, whose application to discrete arrays is discussed in Sec. 23.9. Van der Maas [1250] has shown that in the continuous-space limit (i.e., for large number of equally-spaced array elements with infinitesimal spacings spanning the aperture of length \( 2\text{a} \)), the Dolph-Chebyshev window reduces to the ideal pattern,

\[
\hat{A}_0(k_x) = \cosh \left( a \sqrt{k_x^2 - k_0^2} \right) \quad \text{or, in units of } u = ak_x/\pi, \quad \text{defining the parameter } A \text{ through, } \pi A = ak_0, \quad F_0(u) = \hat{A}_0(k_x) \bigg|_{k_x = \pi u / a} = \cosh \left( \pi \sqrt{A^2 - u^2} \right) = \cosh \left( \pi \sqrt{u^2 - A^2} \right) \tag{20.15.1}
\]

or, in units of \( u = ak_x/\pi, \) defining the parameter \( A \) through, \( \pi A = ak_0, \)

\[
F_0(u) = \hat{A}_0(k_x) \bigg|_{k_x = \pi u / a} = \cosh \left( \pi \sqrt{A^2 - u^2} \right) = \cosh \left( \pi \sqrt{u^2 - A^2} \right) \tag{20.15.2}
\]

The mainlobe corresponds to the range, \( |k_x| \leq k_0 \), or, \( |u| \leq A \). The sidelobe range begins at \( u = A \), where the hyperbolic cosine switches to ordinary cosine, which has equal ripples. Since the maximum value of the cosine ripples is unity, and the value at \( u = 0 \) is, \( F_0(0) = \cosh(\pi A) \), it follows that the attenuation \( R \) will be in terms of \( A, \)

\[
R = 20 \log_{10} \left[ \frac{F_0(0)}{1} \right] = 20 \log_{10} \left[ \cosh(\pi A) \right] \quad \text{(dB)} \tag{20.15.3}
\]

\[
A = \frac{1}{\pi} \text{acosh}(10^R/20) \tag{20.15.4}
\]

Unfortunately, the ideal pattern \( \hat{A}_0(k_x) \) is not realizable because its inverse Fourier transform \( \hat{A}(x) \) has spikes at its end points at \( x = \pm 2 \), and is not bounded. To see this, consider the Fourier transform pair (20.14.2) of Taylor’s one-parameter window,

\[
\sinh \left( a \sqrt{k_x^2 - k_0^2} \right) = \frac{1}{2} I_0(k_x) \sqrt{a^2 - x^2} \cdot \chi_a(x) \tag{20.15.5}
\]

It is evident that \( \hat{A}_0(k_x) = \cosh \left( a \sqrt{k_x^2 - k_0^2} \right) \) is the derivative of the left-hand side of the above with respect to the parameter \( a \). Thus, taking the \( a \)-derivatives of both sides in (20.15.4), we obtain the Fourier pair,

\[
\cosh \left( a \sqrt{k_x^2 - k_0^2} \right) = \frac{a k_x}{2} I_1 \frac{(k_x \sqrt{a^2 - x^2})}{\sqrt{a^2 - x^2}} \cdot \chi_a(x) + \frac{1}{2} \left( \delta(x - a) + \delta(x + a) \right) \tag{20.15.6}
\]

where we used the modified Bessel function property \( I_0'(z) = I_1(z) \), and \( I_0(0) = 1 \). The delta functions arise from the differentiation of the indicator function. Indeed, noting that \( \chi_a(x) \) can be written as the product of unit steps, \( \chi_a(x) = u(a - |x|) u(a + x) \), and using the differentiation property, \( u'(z) = \delta(z) \), we have

\[
\frac{d}{da} \chi_a(x) = \delta(x - a) \cdot u(a + x) + \delta(x + a) \cdot u(a - x) = \delta(x - a) + \delta(x + a)
\]

In Taylor’s \( n \)-bar window method [1602] only the first few nearest sidelobes are equiripple at level \( R \), while the rest decay like sinc \( u \) as in the prolate and one-parameter cases. To explain the method, we start with the standard infinite product expansions of the ideal response and the sinc response in terms of their zeros [1791],

\[
\cos \left( \pi \sqrt{u^2 / \sigma^2 - A^2} \right) = \cosh(\pi A) \prod_{n=1}^{\infty} \left[ 1 - \frac{u^2}{\sigma^2 \left[ A^2 + (n - \frac{1}{2})^2 \right]^2} \right] \tag{20.15.7}
\]

\[
\sinh(\sigma u) = \frac{\sinh(\pi u)}{\pi u} = \prod_{n=1}^{\infty} \left[ 1 - \frac{u^2}{n^2} \right] \tag{20.15.8}
\]

\[
\text{where a dilation factor } \sigma \geq 1 \text{ has been introduced in the ideal pattern resulting in a slightly wider mainlobe. The zeros of the ideal pattern are at } u_n = \pm \sigma \sqrt{A^2 + (n - \frac{1}{2})^2}, \text{ and those of the sinc, } u_n = \pm n. \text{ A modified pattern can be made up whose first } n - 1 \text{ zeros are taken from the equiripple pattern, and the rest from the sinc, that is,}
\]

\[
F(u) = \cosh(\pi A) \prod_{n=1}^{n-1} \left[ 1 - \frac{u^2}{\sigma^2 \left[ A^2 + (n - \frac{1}{2})^2 \right]^2} \right] \cdot \prod_{n=1}^{n-1} \left[ 1 - \frac{u^2}{n^2} \right] \tag{20.15.9}
\]

\[
\text{In order to pass smoothly from the first group of zeros to the second, the dilation factor } \sigma \text{ is chosen such that two groups match at } n = n, \text{ that is,}\]

\[
\sigma \sqrt{A^2 + (n - \frac{1}{2})^2} = n \Rightarrow \sigma = \frac{n}{A^2 + (n - \frac{1}{2})^2} \tag{20.15.10}
\]
In addition, Taylor imposes the condition that \( 2\sigma/\partial n < 0 \), which requires that \( n > 2A^2 + \frac{1}{2} \). However, this requirement can be relaxed if one is interested in satisfying the sidelobe specification \( R \) only in a neighborhood near the mainlobe and is willing to let farther sidelobes rise above \( R \), which will result in an even narrower mainlobe.

As \( n \) increases, \( F(u) \) resembles more and more the ideal pattern of Eq. (20.15.6). The second product in \( F(u) \) consisting of the sinc zeros can be expressed more conveniently in terms of gamma functions,

\[
\sum_{n=-\infty}^{\infty} \left[ 1 - \frac{u^2}{n^2} \right] = \frac{F^2(\bar{n})}{\Gamma(\bar{n} + u)\Gamma(\bar{n} - u)}
\]

Thus, \( F(u) \) takes the simpler form,

\[
F(u) = \cosh(\pi A) \cdot \frac{F^2(\bar{n})}{\Gamma(\bar{n} + u)\Gamma(\bar{n} - u)} \cdot \frac{\pi}{\sqrt{\pi(u-n)}} \cdot \frac{n-1}{n} \cdot \left[ 1 - \frac{u^2}{\sigma^2[A^2 + (n^2 - 1/4)]} \right]
\]

Since Eq. (20.15.9) vanishes at all integers \( u = |n| \geq \bar{n} \), the samples of \( F(u) \) will also vanish at those integers, that is, \( F(n) = 0 \), for \( |n| \geq \bar{n} \). One can then express \( F(u) \), and the corresponding aperture distribution \( A(x) \), in an alternative form using the Woodward-Lawson expansions of Eq. (20.12.28) as finite sums involving the surviving samples, \( F(n) \), \( |n| \leq \bar{n} - 1 \),

\[
F(u) = \sum_{n=-\infty}^{\infty} F(n) \cdot \frac{\sin(\pi(u-n))}{\pi(u-n)}
\]

The center value is \( F(0) = \cosh(\pi A) \). The 3-dB width can be estimated accurately by finding the 3-dB frequency of the ideal pattern, that is, the solution of the equation,

\[
\cosh(\pi \sqrt{A^2 - (u/\sigma)^2}) = \frac{1}{\sqrt{2}} \cosh(\pi A)
\]

which implies for the width, \( \Delta u = 2u_3 \),

\[
\Delta u = 2\sigma \sqrt{A^2 - \frac{1}{\pi^2} \text{acosh}^2 \left( \frac{1}{\sqrt{2}} \cosh(\pi A) \right)}
\]

The directivity/specific gain is given by the finite sum,

\[
\frac{D_{\infty}}{2ak} = \int_{-\infty}^{\infty} |F(u)|^2 du = \frac{|F(0)|^2}{\sum_{n=-\infty}^{\infty} |F(n)|^2}
\]

Thus, the transition point between the cosh and cosine behavior, \( \sqrt{A^2 - (u/\sigma)^2} = 0 \), or, \( u_0 = \sigma A \), can be used as an estimate of the mainlobe width. Alternatively, one can use the first null, \( u_1 = \sigma \sqrt{A^2 + 1/4} \). The beam efficiency/encircled energy can be computed relative to the interval \([-u_0, u_0]\) or \([-u_1, u_1]\). We choose the former,

\[
E_0 = \int_{-u_0}^{u_0} |F(u)|^2 du = \frac{1}{\sqrt{2}} \sum_{n=-\infty}^{\infty} |F(n)|^2
\]

Given \( R, \bar{n} \), the MATLAB function, \texttt{tnb1}, calculates the parameters \( A, \Delta u, D_{\infty}, E_0 \), as well as the coefficient vector, \( F(n), |n| \leq \bar{n} - 1 \). It has usage,

\[
[A,Fn,Du,D,E] = \texttt{tnb1}(\bar{n},n);
\]

The integral in (20.15.15) is computed numerically using the tanh-sinh quadrature function \texttt{quads}. Although, Eq. (20.15.12) is convenient for the evaluation of \( F(n) \), the numerical evaluation of the gamma-functions can lead to extremely large values for larger \( \bar{n} \), for example, \( F(100) = 9.3326 \times 10^{133} \), and the ratios of such large values in (20.15.12) might lead to inaccuracies. An alternative way to calculate \( F(n) \) is by writing (20.15.7) in the form,

\[
F(u) = \cosh(\pi A) \cdot \frac{\sin(\pi u)}{\pi u} \cdot \frac{n-1}{n} \cdot \left[ 1 - \frac{u^2}{\sigma^2[A^2 + (n^2 - 1/4)]} \right]
\]

The ratio of the sinc function and the product in the denominator involves pole/zero cancellations at \( u = \pm n \). By taking the limit \( u \to n \) and allowing for such cancellations, we arrive at the following alternative expression for \( F(n) \), which is implemented in the function \texttt{tnb1},

\[
F(n) = \cosh(\pi A) \cdot \frac{(-1)^{n+1}}{2} \sum_{m=1}^{n+1} \left[ 1 - \frac{n^2}{m^2} \right]
\]

for \( 1 \leq n \leq \bar{n} - 1 \), then setting, \( F(-n) = F(n) \), and, \( F(0) = \cosh(\pi A) \).

\textbf{Example 20.15.1:} This example illustrates how to use the output of \texttt{tnb1} to calculate \( F(u) \) and \( A(x) \) in a vectorized fashion (in \( u \) and \( x \)). The specifications were \( R = 100 \text{dB} \) and \( \bar{n} = 30 \). Fig. 20.15.1 plots \( F(u) \) over the range \( 0 \leq u \leq 40 \), and in an expanded view on the right, and compares it to the one-parameter design. The MATLAB code used to generate these graphs was as follows,
\[ R = 100 \text{ dB, } n_{\text{bar}} = 30; \]
\[ [A, F_n, u_0, E] = \text{tnb1}(R, n_{\text{bar}}); \]
\[ \text{sigma} = n_{\text{bar}} / \sqrt{(A^2 + (n_{\text{bar}} - 0.5)^2)}; \]
\[ u_0 = \text{sigma} * A; \%	ext{ turning point} \]
\[ u_0 = \text{sigma} * \sqrt{A^2 + 1/4}; \%	ext{ first null} \]
\[ u = \text{linspace}(0, 40, 4001); \]
\[ x = \text{linspace}(-1, 1, 401); \]
\[ F_0 = 0; \%	ext{peak point} \]
\[ \text{for } n = -(n_{\text{bar}}-1) : \% \text{turning point} \]
\[ F = F + F_n(n_{\text{bar}}+n) * \text{sinc}(u-n); \]
\[ A = A + F_n(n_{\text{bar}}+n) * \text{cos}(\pi n^2 x)/2; \% \text{peak point} \]
\[ \text{end} \]
\[ \text{GdB} = 20 * \text{log}10(F); \%	ext{peak point} \]
\[ \text{Fmax} = \text{max}(\text{abs}(A)); \%	ext{peak point} \]
\[ f = @(u, B) \text{abs}(\text{sinc}(\sqrt{u^2 - B^2})/2); \%	ext{peak point} \]
\[ \text{[B, Dub]} = \text{tbw}(R); \%	ext{peak point} \]
\[ v_0 = B; \%	ext{turning point} \]
\[ u = \text{linspace}(0, 40, 4001); \%	ext{peak point} \]
\[ x = \text{linspace}(-1, 1, 401); \%	ext{peak point} \]
\[ u = \text{linspace}(0, 40, 4001); \%	ext{peak point} \]
\[ x = \text{linspace}(-1, 1, 401); \%	ext{peak point} \]
\[ \text{end} \]

The calculated transition points were \( \theta_0 = \sigma A = 3.9173 \) for the \( n \) case, and \( \theta_0 = B = 4.2222 \) for the one-parameter design. The values of \( A, \sigma \) were \( A = 3.8853 \) and \( \sigma = 1.0082 \), and the mentioned value of \( n > 2A^2 + 1/2 = 30.67. \) If \( n \) is chosen less than that, then as we mentioned, the far sidelobes would become higher than the specified \( R \) and the mainlobe a little narrower.

Fig. 20.15.2 shows the pattern resulting from \( n = 6 \) and a somewhat higher \( R = 110 \text{ dB} \) in order to still meet the 100 dB requirement in a narrow range, \( u_0 \leq u \leq 5 \), where for this design the mainlobe transition point was \( u_0 = 3.67. \)

\[ 20.16 \text{ Circularly Symmetric Apodization Functions} \]

For a two-dimensional planar aperture \( S \) the apodization function \( A(r) \) would be a tapered version of the indicator function \( \chi_S(r) \) of the aperture. The wavenumber pattern \( \hat{A}(k) \) would be the 2-D Fourier transform of \( A(r) \). For a circularly symmetric apodization function over a circular aperture of radius \( a \), the Fourier relationship reduces to a Hankel transform. Thus, we have the Fourier pair in the general case,

\[
\hat{A}(k_l) = \int_0^\infty A(r) e^{i k_l r} r^2 r \, dr \\
A(r) = \int_{-\infty}^\infty \hat{A}(k_l) e^{-i k_l r} (2\pi)^2 \, dr 
\] (20.16.1)

In the circularly symmetric case, \( A(r), \hat{A}(k) \), are functions of the radial coordinates, \( r = |r| = \sqrt{x^2 + y^2} \), and, \( k_l = |k_l| = \sqrt{k_x^2 + k_y^2} \). Then, Eqs. (20.16.1) can be written as the self-reciprocal order-0 Hankel transforms,

\[
\hat{A}(k_l) = \int_0^a A(r) j_0(k_l r) 2\pi r r \, dr \\
A(r) = \int_{-\infty}^\infty \hat{A}(k_l) e^{-i k_l r} (2\pi)^2 \, dr 
\] (20.16.2)

For two functions, \( A(r), B(r), \) that are both aperture-limited in \( 0 \leq r \leq a \), and have Fourier/Hankel transforms, \( \hat{A}(k), \hat{B}(k) \), we have the Parseval identity,

\[
\int_0^a A^*(r) B(r) 2\pi r r \, dr = \int_{-\infty}^\infty \hat{A}^*(k) B(k) \frac{k_l d k_l}{2\pi} 
\] (20.16.3)

Depending on the implementation, the wavenumber \( k_l \) is proportional to the transverse displacement on the image plane, for example, \( k_l = k v_x/F \), in a 2-D version of Fig. 20.12.1, or, in a far-field/radiation-field interpretation, since \( k_x = k \sin \theta \cos \phi, \) \( \frac{\partial}{\partial u} \theta = \frac{\partial}{\partial u} \phi \).
20.16. Circularly Symmetric Apodization Functions

In 2-D, circularly symmetric apodization functions are defined as functions of the variable \( u = ak \), where \( k = k_0 \) is the wavenumber, \( \sin \theta = k_\perp / k_0 \), and \( k_\perp = \sqrt{k^2 - k_0^2} \). As in the 1-D case, it will be useful to think of \( \hat{A}(k_\perp) \) as a function of the variable \( u = ak_\perp / \pi \), which represents the angle direction in the standard beamwidth of \( \lambda / 2a \).

\[
\sin \theta = k_\perp / k_0 = u \cdot \Lambda / 2a \quad (20.16.4)
\]

As an example, for a uniform aperture, the function \( A(r_\perp) \) is simply the indicator function, \( A(r_\perp) = \chi_a(r_\perp) = u(a - r_\perp) \), and we obtain the usual Airy pattern (see also Sec. 18.9, where it is plotted versus angle \( \theta \)),

\[
A(r_\perp) = \chi_a(r_\perp) = u(a - r_\perp) \quad \hat{A}(k_\perp) = \pi a^2 \cdot \frac{2J_1(ak_\perp)}{ak_\perp} = \pi a^2 \cdot \frac{2J_1(\pi u)}{\pi u} \quad (20.16.5)
\]

The function, \( 2J_1(\pi u) \) or \( \pi u \), is the two-dimensional version of the sinc, \( \sin(\pi u) / \pi u \), and is sometimes referred to as the “sinc” function. It is implemented by the MATLAB function, \( \text{jinc} \), in the EWA toolbox, and is depicted in Fig. 20.16.1.

![Airy pattern](image)

**Fig. 20.16.1** The Airy pattern, \(|F(u)| = |2J_1(\pi u)/\pi u|\).

The definitions of the various 1-D design parameters [1504] carry over to the 2-D case. The encircled energy is defined relative to an interval, \( 0 \leq k_\perp \leq k_0 = \pi u_0/a \),

\[
E(k_0) = \frac{1}{2\alpha^2} \int_0^{k_0} |\hat{A}(k_\perp)|^2 k_\perp dk_\perp = \int_0^{u_0} |F(u)|^2 u du \quad (20.16.6)
\]

The Strehl ratio and transmission factor, normalized relative to the corresponding values of the uniform aperture, \( A_{\text{unif}}(r_\perp) = u(a - r_\perp) \), are given by,

\[
S = \frac{|\hat{A}(0)|^2}{|A_{\text{unif}}(0)|^2} = \frac{1}{\pi a^2} \int_0^a A(r_\perp) 2\pi r_\perp dr_\perp \quad (20.16.7)
\]

\[
T = \frac{1}{\pi a^2} \int_0^a |A(r_\perp)|^2 2\pi r_\perp dr_\perp = \frac{1}{\pi a^2} \int_0^a |A(r_\perp)|^2 2\pi r_\perp dr_\perp \quad (20.16.7)
\]

Similarly, the two-dimensional limiting directivity of Eq. (19.7.11), normalized to its uniform value, \( D_{\text{unif}} = 4\pi (\pi a^2)/\lambda^2 = (ka)^2 \), is given by,

\[
D_\infty = \frac{|\hat{A}(0)|^2}{\pi a^2} \int_0^\infty |\hat{A}(k_\perp)|^2 k_\perp dk_\perp = \frac{1}{\pi a^2} \int_0^a |A(r_\perp)|^2 2\pi r_\perp dr_\perp \quad (20.16.8)
\]

There is a large literature on circularly symmetric apodization functions, reviewed in [1504]. One widely used family of functions in both optics and aperture antennas, such as dish antennas, are the so-called lambda functions or Sonine functions, defined as follows for integer \( n \), or real-valued \( n \), such that \( n > -1 \),

\[
A(r_\perp) = \left( 1 - \frac{r_\perp^2}{a^2} \right)^n \chi_a(r_\perp) \quad (20.16.9)
\]

where \( A(r_\perp) \) and \( \hat{A}(k_\perp) \) are Hankel pairs as in (20.16.2). The case \( n = 0 \) corresponds to the usual Airy pattern. The cases \( n = 1, 2 \) are used in dish antennas. Linear combinations of such functions have also been used to represent more general apodization functions [1502]. However, we do not pursue these further since we are more interested in designs with narrow beams and low sidelobes.

Among the latter are the generalized prolate spheroidal wave functions derived by Slepian [1505,1646], which are the 2-D versions of the 1-D prolaters that we discussed above. Hansen’s one-parameter window discussed in the next section provides a good approximation to the generalized prolaters, just like Taylor’s one-parameter window is a good approximation to the optimum 1-D case. Besides Hansen’s one-parameter window, we also discuss below the Fourier-Bessel and Dini series representations of circular apodization functions, as well as the 2-D version of Taylor’s \( n \)-bar window.
20.17 Hansen One-Parameter Window

The generalization of Taylor’s one-parameter window to two dimensions was derived by Hansen [1606]. It is based on the following Fourier/Hankel transform pair,\(^1\) which is the 2-D version of the 1-D pair of Eq. (20.14.2),

\[
A(r_\perp) = I_0\left(k_0\sqrt{a^2 - r_\perp^2}\right) \cdot \chi_a(r_\perp)
\]

\[
\hat{A}(k_z) = \pi a^2 \cdot \frac{2J_1\left(\frac{\pi k_z}{\sqrt{k_z^2 - k_l^2}}\right)}{\pi k_z \sqrt{k_z^2 - k_l^2}}
\]

(20.17.1)

where \(k_0\) is a positive parameter that defines the extent of the mainlobe. Introducing the parameter \(H\) through, \(\pi H = ak_0\), we may rewrite the above in \(u\)-units,

\[
A(r_\perp) = I_0\left(\pi H\sqrt{1 - (r_\perp/a)^2}\right) \cdot \chi_a(r_\perp)
\]

\[
F(u) = \pi a^2 \cdot \frac{2J_1\left(\frac{\pi \sqrt{H^2 - u^2}}{\pi \sqrt{H^2 - u^2}}\right)}{\pi \sqrt{H^2 - u^2}}
\]

(20.17.2)

where \(F(u) = \hat{A}(k_z)\) at \(k_z = \pi u/a\). At \(u = H\), the function \(F(u)\) switches from \(I_1\) to \(J_1\), and for large \(u\) it decays like a sinc, \(\sin(\pi u)/\pi u\).

The first null occurs at \(\sqrt{u^2 - H^2} = \mu_1\), or, \(u_0 = \sqrt{H^2 + \mu_1^2}\), where \(\mu_1 = 1.2197\) is the first null of \(2J_1(\mu_1\pi)/\mu_1\pi\), or, the first non-zero null of \(J_1\), that is, \(J_1(\pi \mu_1) = 0\). The sidelobe structure begins after that. As we saw above, the highest sidelobe of the Airy pattern is \(R_0 = 15.75\) dB below the main peak, therefore, the analogous relationship to (20.13.3) becomes,

\[
R = R_0 + 20 \log_{10}\left(\frac{I_1(\pi H)}{\pi H}\right)
\]

(20.17.3)

The 3-dB width in \(u\)-units is given by \(\Delta u = 2u_3\), where \(u_3\) is the solution of the half-power condition, \(|F(u_3)/F(0)|^2 = 1/2\),

\[
\frac{J_1\left(\frac{\pi \sqrt{u_3^2 - H^2}}{\pi \sqrt{u_3^2 - H^2}}\right)}{\pi \sqrt{u_3^2 - H^2}} = \frac{1}{\sqrt{2}} I_1(\pi H) \left(\frac{\pi H}{\pi H}\right)
\]

(20.17.4)

The beam efficiency/encircled energy and the normalized directivity given by (20.16.6) and (20.16.8), can be written in closed form,

\[
\mathcal{E}(u_0) = \frac{\int_0^{u_0} |F(u)|^2 u du}{(2a)^2} = \frac{J_0^2\left(\pi \sqrt{u_0^2 - H^2}\right) + J_1^2\left(\pi \sqrt{u_0^2 - H^2}\right)}{I_0^2(\pi H) - I_1^2(\pi H)}
\]

\[
\frac{D_{\infty}}{(ka)^2} = \frac{\int_0^{u_0} |A(r_\perp)|^2 2\pi r_\perp dr_\perp}{\pi a^2} = \frac{[2I_1(\pi H)]^2}{I_0^2(\pi H) - I_1^2(\pi H)}
\]

(20.17.5)

where the expression for \(\mathcal{E}(u_0)\) is valid for both \(u_0 \geq H\) and \(u_0 < H\), where in the latter case, we have,

\[
f_0^0\left(\pi \sqrt{u_0^2 - H^2}\right) + f_1^1\left(\pi \sqrt{u_0^2 - H^2}\right) = I_0^0\left(\pi H^2 - u_0^2\right) - I_1^1\left(\pi H^2 - u_0^2\right)
\]

Example 20.17.1: Fig. 20.17.1 plots the functions \(|F(u)|\) and \(A(r_\perp)\) for the two cases of \(R = 60\) and \(R = 100\) dB, and demonstrates how to compute \(H\) and the 3-dB width \(\Delta u\) from \(R\). The MATLAB code below illustrates the computation,

\[
us = \text{fminbound}(\theta(u) \cdot \text{abs}(\text{jinc}(u)), 1.2)\; ;\; \; R0 = -20 \log_{10}(\text{abs}(\text{jinc}(us)))\; ;\; \% \text{find } R0 = 17.57 \text{ dB}
\]

\[
f = \theta(u) \cdot \text{abs}(\text{jinc}(\text{sqrt}(u^2 - H^2)))\; ;
\]

\[
G = \theta(u) \cdot \text{real}(\text{besseli}(0,\pi \text{sqrt}(H^2-u^2))) - \text{besseli}(1,\pi \text{sqrt}(H^2-u^2)))\; ;
\]

\[
r = 10 \text{inspace}(0.1, 201)\; ; \% \text{units of } u
\]

\[
u = \text{inspace}(0.2, 2001)\;
\]

for \(R = [60, 100]\)

\[
\text{H0} = 0.04*\text{R} + 1.07\; ;
\]

\[
H = \text{fzero}(@H0, \text{fmin}(\text{f}(0, H) - R, \text{H0}))\; ;
\]

\[
u30 = 0.031*\text{R} + 0.46\; ;
\]

\[
\text{Du} = 2*\text{fzero}(@H0)\; ;
\]

\[
\text{m0} = \text{fzero}(\theta(u) \text{besseli}(1, \pi \text{sqrt}(\text{m0}^2 - \pi^2)))\; ; \% \text{3-dB width}
\]

\[
u0 = \text{sqrt}(\text{H}^2 + \text{m0}^2)\; ; \% \text{first null}
\]

\[
E0 = 1 - \text{G}(\text{u0}) / \text{G}(\text{H})\; ; \% \text{encircled to } \text{u0}
\]

\[
D = \text{f}(\text{H}, \text{H}) / \text{G}(\text{H})\; ; \% \text{normalized directivity}
\]

\[
\text{F} = 20 \log_{10}(\text{f}(\text{u}, H) / \text{f}(\text{H}))\; ; \% \text{normalized to unity at } \text{u}=0
\]

\[
A = \text{besseli}(0, \pi^2 \text{sqrt}(1-\text{r}^2)) / \text{besseli}(0, \pi^2 H)\; ; \% \text{normalized to } A(0)=1
\]

\[
\text{figure; plot}(\text{u}, \text{F}, 'b-');
\]

\[
\text{figure; plot}(\text{r}, A, 'b-');
\]

end

Because of the log vertical scales, the first-null \(u_0 = \sqrt{H^2 + \mu_1^2}\) was placed on each graph at the level of \(-R\) dB. In the limit \(u_0 \to \infty\), \(\mathcal{E}(u_0)\) in (20.17.5) tends to unity as it should. However, for large \(R\), most of the energy resides in the mainlobe and we expect \(\mathcal{E}(u_0)\) to be practically unity. The computed values are shown below,

<table>
<thead>
<tr>
<th>(R)</th>
<th>(H)</th>
<th>(\Delta u)</th>
<th>(D)</th>
<th>(u_0)</th>
<th>(E_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>2.6548</td>
<td>1.6669</td>
<td>0.4209</td>
<td>2.9216</td>
<td>0.9999996097701</td>
</tr>
<tr>
<td>100</td>
<td>4.3503</td>
<td>2.0611</td>
<td>0.2710</td>
<td>4.5180</td>
<td>0.999999999749</td>
</tr>
</tbody>
</table>

\(^1\)See Gradshteyn [1791], entry 6.596.6.
20.18 Fourier-Bessel and Dini Series Expansions

In the two-dimensional circularly-symmetric case, the role of the Woodward-Lawson sinc-basis expansions of Eq. (20.12.25), is played by the Fourier-Bessel and Dini series expansions [1641,1642].

The Fourier-Bessel expansion is with respect to the zeros of \( J_0(z) \), whereas the Dini expansion uses the zeros of \( J_1(z) \). The following Lommel-type integrals [1641,1642] can be used to derive all the results in this section, for \( n=1,10 \),

\[
\frac{1}{\pi a^2} \int_0^a J_0\left(\frac{\rho}{a}\right) J_0\left(\frac{\beta}{a}\right) 2\pi \rho d\rho = \frac{2\alpha_0 f_1(\alpha) J_0(\beta) - 2\beta f_1(\beta) J_0(\alpha)}{\alpha^2 - \beta^2}
\]

(20.18.1)

In particular, if we set \( \alpha = \alpha_n \) equal to the \( n \)th root of \( J_0(z) \), that is, \( J_0(\alpha_n) = 0 \), then Eqs. (20.18.1) reduce to a form suitable for the Fourier-Bessel expansions,

\[
\frac{1}{\pi a^2} \int_0^a J_0\left(\frac{\rho}{a}\right) J_0\left(\frac{\beta}{a}\right) 2\pi \rho d\rho = \frac{2\alpha_n f_1(\alpha_n) J_0(\beta)}{\alpha_n^2 - \beta^2}
\]

(20.18.2)

Similarly, if \( \alpha_n \) is a zero of \( J_1(z) \), that is, \( J_1(\alpha_n) = 0 \), then,

\[
\frac{1}{\pi a^2} \int_0^a J_0\left(\frac{\rho}{a}\right) J_0\left(\frac{\beta}{a}\right) 2\pi \rho d\rho = \frac{2\beta f_1(\beta) J_0(\alpha_n)}{\beta^2 - \alpha_n^2}
\]

(20.18.3)

It is straightforward to show that if \( \beta \) tends to a zero, \( \beta \to \alpha_m \), then, the right-hand sides of the top equations in (20.18.2) or (20.18.3) become zero if \( \alpha_m \neq \alpha_n \), and they reduce to the bottom equations if \( \alpha_m = \alpha_n \).

The required roots of \( J_0(z) \) and \( J_1(z) \) can be computed easily by MATLAB’s built-in function, \texttt{fzero}. The table below shows the first 10 roots \( \alpha_n \), as well as the values, \( \alpha_n/\pi \),

\begin{center}
\begin{tabular}{|c|c|c|c|}
\hline
\( n \) & \( J_0(a(n)) \) & \( J_1(a(n)) \) & \( n \) & \( a(n)/\pi \) & \( a(n)/\pi \) \\
\hline
0 & - & 0 & 0 & - & 0 \\
1 & 2.4048 & 3.8317 & 1 & 0.7655 & 1.2197 \\
2 & 5.5201 & 7.0156 & 2 & 1.7571 & 2.2331 \\
3 & 8.6537 & 10.1735 & 3 & 1.7571 & 2.2333 \\
4 & 11.7915 & 13.3237 & 4 & 2.7534 & 3.4211 \\
5 & 14.9309 & 16.4706 & 5 & 4.7527 & 5.2428 \\
6 & 18.0711 & 19.6159 & 6 & 5.7522 & 6.2439 \\
7 & 21.2116 & 22.7601 & 7 & 6.7539 & 7.2448 \\
8 & 24.3525 & 25.9037 & 8 & 7.7516 & 8.2454 \\
9 & 27.4935 & 29.0468 & 9 & 8.7514 & 9.2459 \\
10 & 30.6346 & 32.1897 & 10 & 9.7513 & 10.2463 \\
\hline
\end{tabular}
\end{center}

Note that \( J_1(z) \) has an extra zero at \( z = 0 \). The table was generated by the following MATLAB code, which can easily be modified to compute as many roots as desired,

\begin{verbatim}
for n=1:10,
    a0(n) = fzero(@(z) besselj(0,z), pi*(n+1/4)); % zeros of J0
    a1(n) = fzero(@(z) besselj(1,z), pi*(n+1/4)); % zeros of J1
    fprintf('%2d | %7.4f | %7.4f
', n, a0(n),a1(n));
    fprintf(' %2d | %7.4f | %7.4f
', n, a0(n)/pi,a1(n)/pi);
end
\end{verbatim}

For large \( n \), the zeros are given approximately by,

\[
\alpha_n = \pi \left( n - \frac{1}{4} \right) \quad \text{(for } J_0 \text{)}
\]

(20.18.4)

\[
\alpha_n = \pi \left( n + \frac{1}{4} \right) \quad \text{(for } J_1 \text{)}
\]

which also serve to initialize the search argument of \texttt{fzero}. This trend is already evident in the above table.
Fourier-Bessel Series

Using (20.18.2) and reverting to our original transverse space and wavenumber variables, \( r_\perp, k_\perp \), we define the following aperture-limited and mutually orthogonal basis functions and their Hankel transforms, for \( n = 1, 2, \ldots \),

\[
\Phi_n(r_\perp) = \frac{J_0(k_n r_\perp)}{\pi a^2 J_1^2(k_n a)} \cdot \chi_a(r_\perp)
\]

\[
\Phi_n(k_\perp) = \int_0^a \Phi_n(r_\perp) J_0(k_n r_\perp) 2\pi r_\perp dr_\perp = \frac{2k_n J_0(k_n a)}{a J_1(k_n a) (k_n^2 - k_\perp^2)}
\]  

(20.18.5)

where \( k_n \) are related to the roots of \( J_0(z) \) via, \( k_n a = \alpha_n \), so that,

\[
J_0(k_n a) = J_0(\alpha_n) = 0, \quad n = 1, 2, \ldots
\]

(20.18.6)

The scale factors have been chosen so that the Hankel transforms satisfy the following property, which is equivalent to the mutual orthogonality of \( \Phi_n(r_\perp) \),

\[
\hat{\Phi}_n(k_m) = \delta_{nm}, \quad n, m = 1, 2, \ldots
\]

(20.18.7)

This can be proven by taking the limit \( k_\perp \to k_m \) in (20.18.5), and using the Taylor expansion, \( J_0(k_n a) \approx J_0(k_m a) (k_n a - k_m a) = -J_1(k_m a) (k_n - k_m) a \). The orthogonality property follows by noting that,

\[
\int_0^a \Phi_n(r_\perp) \Phi_m(r_\perp) 2\pi r_\perp dr_\perp = \frac{1}{\pi a^2 J_1^2(k_m a)} \int_0^a \Phi_n(r_\perp) J_0(k_m r_\perp) 2\pi r_\perp dr_\perp
\]

\[
= \frac{\delta_{nm}}{\pi a^2 J_1^2(k_m a)}
\]

(20.18.8)

The Fourier-Bessel series is an expansion of an aperture-limited apodization function \( A(r_\perp) \) in the \( \Phi_n(r_\perp) \) basis, which also implies the corresponding expansion of its Hankel transform \( \hat{A}(k_\perp) \) in the \( \hat{\Phi}_n(k_\perp) \) basis,

\[
A(r_\perp) = \sum_{n=1}^{\infty} c_n \Phi_n(r_\perp) \quad \text{(Fourier-Bessel series)}
\]

(20.18.9)

\[
\hat{A}(k_\perp) = \sum_{n=1}^{\infty} c_n \hat{\Phi}_n(k_\perp)
\]

The reason for the normalization choice (20.18.7) now becomes apparent: it immediately implies that the expansion coefficients are the sampled values of the Hankel transform at the Bessel function zeros, that is,

\[
c_n = \hat{A}(k_n) = \int_0^a A(r_\perp) J_0(k_n r_\perp) 2\pi r_\perp dr_\perp, \quad n = 1, 2, \ldots
\]

(20.18.10)

Dini Series

Similar expansions can be written for the Dini series, which uses the zeros of \( I_1(z) \). Now, the zero-wavenumbers \( k_n \) must be defined by \( k_n a = \alpha_n \), which also include the zero case, \( k_0 a = \alpha_0 = 0 \), so that,

\[
J_1(k_n a) = J_1(\alpha_n) = 0, \quad n = 0, 1, 2, \ldots
\]

(20.18.11)

Using (20.18.3), we define the Dini basis functions and their Hankel transforms by,

\[
\Phi_n(r_\perp) = \frac{J_0(k_n r_\perp)}{\pi a^2 J_0^2(k_n a)} \cdot \chi_a(r_\perp)
\]

\[
\Phi_n(k_\perp) = \int_0^a \Phi_n(r_\perp) J_0(k_n r_\perp) 2\pi r_\perp dr_\perp = \frac{2k_n J_1(k_n a)}{a J_0(k_n a) (k_n^2 - k_\perp^2)}
\]

(20.18.12)

Again, the normalization factors have been chosen so that,

\[
\hat{\Phi}_n(k_m) = \delta_{nm}, \quad n, m = 1, 2, \ldots
\]

(20.18.13)

from which the mutual orthogonality property follows, as in (20.18.8),

\[
\int_0^a \Phi_n(r_\perp) \Phi_m(r_\perp) 2\pi r_\perp dr_\perp = \frac{\delta_{nm}}{\pi a^2 J_0^2(k_n a)}, \quad n, m = 0, 1, 2, \ldots
\]

(20.18.14)

The function \( \hat{\Phi}_n(k_\perp) \) may be rewritten as follows, and can be evaluated at any vector of \( k_\perp \) and any Bessel root \( \alpha_n = k_n a \) with the MATLAB function \text{jinc},

\[
\Phi_n(k_\perp) = \frac{2k_n J_1(k_n a)}{a J_0(k_n a) (k_n^2 - k_\perp^2)} = \frac{2J_1(k_n a)}{k_n a} \cdot \frac{k_n^2}{k_\perp^2 - k_n^2} \cdot \frac{1}{J_0(k_n a)}
\]

(20.18.15)

The \( n = 0 \) case, reduces to the usual Airy pattern, with \( \hat{\Phi}_0(0) = 1 \),

\[
\Phi_0(k_\perp) = \frac{2J_1(k_0 a)}{k_0 a}
\]

The Dini series expansion of an apodization function and its Hankel transform will be,

\[
A(r_\perp) = \sum_{n=0}^{\infty} c_n \Phi_n(r_\perp) \quad \text{(Dini series)}
\]

(20.18.16)

\[
\hat{A}(k_\perp) = \sum_{n=0}^{\infty} c_n \hat{\Phi}_n(k_\perp)
\]

where, again, \( c_n \) are the sampled values of the Hankel transform,

\[
c_n = \hat{A}(k_n) = \int_0^a A(r_\perp) J_0(k_n r_\perp) 2\pi r_\perp dr_\perp, \quad n = 0, 1, 2, \ldots
\]

(20.18.17)

The Dini series is the 2-D version of the Woodward-Lawson sampling expansion in the 1-D sinc basis. To compare the two, we write (20.18.16) explicitly, and also rewrite Eq. (20.12.25) by defining \( k_n = n\pi/a \) in that case,
20.19 Taylor’s Two-Dimensional N-bar Window

Taylor’s two-dimensional generalization of his n-bar window [1603] is implemented with the help of the Dini series. As in the 1-D case, it proves convenient to work in \( u \)-units, defined as follows,

\[
u = \frac{k_a}{\pi}, \quad \mu_n = \frac{k_a}{\pi} = \alpha_n, \quad n = 0, 1, 2, \ldots
\]

(20.19.1)

where \( \alpha_n \) are the zeros of \( J_1(z) \). Defining the aperture pattern by \( F(u) = \hat{A}(k_x) \) at \( k_x = \pi u/a \), then, \( F(\mu_n) = \hat{A}(k_n) \), and the Dini series expansions (20.18.16) will read,

\[
\hat{A}(k_x) = \hat{A}(0) \frac{2 J_1(k_x a)}{k_x a} + \sum_{n=1}^{\infty} \hat{A}(k_n) \frac{2 J_1(k_n a)}{k_n a} \cdot \frac{k_x^2}{k_n^2 - k_x^2} \cdot \frac{1}{f_0(k_n a)}
\]

(20.18.18)

\[
\hat{A}(k_x) = \hat{A}(0) \frac{\sin(k_x a - k_n a)}{a(k_x - k_n)} + \sum_{n=1}^{\infty} \hat{A}(k_n) \frac{2 \sin(k_n a)}{k_n a} \cdot \frac{k_x^2}{k_n^2 - k_x^2} \cdot (-1)^n
\]

(20.18.19)

where we note that the factor \( f_0(k_n a) \) alternates in sign exactly like \((-1)^n\).

The expansions (20.18.9) and (20.18.16) are useful only if the number of terms is finite. In this respect, Dini’s series is more useful in practice. Indeed, a finite number of terms is needed in Taylor’s \( n \)-bar window discussed in the next section. A finite Dini series has also been used in the design of super-resolving pupils [1497, 1498].

### 20.19 Taylor’s Two-Dimensional N-bar Window

and \( F(u) \) is constructed as,

\[
F(u) = \cosh(\pi A) \cdot \prod_{n=1}^{\infty} \left[ 1 - \frac{u^2}{\sigma^2 [A^2 + (n - \frac{1}{2})^2]} \right] \cdot \prod_{n=0}^{\infty} \left[ 1 - \frac{\mu_n^2}{\mu_n^2} \right]
\]

(20.19.4)

Since the value at \( u = 0 \) is, \( F(0) = \cosh(\pi A) \), it follows that the sideloop attenuation \( R \) (in dB) will be given in terms of the parameter \( A \) by the same equation as (20.15.3),

\[
R = 20 \log_{10} \left[ \cosh(\pi A) \right] \equiv A = \frac{1}{\pi} \cosh(10^8/20)
\]

(20.19.5)

As in the 1-D case, the dilation factor \( \sigma \) is chosen such that two groups of zeros match at \( n = \hat{n} \), that is,

\[
\sigma \sqrt{A^2 + (\hat{n} - \frac{1}{2})^2} = \mu_\hat{n} \Rightarrow \sigma = \frac{\mu_\hat{n}}{A^2 + (\hat{n} - \frac{1}{2})^2}
\]

(20.19.6)

Since \( F(u) \) vanishes by construction at all Besel zeros \( \mu_n \) with \( n \geq \hat{n} \), that is, \( F(\mu_n) = 0 \), for \( n \geq \hat{n} \), it follows that the Dini representation (20.19.2) will consist of a finite sum only over the surviving samples, \( F(\mu_n) \), for \( 0 \leq n \leq \hat{n} - 1 \).

\[
\hat{A}(r_\perp) = \sum_{n=0}^{\hat{n}-1} F(\mu_n) \frac{\int_0^{\pi \mu_n r_\perp / a} J_0(\tau \mu_n) \cdot \chi_a(r_\perp)}{\pi a^2 f_0^2(\tau \mu_n)}
\]

(20.19.7)

In order to calculate the required values of \( F(\mu_n) \), we follow the same procedure as in Eq. (20.15.16) and rewrite (20.19.4) in the pole/zero cancellation form,

\[
F(u) = \cosh(\pi A) \cdot \prod_{n=1}^{\infty} \left[ 1 - \frac{u^2}{\sigma^2 [A^2 + (n - \frac{1}{2})^2]} \right] \cdot \prod_{n=0}^{\infty} \left[ 1 - \frac{\mu_n^2}{\mu_n^2} \right]
\]

(20.19.8)

By taking the limit \( u \rightarrow \mu_n \) and allowing for such cancellations,\(^1\) we obtain the following expression [1603] for \( F(\mu_n) \), for \( 1 \leq n \leq \hat{n} - 1 \),

\[
F(\mu_n) = - \cosh(\pi A) \cdot \frac{\int_0^{\pi \mu_n} J_0(\tau \mu_n) \cdot \chi_a(r_\perp)}{\pi a^2 f_0^2(\tau \mu_n)}
\]

(20.19.9)

and \( F(0) = 1 \). The 3-dB width can be calculated by (20.15.13), that is,

\[
\Delta u = 2 \sigma \sqrt{A^2 - \frac{1}{\pi^2} \cosh^2(\frac{1}{2} \cosh(\pi A))}
\]

(20.19.10)

\(^1\) using the Taylor expansion around the \( \mu_n \) zero, \( J_1(\pi u) = J_1'(\pi u) \pi (u - \mu_n) + J_0(\pi \mu_n) \pi (u - \mu_n) \).
The encircled energy/beam gain can be defined by (20.16.6), relative to the first-null interval \([0, u_0]\), where, \(u_0 = \sigma A^2 + \frac{1}{4}\).

\[
E(u_0) = \frac{\int_{0}^{u_0} |F(u)|^2 u du}{(2a)^2 \int_{0}^{a} |A(r_\perp)|^2 r_\perp dr_\perp} = \frac{\pi^2}{2a^2} \int_{0}^{u_0} \frac{|F(u)|^2 u du}{|A(r_\perp)|^2 2\pi r_\perp dr_\perp}
\]

(20.19.11)

The numerator can be evaluated numerically, while the denominator can be expressed as a (finite, in this case) sum over the pattern sampled values \(\hat{A}(k_n)\), as follows from the Dini series expansion and orthogonality property (20.18.14),

\[
\pi a^2 \int_{0}^{a} |A(r_\perp)|^2 2\pi r_\perp dr_\perp = \sum_{n=0}^{\infty} \left| \frac{\hat{A}(k_n)}{\sqrt{J_0(k_n a)}} \right|^2
\]

(20.19.12)

Similarly, the two-dimensional limiting directivity, normalized to its uniform value, \(D_{\text{unif}} = 4\pi (\pi a^2)/\lambda^2 = (ka)^2\), is given by Eq. (20.16.8),

\[
\frac{D}{(ka)^2} = \frac{|\hat{A}(0)|^2}{\pi a^2} \int_{0}^{a} |A(r_\perp)|^2 2\pi r_\perp dr_\perp = \sum_{n=0}^{\infty} \left| \frac{\hat{A}(k_n)}{\sqrt{J_0(k_n a)}} \right|^2
\]

(20.19.13)

Given \(R, \eta\), the MATLAB function, tnb2, calculates the parameters \(A, \Delta \mu, D_\omega, E_0\), and the coefficient and Bessel zero vectors, \(F(\mu_n), \mu_n, n = 0, 1, \ldots, \eta - 1\). It has usage,

\[
[A,F_n,mu,D,E] = \text{tnb2}(R,\eta);
\]

% Taylor's n-bar window (2-D)

**Example 20.19.1:** This example demonstrates how to use tnb2 to calculate \(F(u)\) and \(A(r_\perp)\) in a vectorized fashion. Fig. 20.19.1 plots the functions \(|F(u)|\) and \(A(r_\perp)\) for the two cases of \(R = 60 \text{ dB}, \eta = 10\), and, \(R = 100, \eta = 30\). The MATLAB code below illustrates the computation,

```matlab
R = 100; nb = 30;
[Ap,Fn,mu,D,E] = tnb2(R,nb);
r = linspace(0,1,201); % units of a
u = linspace(0,20,2001);
F = 0; A = 0;
for n=1:nb,
    F = F + Fn(n) * jinc(u,mu(n));
    A = A + Fn(n) * besselj(0,pi*mu(n)*r)/besselj(0,pi*mu(n))^2/pi;
end
sigma = mu(nb+1) / sqrt(Ap^2 + (nb-0.5)^2); u0 = sigma * sqrt(Ap^2 + 1/4); % first null
A = A/max(A); F = abs(F); Fdb = 20*log10(F/max(F));
figure; plot(u,Fdb,'b-'); u0,-R,'r-');
figure; plot(r,A,'b-');
```

As in Example 20.17.1, because of the log vertical scales, the first-null \(u_0\) was placed on each graph at the level of \(-R \text{ dB}\). Because \(R\) is large, most of the energy resides in the mainlobe and \(E(u_0)\) is practically unity. The computed values are shown below,

\[
\begin{array}{c|cccc}
R & A & \Delta \mu & D & u_0 & E_0 \\
\hline
60 & 2.4194 & 1.5098 & 0.5180 & 2.5822 & 0.999878111028 \\
100 & 3.8853 & 1.8691 & 0.3310 & 3.9824 & 0.99999998865 \\
\end{array}
\]

The results of this example can be compared directly with those of Example 20.17.1 on the Hansen window with the same specifications. One observes that the \(n\)-bar design produces a narrower mainlobe because the sidelobes remain almost equiripple for a while.

**20.20 Star-Shaped Masks, Starshade Occulters**

The realization and manufacture of a smoothly varying circularly symmetric apodization function \(A(r_\perp)\) is a challenging problem, requiring special materials and transparencies with precise tolerances to achieve the design objectives. The realization would be more straightforward if \(A(r_\perp)\) were binary, consisting simply of either opaque \((A = 0)\) or fully transparent \((A = 1)\), open, parts.
In an interesting paper, Vanderbei, Spergel, and Kasdin [1531] have shown that it is possible to replace any smooth circularly symmetric apodizer $A(r)$ with an equivalent binary mask consisting of a number of star-shaped vanes, as shown in Fig. 20.20.1.

For a given number of vanes $N$, the equivalence is valid over a finite wavenumber range, $0 \leq k_{\perp} \leq k_{\text{max}}$, with the outer limit $k_{\text{max}}$ increasing with $N$. The shape of the vanes depends on the shape of $A(r)$ and the vanes converge to a tip at the edge of the star-shaped aperture provided $A(r)$ is a decreasing function of $r$, as is typically (but not always) the case.

To see this equivalence, consider a set of $N$ opaque vanes, with the surface openings between the vanes defined as the following set of cylindrical coordinates $(r_\perp, \phi)$,

$$S = \{(r_\perp, \phi) \mid 0 \leq r_\perp \leq a, \quad \phi \in \Phi(r_\perp)\}$$

$$\Phi(r_\perp) = \left\{ \frac{\pi(2n+1)}{N} - \frac{\pi}{N} A(r_\perp), \frac{\pi(2n+1)}{N} + \frac{\pi}{N} A(r_\perp) \right\}$$

where $A(r_\perp)$ is the equivalent smooth apodization function to be realized by the star-shaped mask, and $(\alpha, \beta)$ denotes the angle interval, $\alpha \leq \phi \leq \beta$. Using cylindrical coordinates for the transverse wavenumber $k_\perp$ as defined in Eq. (20.1.10), it follows that the Fourier pattern (20.16.1) over the open aperture $S$, will be,

$$\hat{A}(k_\perp, \psi) = \int_S e^{ik_\perp \cdot r_\perp} d^2 r_\perp = \int_S e^{ik_\perp \cdot r_\perp} e^{i(m \psi - \phi)} r_\perp d\phi (20.20.2)$$

The exponential may be replaced by a sum over Bessel functions using the identity of Eq. (19.12.24), that is,

$$e^{ik_\perp \cdot r_\perp} = \sum_{m=-\infty}^{\infty} j_m(k_\perp r_\perp) e^{im(\psi - \phi)} \quad (20.20.3)$$

Then, Eq. (20.20.2) becomes,

$$\hat{A}(k_\perp, \psi) = \sum_{m=-\infty}^{\infty} j_m e^{im\psi} \int_0^a j_m(k_\perp r_\perp) \left( \int_{\Phi(r_\perp)} e^{-im\phi} d\phi \right) r_\perp dr_\perp \quad (20.20.4)$$

The integral over $\Phi(r_\perp)$ is calculated by assuming initially that $m$ is any real number,

$$\int_{\Phi(r_\perp)} e^{-im\phi} d\phi = \sum_{n=-\infty}^{N-1} \int_{\left[\frac{2n+1-A(r_\perp)}{N}\right]}^{\left[\frac{2(n+1)-A(r_\perp)}{N}\right]} e^{-im\phi} d\phi$$

$$= 2e^{imN} \frac{\sin(\pi m A(r_\perp)/N)}{m} \sum_{n=0}^{N-1} e^{2\pi jm/N}$$

$$= 2e^{imN} \frac{\sin(\pi m A(r_\perp)/N)}{m} \frac{1-e^{2\pi jm/N}}{1-e^{2\pi jm/N}}$$

and taking appropriate limits at integer values of $m$, we have more explicitly,

$$\int_{\Phi(r_\perp)} e^{-im\phi} d\phi = \begin{cases} \frac{2\pi A(r_\perp)}{m}, & \text{if } m = 0 \\ \frac{2\pi m p \sin(\pi p A(r_\perp)/p)}{m}, & \text{if } m = pN, \ p \neq 0 \\ 0, & \text{other } m \end{cases} \quad (20.20.6)$$

It follows that,

$$\hat{A}(k_\perp, \psi) = \int_0^a j_0(k_\perp r_\perp) A(r_\perp) 2\pi r_\perp dr_\perp + 2 \sum_{p=1}^{\infty} e^{ipN\psi} \frac{\phi_{\perp}}{p} \int_0^a j_p(k_\perp r_\perp) \sin(\pi p A(r_\perp)) r_\perp dr_\perp \quad (20.20.7)$$

For $k_\perp a < 2\sqrt{N+1}$, the $p \geq 1$ terms can be shown [1531] to converge rapidly to zero with increasing $N$. Therefore, effectively only the first term survives, which demonstrates the equivalence of the star-shaped mask with the given circularly-symmetric apodization function $A(r)$, satisfying the Hankel transform relationship (20.16.2).

**Example 20.20.1:** Fig. 20.20.1 shows the star-shaped masks with $N = 20$, corresponding to the two designed cases of Example 20.19.1 with sidelobe levels $R = 60$ dB and $R = 100$ dB. The MATLAB code for producing these figures is as follows (shown for $R = 100$),

```matlab
r = linspace(0,1,501); % units of a
u = linspace(0,20,2001); % wavenumber in u-units
R = 100; nb = 30;
[Ap,Fn,mu] = tnb2(R,nb);
```

![Fig. 20.20.1 Star-shaped mask realizations of Example 20.19.1.](image_url)
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\[ F = 0; \quad A = 0; \]
\[
\text{for } n = 1:2n, \\
F = F + \text{fn}(2n) + j \text{inc}(2n, \mu(n)); \\
A = A + \text{fn}(2n) + \text{besselj}((0, \pi^2(2n))/\text{besselj}((0, \pi^2(2n)))N/\pi); \\
\text{end}
\]
\[
A = A/\text{max}(A); \\
F = \text{abs}(F); \\
Fdb = 20 \log_{10}(F/\text{max}(F));
\]
figure; hold on
figure; plot(u,F,'b-'); \hspace{1cm} \% wavenumber pattern
figure; plot(r,A,'b-'); \hspace{1cm} \% apodization function \( A(r) \)
\[
N = 20; \\
\text{figure; hold on for } n = 0:N-1; \\
\phi = (2n+1-A) \pi/N; \hspace{1cm} \% \text{lower half of a vane}
\]
\[
x = r.*\cos(\phi); \\
y = r.*\sin(\phi);
\]
\[
\phi = (2n+1+A) \pi/N; \hspace{1cm} \% \text{upper half of a vane}
\]
\[
x = r.*\cos(\phi); \\
y = r.*\sin(\phi);
\]
end
axis equal; axis square;

To see what happens when \( A(r_\perp) \) is not monotonically decreasing, run the same code with \( R = 50 \text{ dB} \) and \( n = 20. \)

\[ \square \]

**Starshade Occulters**

The search for extrasolar Earth-like planets orbiting nearby stars is a challenging task for ordinary telescopes—the light from the star blocks out the weak light from the planet. The light intensity from such a typical planet is expected to be 100 dB (i.e., \( 10^{-10} \) times) weaker than that of its parent star.

The use of an external occulter, or starshade, that blocks the starlight from reaching the telescope has been proposed as possible solution [1516–1544]. However, a plain opaque disk would not work as an occulter because of the spot of Arago caused by light diffraction around the edges of the disk. The shape of the occulter must be properly designed to suppress such diffraction light. A typical starshade is depicted in Fig. 20.20.2.

![Starshade Occulter](image)

**Fig. 20.20.2** Starshade occulter.

If the occulter has radius \( R \) and is positioned at a distance \( z \) from the telescope, the planet to be detected must lie beyond the edge of the occulter, that is, at an angular separation of at least, \( \theta \approx \tan \theta = R/z. \) This can be solved for \( z \) to determine the proper placement of the occulter for a given \( R \) and desired \( \theta, \) that is, \( z = R/\theta. \) For example, for an occulter of radius of 25 meters and a nominal angle of 65 mas (milliarcsec), we must have,

\[
z = \frac{R}{\theta} = \frac{25}{(0.065/3600) \pi/180} = 79332.6 \text{ km}
\]

Such distances \( z \) are large enough so that the Fresnel approximation can be applied at optical wavelengths, but are too short for the simpler Fraunhofer approximation. For example, for \( R = 25 \text{ meters} \) and \( \lambda = 500 \text{ nm} \), we obtain the following estimates of the Fresnel and Fraunhofer distances beyond which the respective approximations can be applied (see also Example 20.3.1),

\[
z_{\text{Fresnel}} = \frac{1}{\kappa} (kR)^{4/3} = 17 \text{ km}, \quad z_{\text{Fraunhofer}} = \frac{1}{\kappa} (kR)^2 = 7.85 \times 10^6 \text{ km}
\]

To apply the Fresnel approximation to this problem, we will assume that the telescope and starshade are aligned with the star under observation and choose coordinates so that the starshade is at \( z = 0 \) and the telescope at a distance \( z \) to the right as shown above. The light from the star is assumed to be a plane wave of amplitude \( E_0 \) incident normally on the starshade. Thus, the plane wave measured at distance \( z \) will be \( E_0 e^{-j kz}. \)

The starshade may be designed to apply a circularly symmetric apodization function, say, \( A(r_\perp) \), on the incident plane wave. The complementary aperture to the starshade will have a corresponding apodization function \( A_c(r_\perp) = 1 - A(r_\perp) \). Using the Fresnel approximation of Eq. (20.1.13), the occulted field measured at the plane of the telescope at distance \( z \) can be expressed [1535,1543] either in terms of \( A(r_\perp) \), or through the Babinet principle, in terms of \( A_c(r_\perp) \) (see also Problem 20.9),

\[
E(r_\perp, z) = E_0 e^{-j k z} \frac{j k}{2 \pi z} e^{-j k r_\perp^2/2 z} \int_0^z A(r_\perp') e^{-j k r_\perp'^2/2 z} J_0 \left( \frac{kr_\perp r_\perp'}{z} \right) 2 \pi r_\perp' dr_\perp'
\]

\[
= E_0 e^{-j k z} \left[ 1 - \frac{j k}{2 \pi z} e^{-j k r_\perp^2/2 z} \int_0^z A_c(r_\perp') e^{-j k r_\perp'^2/2 z} J_0 \left( \frac{kr_\perp r_\perp'}{z} \right) 2 \pi r_\perp' dr_\perp' \right]
\]

The \( r_\perp' \) integration in the latter expression can be restricted to be over the effective radius, say, \( R \), of the complementary hole aperture, so that,

\[
E(r_\perp, z) = E_0 e^{-j k z} \left[ 1 - \frac{j k}{2 \pi z} e^{-j k r_\perp^2/2 z} \int_0^R A_c(r_\perp') e^{-j k r_\perp'^2/2 z} J_0 \left( \frac{kr_\perp r_\perp'}{z} \right) 2 \pi r_\perp' dr_\perp' \right]
\]

(20.20.8)

The design requirement for \( A(r_\perp) \) is that, \(| E(r_\perp, z) |^2 \leq 10^{-10} |E_0|^2 \), over an appropriate range, \( 0 \leq r_\perp \leq r_{\text{max}} \leq R \). Once \( A(r_\perp) \) is found, Eq. (20.20.8) may be computed numerically, and may be realized as a star-shaped mask as we discussed above. As an example, we consider the “offset hyper-gaussian” apodization function introduced by Cash for the New Worlds Observer (NWO) platform [1534,1540,1543],

\[
A(r_\perp) = \begin{cases} 
0, & r_\perp < a \\
1 - \exp \left[ - \left( \frac{r_\perp - a}{b} \right)^m \right], & r_\perp > a
\end{cases}
\]

(20.20.9)

and its complementary function, \( A_c(r_\perp) = 1 - A(r_\perp), \)

\[
A_c(r_\perp) = \begin{cases} 
1, & r_\perp \leq a \\
\exp \left[ - \left( \frac{r_\perp - a}{b} \right)^m \right], & r_\perp > a
\end{cases}
\]

(20.20.10)
These functions are plotted in Fig. 20.20.3 for the proposed values [1534] of the parameters, \( a = b = 12.5 \) meters, \( m = 6 \), with the overall radius of the occulter \( R = 31.25 \) meters, so that \( a = b = 0.4R \), and telescope-occulter distance of \( z = 80,000 \) km. We note that the inflection point occurs at \( r_\perp = a + b(1 - 1/m)^{1/m} \), which is approximately equal to \( a + b \) for large \( m \).

The corresponding star-shaped realization using \( N = 16 \) petals is also shown in the same figure. Such petal realizations, but using polynomial functions \( A(r_\perp) \), were first considered by Marchal [1517].

Although the definition (20.20.9) contains no upper cutoff for \( r_\perp \), the value \( R = 31.25 \) is a practical cutoff beyond which the exponential term becomes effectively zero. In computing the integral in (20.20.8) numerically, we found it beneficial to extend the integration range to 1.5\( R \).

Fig. 20.20.4 plots the occulted field intensity, \( |E(r_\perp,z)|^2 \) versus transverse distance \( r_\perp \) at the plane of the telescope at distance \( z = 80,000 \) km. The left graph shows the same four wavelength cases as in [1543], that is, \( \lambda = 2000, 1000, 500, 250 \) nm. We observe that the desired 100-dB suppression is well satisfied within a 5-meter radius for the optical band.

The right graph shows the case of a plain opaque circular disk of radius \( R \) that has \( A(r_\perp) = u(r_\perp-R) \) or \( Ac(r_\perp) = u(R-r_\perp) \), at wavelength \( \lambda = 500 \) nm. The spot of Arago phenomenon is evident at the center \( r_\perp = 0 \). It is precisely the diffracted components near \( r_\perp = 0 \) that are being eliminated by the apodized occulter.

The MATLAB code used to generate the above graphs is as follows, in which the integrations in (20.20.8) are implemented with the tanh-sinh quadrature function, quadt,

\[
\begin{align*}
R &= 31.25; & \text{meters} \\
a &= 0.4; b = 0.4; m = 6; & \text{a,b in units of R} \\
z &= 80000e3; & \text{meters, z = 80000 km} \\
N &= 16; & \text{number of petals} \\
A &= \Theta(r) \ (r\geq a) \cdot (1 - \exp(-(r-a)/b)) \cdot m); & \text{occulter} \\
Ac &= \Theta(r) 1 - A(r); & \text{complementary} \\
\end{align*}
\]
For the purpose of computing Eq. (20.20.8), we may rewrite it in terms of the normalized variables, \( \rho = r_{\perp}/R \), \( \rho' = r_{\perp}'/R \), and the Fresnel number, \( F = kR^2/z \).

\[
E(\rho, z) = E_0 e^{-jkz} \left[ 1 - jF e^{-jF\rho^2/2} \int_{r_{\perp}'}^{r_{\perp}} A_{\perp}(\rho') e^{-jF\rho'^2/2} J_0(F\rho') \rho' d\rho' \right]
\]

(20.20.11)

The computed Fresnel numbers were as follows for the four wavelength cases,

| \( \lambda \) (nm) | \( F \ | F / (2\pi) |
|------------------|------------|
| 250              | 306.80     | 48.83         |
| 500              | 153.40     | 24.41         |
| 1000             | 76.70      | 12.21         |
| 2000             | 38.35      | 6.10          |

References [1516–1544] contain further details on the design of optimum apodizers for occulters and coronagraphs, star-shaped and spiderweb masks. See also the NWO web site, http://newworlds.colorado.edu/.

### 20.21 Superresolving Apertures

The emphasis of the apodization designs that we discussed in Sections 20.12–20.20, was to suppress the sidelobes in order to be able to detect weak sources. We mentioned that as one tries to suppress the sidelobes, the mainlobe gets wider, thus, potentially decreasing the resolution in Rayleigh’s sense that two sources of approximately equal strength cannot be distinguished if they both fall within the range of the mainlobe.

The question then arises whether it is possible to make the mainlobe narrower than the diffraction limit of the uniform aperture while at the same time sufficiently suppressing the sidelobes—at least within a finite field of view (FOV), i.e., within a finite distance from the mainlobe. More generally, is it possible to obtain any desired wavenumber pattern, even infinitely narrow, from an aperture or source of finite size?

The answer is that “in principle, yes,” but “in practice, no.” The question has been addressed by Bouwkamp and de Bruijn [1599] for linear antennas, and by Woodward and Lawson [1601] for apertures, as well as by Toraldo di Francia [1481,1482] for circular apertures. See also the additional references on superdirective antennas [1599–1601] and [1479–1500] on extensions of Toraldo di Francia’s approach and its experimental demonstration [1494].

Even though such superresolving designs work well within the FOV, they are usually accompanied by incredibly large sidelobes outside the FOV, where most of the energy is concentrated, or, in the case of aperture antennas they are accompanied by very large reactive energy stored in the vicinity of the antennas. Moreover, because of the widely ranging values of the design parameters, the manufacturing tolerances become extremely difficult to meet. These remarks will be illustrated below.

\[ F / (2\pi) = R^2 / (\lambda z) \]

\[ F = kR^2/z \]

---

Toraldo Rings and Annuli

We recall that a uniform circular aperture of radius \( a \), has the standard, \( 2J_1(v)/v \), wavenumber pattern, that is, if \( A(r_{\perp}) = u(a - r_{\perp}) \), then

\[
\hat{A}(k_{\perp}) = \int_0^{\infty} A(r_{\perp}) J_0(k_{\perp} r_{\perp}) 2\pi r_{\perp} dr_{\perp} = \pi a^2 \cdot \frac{2J_1(k_{\perp} a)}{k_{\perp} a}
\]

(20.21.1)

whose first null at \( k_{\perp} a = v_1 = 3.8317 \) determines the extent of the mainlobe. Introducing the variable \( v = k_{\perp} a \), we may define \( F(v) = \hat{A}(k_{\perp}) \) and write (20.21.1) as,

\[
F(v) = \pi a^2 \cdot \frac{2J_1(v)}{v}
\]

(20.21.2)

The integral (20.21.1) is a linear combination of \( J_0(k_{\perp} r_{\perp}) \) ring patterns of different radii \( r_{\perp} \). As noted by Rayleigh and Airy [1479,1480], a single such narrow ring, say at radius \( a \), would have \( A(r_{\perp}) = \delta(r_{\perp} - a) \) and \( \hat{A}(k_{\perp}) = 2\pi a \cdot J_0(k_{\perp} a) \), or, \( F(v) = 2\pi a J_0(v) \), and would exhibit better resolution than the uniform case, having a narrower mainlobe since the first null of the pattern is now at \( k_{\perp} a = v_0 = 2.4048.1 \) However, this comes at the expense of higher sidelobes. The ring and the uniform cases are compared in the top-left graph of Fig. 20.21.2.

The “superresolution gain”, defined as the ratio of the first null of the uniform case to the first null of the superresolved mainlobe, would be in this case, \( g = v_1/v_0 = 3.8317/2.4048 = 1.5934 \).

Toraldo di Francia’s idea [1481] was to try to diminish the sidelobes of \( J_0(k_{\perp} r_{\perp}) \) without altering the first null at \( v_0 \), by forming a linear combination of a finite number of rings such that additional zeros are introduced near the sidelobes of \( J_0 \). Fig. 20.21.2 depicts the case of four rings. Alternatively, in order to allow more light through, he also proposed the use of annuli [1482], as shown on the right in this figure.

---

Fig. 20.21.1 Toraldo rings and annuli (\( N = 4 \)).

The simplest example from [1481] is a pattern formed by three rings at radii, \( a_1 = a/3, a_2 = 2a/3, \) and \( a_3 = a \),

\[
\hat{A}(k_{\perp}) = c_1 J_0(k_{\perp} a_1) + c_2 J_0(k_{\perp} a_2) + c_3 J_0(k_{\perp} a_3), \quad \text{or},
\]

\[
F(v) = c_1 J_0 \left( \frac{v}{3} \right) + c_2 J_0 \left( \frac{2v}{3} \right) + c_3 J_0(v)
\]

\[ c_1, c_2, c_3 \text{ are the smallest non-zero roots satisfying, } J_1(v_1) = J_0(v_0) = 0. \]
Choosing the extra zero to be at $v = v_i = 3.8317$, the coefficients are then determined by the three conditions, $F(0) = 1, F(v_0) = F(v_1) = 0$,
\[
F(0) = c_1 J_0(0) + c_2 J_0(0) + c_3 J_0(0) = c_1 + c_2 + c_3 = 1
\]
\[
F(v_0) = c_1 J_0 \left( \frac{v_0}{3} \right) + c_2 J_0 \left( \frac{2v_0}{3} \right) + c_3 J_0(v_0) = 0
\]
\[
F(v_1) = c_1 J_0 \left( \frac{v_1}{3} \right) + c_2 J_0 \left( \frac{2v_1}{3} \right) + c_3 J_0(v_1) = 0
\]
The solution of these equations gives, $[c_1, c_2, c_3] = [0.9505, -1.7723, 1.8218]$, and the resulting pattern is plotted in the top-right graph of Fig. 20.21.2. The suppression of the first sidelobe of $J_0$ has resulted in a finite field of view, but also in very large sidelobes further away. The FOV can be further widened by increasing the number of rings and imposing additional zeros at further sidelobes.

In general, using $N$ rings at radii $a_n$, $n = 1, 2, \ldots, N$, the aperture distribution and pattern are constructed as follows,

\[
A(r) = \sum_{n=0}^{N} c_n \delta(r - a_n) / 2\pi a_n
\]

\[
\hat{A}(k) = \sum_{n=1}^{N} c_n J_0(k \alpha_n a_n), \quad F(v) = \sum_{n=1}^{N} c_n J_0(\alpha_n v)
\]

where $\alpha_n = a_n / a$, $n = 1, 2, \ldots, N$. The $N$ coefficients $c_n$ are determined by imposing the $N$ conditions, $F(0) = 1$ and $F(v_i) = 0$ at $N - 1$ appropriately chosen zeros, $v_i$, $i = 1, 2, \ldots, N - 1$, resulting in the $N \times N$ linear system of equations,

\[
F(0) = \sum_{n=1}^{N} c_n = 1
\]

\[
F(v_i) = \sum_{n=1}^{N} c_n J_0(\alpha_n v_i) = 0, \quad i = 1, 2, \ldots, N - 1
\]

where the ring radii $a_n = \alpha_n a$ can be arbitrarily chosen. Following Toraldo di Francia, we choose them to be equally-spaced in $[0, a]$, that is, $\alpha_n = n/N, n = 1, 2, \ldots, N$.

Two further examples from [1481] shown in the lower two graphs in Fig. 20.21.2, correspond to the cases of $N = 4$ and $N = 5$ rings, with the $N - 1$ zeros chosen to alternate between the zeros of $J_0(v)$ and $J_1(v)$,

\[
N = 4, \quad v_i = [2.4048, 3.8317, 5.5201]
\]

\[
N = 5, \quad v_i = [2.4048, 3.8317, 5.5201, 7.0156]
\]

and resulting in the coefficients $c_n$,

\[
N = 4, \quad c_n = [-2.8130, 7.6524, -7.5827, 3.7433]
\]

\[
N = 5, \quad c_n = [13.6152, -37.3952, 43.8297, -27.7134, 8.6636]
\]

We observe again the widening of the FOV, but at the expense of large values beyond. The above examples had the same superresolution gain of $g = v_1 / v_0 = 3.8317 / 2.4048 = 1.5934$. The next example, from [1488,1489], has gain $g = 2$ and attempts to create a mainlobe that closely follows the compressed Airy mainlobe, that is,

\[
F(v) = \frac{2 J_1(\alpha v)}{\alpha v}
\]

Five zeros are chosen ($N = 6$) to coincide with the first five non-zero roots of $J_1(\alpha v) = 0$, with the six constraint equations, $F(0) = 1$ and $F(v_i) = 0$, $i = 1, 2, \ldots, 5$. The resulting pattern is plotted on the top-left in Fig. 20.21.3, and on bottom-left in semilogy units. We observe that the mainlobe closely follows that of Eq. (20.21.5). The computed zeros $v_i$ and coefficients $c_i$ are,
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The extremely large values of the coefficients and their wide range of variation by four orders of magnitude would be very difficult, if not impossible, to realize in practice. The MATLAB code used to generate these graphs is as follows,

\[
g = 2; \quad \text{% superresolution gain} \\
N = 6; \quad \text{% number of rings, N-1 zeros} \\
an = (1:N)/N; \quad \text{% radii} \\
vi = zeros(N,1); \quad \text{% vi(1)=0 is not a zero, but corresponds to F(0)=1} \\
\text{for } i=1:N-1, \\
\quad vi(i+1) = fzero(@(v) besselj(1,v*g), (i+1/4)*pi/g); \quad \text{% zeros of } J_1(g*v)=0 \\
\quad end \\
Vi = vi * an; \quad \text{% NxN matrix } \begin{bmatrix} vi/N, 2*vi/N, 3*vi/N, \ldots, N*vi/N \end{bmatrix} \\
Fi = [1; zeros(N-1,1)]; \quad \text{% Fi(1)=1 corresponds to vi(1)=0} \\
c = besselj(0,Vi) \backslash Fi; \quad \text{% expansion coefficients, besselj is vectorized} \\
v = linspace(0,10,2001)'; \quad \text{% column vector} \\
V = v * an; \quad \text{% vector } \begin{bmatrix} v/N, 2*v/N, 3*v/N, \ldots, N*v/N \end{bmatrix} \\
F = abs(besselj(0, V) + c).^2; \quad \text{% evaluate F(v), same size as v} \\
figure; plot(v,F,'b-'); ylim([0, 1]); \\
\text{% --- interpolated case ---} \\
y = filter([1,1],[2,1],vi); \quad \text{% compute averages between zeros} \\
vi(2:N-2) = y(2:N); \quad \text{% keep original zeros} \\
v(3:N-2) = y(3:N); \quad \text{% add interpolated zeros, new vi has length 2*N-2} \\
N = 2*N-2; \quad \text{% new N} \\
an = (1:N)/N; \quad \text{% new radii} \\
vi = vi * an; \quad \text{% new vi} \\
Fi = [1; zeros(N-1,1)]; \quad \text{% Fi(1)=1 corresponds to vi(1)=0} \\
c = besselj(0,Vi) \backslash Fi; \quad \text{% expansion coefficients}
\]

In order to improve the FOV and further reduce the sidelobes, we may introduce additional zeros between the above zeros. For simplicity, we take them to be the midpoint averages between the original zeros. The resulting pattern is plotted on the top-right in Fig. 20.21.3 and on the bottom-right in semilogy units. The FOV has been effectively extended from \( \nu = 5 \) to about \( \nu = 7 \), but the price is to introduce incredibly large sidelobes outside the FOV. Contrary to intuition, suppressing the FOV sidelobes actually resulted in a slightly narrower mainlobe than that of (20.21.5), shifting the extra energy to the far sidelobes. The zeros and coefficients were as follows in this case,
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Toraldo di Francia’s alternative method of using annuli instead of rings is as easily implemented. The nth annulus is defined by the radial range, \( a_{n-1} \leq r_{\perp} \leq a_n \), for \( n = 1, 2, \ldots, N \), where by convention, \( a_0 = 0 \), so that the first annulus is the circle of radius \( a_1 \). The aperture distribution (normalized by \( \pi a^2 \)) and pattern are in this case,

\[
A(r_{\perp}) = \frac{1}{\pi a^2} \sum_{n=1}^{N} c_n \left[ u(a_n - r_{\perp}) - u(r_{\perp} - a_{n-1}) \right]
\]

\[
\hat{A}(k_{\perp}) = \frac{1}{\pi a^2} \sum_{n=1}^{N} c_n \left[ \pi a_n^2 \frac{2J_1(k_{\perp}a_n)}{k_{\perp}a_n} - \pi a_{n-1}^2 \frac{2J_1(k_{\perp}a_{n-1})}{k_{\perp}a_{n-1}} \right]
\]

\[
F(v) = \sum_{n=1}^{N} c_n \left[ \alpha_n^2 \frac{2J_1(\alpha_nv)}{\alpha_nv} - \alpha_{n-1}^2 \frac{2J_1(\alpha_{n-1}v)}{\alpha_{n-1}v} \right]
\]

where as before, \( \alpha_n = a_n/a, n = 0, 1, \ldots, N \), and the values are chosen to be \( \alpha_n = \sqrt{n/N} \), so that all annuli have the same area, that is, \( 1/N \) the total \( \pi a^2 \) of the aperture, indeed, we have, \( \alpha_n^2 - \alpha_{n-1}^2 = n/N - (n-1)/N = 1/N \). The coefficient \( c_n \) are determined by imposing \( N \) conditions at \( v = 0 \) and at \( N - 1 \) zeros.

Fig. 20.21.4 shows the same example of Fig. 20.21.3 using annuli instead of rings. The essential features remain the same. The computed zeros are the same as before, and the coefficients \( c_n \) are now,

<table>
<thead>
<tr>
<th>( n )</th>
<th>( c_n )</th>
<th>( c_n ), interpolated</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-3.880891×10^2</td>
<td>-4.814752×10^2</td>
</tr>
<tr>
<td>2</td>
<td>2.547225×10^4</td>
<td>4.711524×10^3</td>
</tr>
<tr>
<td>3</td>
<td>-6.716727×10^3</td>
<td>-2.049879×10^10</td>
</tr>
<tr>
<td>4</td>
<td>8.910165×10^3</td>
<td>5.204480×10^10</td>
</tr>
<tr>
<td>5</td>
<td>5.950338×10^3</td>
<td>8.497935×10^10</td>
</tr>
<tr>
<td>6</td>
<td>1.603814×10^3</td>
<td>9.254088×10^10</td>
</tr>
<tr>
<td>7</td>
<td>-6.721158×10^3</td>
<td>6.211250×10^3</td>
</tr>
<tr>
<td>8</td>
<td>3.139471×10^3</td>
<td>3.049471×10^3</td>
</tr>
<tr>
<td>9</td>
<td>-8.558137×10^2</td>
<td>3.049471×10^3</td>
</tr>
<tr>
<td>10</td>
<td>1.037337×10^3</td>
<td>1.037337×10^3</td>
</tr>
</tbody>
</table>

The MATLAB code for generating these graphs was as follows,

```matlab
g = 2; N = 6;
a = sqrt((0:N)/N); % radii
vI = zeros(N,1);
f = @(v,a,b) b^2 * jinc(b*v/pi) - a^2 * jinc(a*v/pi); % pattern of [a,b] annulus

for i=1:N-1,
    vi(i+1) = fzero(@(v) besselj(1,v*g), (i+1/4)*pi/g); % zeros of J1(g*v)=0
end
v = linspace(0,10,2001)';
Fi = [1; zeros(N-1,1)];
G = [G, f(v, a(i),a(i+1))]; % for pattern F(v)

Gf = [Gf, f(v, a(i),a(i+1))]; % for coefficients c

figure; plot(v,F,'b-'); ylim([0, 1]);
```

\[ g = 2, N = 10 \text{ annuli} \]

\[ g = 2, N = 10 \text{ interpolated} \]
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\[ A(x) = \frac{1}{2a} \sum_{n=-M}^{M} c_n e^{-jk_nx} \cdot \chi_a(x) \]

(20.21.9)

\[ \hat{A}(k_x) = \sum_{n=-M}^{M} c_n \frac{\sin((k_x - k_n)a)}{(k_x - k_n)a}, \quad F(v) = \sum_{n=-M}^{M} c_n \frac{\sin(v - v_n)}{v - v_n} \]

where \( v_n = k_n a, n = \pm 1, \pm 2, \ldots, \pm M \) are the chosen zeros. The \( 2M + 1 \) linear combination coefficients \( c_n, -M \leq n \leq M \), are determined by imposing the \( 2M + 1 \) conditions,

\[ F(0) = 1 \]

\[ F(v_n) = 0, \quad n = \pm 1, \pm 2, \ldots, \pm M \]

The zeros are symmetrically placed about \( n = 0 \) and as a result, the coefficients \( c_n \), and \( F(v) \) and \( A(x) \) are symmetric and real-valued.

Such expansions are reminiscent of the Woodward-Lawson orthogonal basis expansions of Eq. (20.12.25), however, here they are different because \( v_n \) do not have to be chosen at the multiples, \( v_n = \pi n \). With arbitrarily chosen \( v_n \), the above shifted sinc functions are linearly independent, but not necessarily mutually orthogonal.

Fig. 20.21.5 shows the patterns \( F(v) \) and aperture distributions \( A(x) \) constructed via (20.21.9), for the cases, \( 2a = \lambda, g = 2 \), and the following choices of \( M \) zeros in the interval \([\pi/g, \pi]\), the first being the original Woodward-Lawson example [1601],

\[ M = 3, \quad v_n = \frac{\pi}{2} + (n - 1)\frac{\pi}{4}, \quad n = 1, 2, 3 \quad \text{(Woodward-Lawson)} \]

\[ M = 4, \quad v_n = \frac{\pi}{2} + (n - 1)\frac{\pi}{6}, \quad n = 1, 2, 3, 4 \]

We observe similar features as in the 2-D case, namely, (a) the solution follows closely the mainlobe of the compressed sinc, (b) the sidelobes are suppressed in the visible region, e.g., \( |v| \leq \pi \), but are huge in the invisible region, (c) the coefficients \( c_n \) and aperture distribution \( A(x) \) undergo huge variations over the range \([-a, a]\). The computed coefficients \( c_n \) were as follows in the two cases,

\[
\begin{array}{cccc}
\hline
n & c_n & c_n \\
\hline
-4 & 39396219.62 \\
-3 & 16678.51 & -192113502.42 \\
-2 & 58231.42 & 347572126.67 \\
-1 & -66582.91 & -241677043.29 \\
0 & 49825.86 & 93654887.13 \\
1 & -66582.91 & -241677044.03 \\
2 & 38231.42 & 347572128.11 \\
3 & -16678.51 & -192113503.43 \\
4 & 39396219.88 \\
\end{array}
\]

The MATLAB code used to generate the graphs and coefficients \( c_n \) is as follows, where the values of \( g, M \) can be changed to try different cases,
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**Figure 20.21.5** Superresolution gain $g = 2$, with $M = 3, 4$ zeros, visible region $-\pi \leq \nu \leq \pi$.

```matlab
a = 1/2; % units of lambda, here, k*a = pi
g = 2; % gain
M = 3; % M zeros in [1/g, 1]
un = linspace(1/g, 1, M); % zeros(M,1); % response at zeros and u=0
un = [-flip(un), 0, un]'; % symmetrize for convenience
N = length(un); % N = 2*M+1
u = linspace(-2,2,8001)'; % column vector, $v = \pi u$

Fn = [zeros(M,1); 1; zeros(M,1)]; % response at zeros and u=0

un = [-flip(un), 0, un]'; % symmetrize for convenience
N = length(un); % N = 2*M+1
u = linspace(-2,2,8001)'; % column vector, $v = \pi u$

Gn = []; G = []; % for f=1:2*N
Gn = [Gn, sinc(un - un(i))]; % for coefficients c
G = [G, sinc(un - un(i))];
end

c = Gn\Fn;

F = abs(G*c); % evaluate |F(v)|
F1 = abs(sinc(u)); % uniform sinc
Fg = abs(sinc(g*u)); % compressed sinc
```

20.22 Superdirectivity, Superresolution, Superoscillations

The concepts of superdirectivity or supergain, superresolution, and superoscillations have played a prominent role in recent years. In this section, we discuss their inter-relationships using prolate spheroidal wave functions (PSWF) as our primary tool. A comprehensive review of superresolution concepts may be found in [1545].

**Superdirectivity**

It was alluded in the beginning of the previous section that it is possible, at least theoretically, to achieve any desired wavenumber pattern from a finite aperture, even one that has infinite directivity. For example, in the 1-D case, such ideal pattern would be a delta-function, $\hat{A}(k_x) = \delta(k_x)$, at least within the visible region.

To accomplish such goal, one may expand the desired pattern $\hat{A}(k_x)$ into a complete and orthogonal set of basis functions in $k_x$ space, determine the expansion coefficients, and through an inverse spatial Fourier transform, construct the corresponding aperture- limited distribution $A(x)$. The prolate spheroidal wave functions (and the generalized ones for the 2-D case), mentioned in Sec. 20.12, are a convenient set of basis functions.

Examples of this procedure can be found in [1571,1487,1489,1653] for 2-D apertures, in [1615,1616] for 1-D apertures, and in [1447,1609–1613] for optimum aperture distributions under reactive-energy constraints.

Here, we consider only the 1-D case over a finite aperture $[-a,a]$. With $k_x = k \sin \theta$, the visible region is the wavenumber interval $[-k,k]$. We recall from Sec. 20.12 (see also Appendix J) that the PSWF basis functions, $\psi_n(k,a,k_x)$, are completely defined relative to the two intervals $[-a,a]$ in $x$-space, and $[-k,k]$ in $k_x$-space, with the space-bandwidth product, $c = ka$.

They are self-invariant under Fourier transformation,

$$
\psi_n(k,a,k_x) = \frac{1}{\sqrt{2\pi \lambda n}} \int_{-a}^{a} \psi_n(k,a,\mu) e^{ik_x x} dx, \quad \mu = \frac{\lambda n}{c} (20.22.1)
$$

for $n \geq 0$, and satisfy the dual orthogonality and completeness properties,

$$
\int_{-k}^{k} \psi_n(k,a,\mu) \psi_k(k,a,\mu) d\mu = \delta_{nk} \delta_{nm} \quad (20.22.2)
$$

for $n \geq 0$, and satisfy the dual orthogonality and completeness properties,

$$
\int_{-k}^{k} \psi_n(k,a,\mu) \psi_k(k,a,\mu) d\mu = \delta_{nk} \delta_{nm} \quad (20.22.2)
$$

† in this section, we take, $k_0 = k = 2\pi/\lambda$. 

```matlab
figure; plot(u,F,'b-', u,F1,'k:', u,Fg,'r--'); ylim([0,1]);
kn = pi*un/a; % wavenumbers at un
x = linspace(-1,1,1001)*a; % x in [-a,a]
A = c' * exp(-j*kn*x) / (2*a); % aperture distribution
figure; plot(x, real(A), 'b-')
```
\[
\sum_{n=0}^{\infty} \frac{1}{\lambda_n} \psi_n(k, a, k_x) \psi_n(k', a, k'_x) = \delta(k_x - k'_x), \quad \text{for } k_x, k'_x \in [-k, k] \tag{20.22.3}
\]

Any (square-integrable) aperture-limited function \(A(x)\) over \([-a, a]\) and its Fourier transform \(\hat{A}(k_x)\), can be expanded as linear combinations of the \(\psi_n\) functions, with the coefficients determined from the orthogonality properties. Thus, as in Eq. (20.12.23),

\[
\hat{A}(k_x) = \int_{-a}^{a} A(x) e^{i k x} dx = \sum_{n=0}^{\infty} c_n \psi_n(k, a, k_x)
\]

\[
A(x) = \int_{-\infty}^{\infty} \hat{A}(k_x) e^{i k x} \frac{dk_x}{2\pi} = \sum_{n=0}^{\infty} c_n \frac{d}{d\mu_n} \psi_n\left(k, a, \frac{x}{\mu_n}\right) \cdot \chi_a(x) \tag{20.22.4}
\]

where \(\chi_a(x) = u(a - |x|)\) is the indicator function of the interval \([-a, a]\).

We see right away that if we wish to obtain a sharp delta-function wavenumber pattern, \(\hat{A}(k_x) = \delta(k_x)\), over the visible region \(-k \leq k_x \leq k\), then the last expression in (20.22.4) gives for the coefficients,

\[
c_n = \frac{1}{\lambda_n} \int_{-k}^{k} \hat{A}(k_x) \psi_n(k, a, k_x) dk_x = \frac{1}{\lambda_n} \int_{-k}^{k} \delta(k_x) \psi_n(k, a, k_x) dk_x, \quad \text{or,} \quad c_n = \frac{1}{\lambda_n} \psi_n(k, a, 0), \quad n \geq 0 \tag{20.22.5}
\]

which when inserted back into (20.22.4) gives,

\[
\hat{A}(k_x) = \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \psi_n(k, a, 0) \psi_n(k, a, k_x) = \delta(k_x), \quad \text{for } |k_x| \leq k \tag{20.22.6}
\]

\[
A(x) = \sum_{n=0}^{\infty} \frac{1}{\lambda_n a \mu_n} \psi_n(k, a, 0) \psi_n\left(k, a, \frac{x}{\mu_n}\right) \cdot \chi_a(x) \tag{20.22.6}
\]

This is also a consequence of the completeness property (20.22.3) by setting \(\mu_n = 0\). The remarkable feature of (20.22.6) is that it expresses the inverse Fourier transform of a delta-function not as a constant, but as a sum of aperture-limited terms. This is because \(\hat{A}(k_x)\) is not equal to \(\delta(k_x)\) for all \(k_x\), but only over the visible region. In fact, outside the visible region, \(\hat{A}(k_x)\) has incredibly large values, just like the designs of the previous section.

Eq. (20.22.6) is an example of superoscillation [1619–1631]. Indeed, if we think of \(k_x\) as “time” and \(x\) as “frequency”, then \(A(x)\) represents a “bandlimited spectrum,” with maximum frequency \(k = a\), whereas \(\hat{A}(k_x) = \delta(k_x)\) represents an extremely fast, instantaneous, “time” variation over a limited “time” interval \([-k, k]\), which is infinitely faster than the maximum “frequency” contained in \(A(x)\). See also Example J.3 of Appendix J for a related discussion.

Since the eigenvalues \(\lambda_n\) decrease rapidly to zero, to make numerical sense of (20.22.6) we must regularize it, for example, by keeping only a finite number of terms, say, \(M + 1\) terms, (see Appendix J, Eq. (J.44) for alternative regularizations),

\[
\hat{A}_M(k_x) = \sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n(k, a, 0) \psi_n(k, a, k_x) = \delta_M(k_x) \tag{20.22.7a}, \quad \text{for } |k_x| \leq k
\]

\[
A_M(x) = \sum_{n=0}^{M} \frac{1}{d \mu_n \lambda_n} \psi_n(k, a, 0) \psi_n\left(k, a, \frac{x}{\mu_n}\right) \cdot \chi_a(x) \tag{20.22.7b}
\]

We show next that the coefficients \(c_n\) given by (20.22.5) are also those that maximize the directivity [1615,1616], which in fact becomes infinite in the limit \(M \to \infty\). We recall from Sec. 20.12 that the true, approximate, and limiting directivity, and Taylor’s superdirectivity ratio \(y\), are defined in terms of \(\hat{A}(k_x)\) by,

\[
\frac{D_{\text{true}}}{2\pi k} = \frac{|\hat{A}(0)|^2}{\int_{-k}^{k} |\hat{A}(k_x)|^2 \frac{dk_x}{k}}
\]

\[
\frac{D}{2\pi k} = \frac{|\hat{A}(0)|^2}{\int_{-k}^{k} |\hat{A}(k_x)|^2 \frac{dk_x}{k}} = \frac{D_\infty}{2\pi k} = \frac{|\hat{A}(0)|^2}{\int_{-\infty}^{\infty} |\hat{A}(k_x)|^2 \frac{dk_x}{k}} \tag{20.22.8}
\]

\[
y = \frac{D}{D_\infty} = \frac{\int_{-k}^{k} |\hat{A}(k_x)|^2 \frac{dk_x}{k}}{\int_{-\infty}^{\infty} |\hat{A}(k_x)|^2 \frac{dk_x}{k}}
\]

As we argued in Sec. 20.12, \(D_{\text{true}}\) is approximately equal to \(D\) for highly forward-peaked patterns. Therefore, we will work with \(D\). Optimizations based on \(D_{\text{true}}\) have been considered by Rhodes [1447,1609–1613]. Inserting the general expansion (20.22.4) in these expressions and using the orthogonality properties, we may rewrite \(D, D_\infty, y\) in terms of the coefficients \(c_n\),

\[
D = \frac{\sum_{n=0}^{\infty} c_n \psi_n(k, a, 0)^2}{\sum_{n=0}^{\infty} \lambda_n |c_n|^2}, \quad D_\infty = \frac{\sum_{n=0}^{\infty} c_n \psi_n(k, a, 0)^2}{\sum_{n=0}^{\infty} |c_n|^2} \tag{20.22.9}
\]

\[
y = \frac{D}{D_\infty} = \frac{\sum_{n=0}^{\infty} |c_n|^2}{\sum_{n=0}^{\infty} \lambda_n |c_n|^2}
\]

It is shown in Problem 20.4 that, as expected, the maximization of \(D_\infty\) leads to the maximum value \(D_\infty = 2\pi (2a)/\lambda = 2ak\), and the uniform distribution \(A(x) = u(a - |x|)\), and sinc-function pattern, \(\hat{A}(k_x) = 2a \sin(k_x a)/(k_x a)\).
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On the other hand, the maximization of $D$ leads to the delta-function pattern $\delta(k_x)$. Starting with a finite number of terms $M$ and later taking the limit $M \to \infty$, we have the maximization problem for $D$,

$$D = \frac{1}{2\pi k} \left( \sum_{n=0}^{M} c_n \psi_n(k,a,0) \right)^2 = \max \left( \sum_{n=0}^{M} \lambda_n |c_n|^2 \right)$$

Applying the Cauchy-Schwarz inequality,

$$\left( \sum_{n=0}^{M} f_n g_n^* \right)^2 \leq \left( \sum_{n=0}^{M} |f_n|^2 \right) \left( \sum_{n=0}^{M} |g_n|^2 \right)$$

(20.22.10)

with the choices, $f_n = \lambda_n^{1/2} c_n$, and $g_n = \lambda_n^{-1/2} \psi_n^*(k,a,0) = \lambda_n^{-1/2} \psi_n(k,a,0)$, noting that the $\psi_n$ functions are real, we have,

$$D = \frac{1}{2\pi k} \left( \sum_{n=0}^{M} c_n \psi_n(k,a,0) \right)^2 \leq \sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n^2(k,a,0)$$

(20.22.11)

with equality reached in (20.22.10) when $f_n = g_n$, or, in our case,

$$\lambda_n^{1/2} c_n = \lambda_n^{-1/2} \psi_n(k,a,0) \Rightarrow c_n = \frac{1}{\lambda_n} \psi_n(k,a,0) \ , \ 0 \leq n \leq M$$

(20.22.12)

These agree with (20.22.5), and the maximum value of Eq. (20.22.11) is the value of $\hat{A}_M(k_x) = \delta_M(k_x)$ at $k_x = 0$. In the limit $M \to \infty$ we obtain infinite directivity since, $\delta(k_x) = \infty$ at $k_x = 0$. For a finite $M$, since the eigenvalues are in decreasing order, $\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_M$, it follows that the superdirectivity ratio $\gamma$ will be bounded by,

$$YM = \frac{\sum_{n=0}^{M} |c_n|^2}{\sum_{n=0}^{M} \lambda_n |c_n|^2} \Rightarrow \frac{1}{\lambda_0} \leq YM \leq \frac{1}{\lambda_M}$$

(20.22.13)

The upper bound, $1/\lambda_M$, tends to infinity as $M \to \infty$. The lower bound, $1/\lambda_0$, is realized when $c_0 = 1$ and $c_n = 0$, for $n \geq 1$, that is, when $\hat{A}(k_x) = \psi_0(k,a,k_x)$, which is recognized as the optimum prolate apodizer of Sec. 20.13. On the other hand, in the optimum superdirective case with $c_n$ given by (20.22.12), we have,

$$YM = \frac{\sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n^2(k,a,0)}{\sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n^2(k,a,0)}$$

(20.22.14)

\(c=4*pi;\)
\(k=1;\) \(a=c;\)

\(kx = linspace(-2,2,401);\) \(\% kx in units of k\)
\(x = linspace(-1,1,401);\) \(\% x in units of a\)

for \(M = [20,30]\)

\([\text{Psi}, \text{La}] = \text{pswf}(k,a,M,kx);\)
\(\text{Psi0} = \text{Psi}(:,kx==0);\)
\(\text{F} = \text{Psi0}' * \text{diag}(1./\text{La}) * \text{Psi};\)
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The maximum directivity and ratio $\gamma_M$ were calculated from Eqs. (20.22.7) and (20.22.14), resulting in

$$\frac{D}{2\pi k^2} = 7.4187 \text{ and } 10.4232,$$

for $M = 20$ and 30, respectively.

Example 20.22.2: Here, we show how to design the Woodward-Lawson example of Fig. 20.21.5 using the PSWF approach. We choose the same parameters, $a = \lambda/2$, gain $g = 2$, and for convenience, we set $k = 1$ again, so that, $c = ak = 2\pi a/\lambda = \pi$. The desired wavenumber pattern is taken to be a compressed sinc-pattern by the superresolution factor $g$, but only over the extent of its mainlobe, setting it to zero outside the mainlobe, that is,

$$\hat{A}(k) = \frac{\sin(gk_ka)}{gk_ka} \cdot u(\pi - |gk_ka|) \Rightarrow F_g(v) = \frac{\sin(gv)}{gv} \cdot u(\pi - |gv|) \quad (20.22.15)$$

where the unit-step restricts the non-zero values to the range $|gk_ka| \leq \pi$. The graph on the left of Fig. 20.22.2 shows the designed pattern using $M = 10$. The designed mainlobe is virtually indistinguishable from that of Eq. (20.22.15). The integrations in $c_n$ were done with the tanh-sinh quadrature function quadts. The following MATLAB code segment illustrates the computation,

```matlab
k = 1; lamb = 2*pi/k; a = lamb/2; c = k*a; %c=p i
g=2 ;M = 10;
[wq,kq] = quadts(-1/g, 1/g); % quadts weights and evaluation points
[Psq,La] = pswf(k,a,M,kq); % PSWFs evaluated at kq
for n=1:M+1
    cn(n) = 1/La(n) * (sinc(g*a*kq/pi)').*Psq(n,:)) * wq; % coefficients c_n
end
u = linspace(-2,2,2001); v = pi*u; kx = v/a; % use v-units for display
[Ps,La] = pswf(k,a,M,kx); % evaluate PSWFs at kx = pi*v
F = abs(cn * Psi); % evaluate pattern F(v)
Fg = abs(sinc(g*u).^((abs(u)-1)/g)); % compressed truncated sinc pattern

% **** aperture distribution ****
x = linspace(-1,1,401)*a; % x in units of a
[Ps,La] = pswf(k,a,M,x*k/a); % PSWFs for aperture distribution
n = (0:M)';
Mu = i.^n .* sqrt(2*pi*La/c);
A = cn * diag(1./(a*Mu.*La)) * Psi; % evaluate A(x)
figure; plot(x/lambda, A, 'b-');
```

The computed coefficients $c_n$ were,

in Fig. 20.21.5. The $M + 1$ expansion coefficients $c_n$ were calculated numerically from Eq. (20.22.4), in which (20.22.15) was used, for $n = 0, 1, \ldots, M,

$$c_n = \frac{1}{\lambda_n} \int_{-\pi}^{\pi} \hat{A}(k_x) \psi_n(k, a, k_x) \, dk_x = \frac{1}{\lambda_n} \int_{-\pi/ga}^{\pi/ga} \sin(gk_ka) gk_ka \psi_n(k, a, k_x) \, dk_x$$

$$\hat{A}_M(k) = \sum_{n=0}^{M} c_n \psi_n(k, a, k_x), \quad A_M(x) = \sum_{n=0}^{M} c_n \frac{\chi_k}{a \mu_n} \psi_n(k, a, x) \cdot \chi_a(x) \quad (20.22.16)$$

The integrations in $c_n$ were done with the tanh-sinh quadrature function quadts. The following MATLAB code segment illustrates the computation,

```matlab
k = 1; lamb = 2*pi/k; a = lamb/2;
c = k*a; %c=p i
g = 2; M = 10;
[wq,kq] = quadts(-1/g, 1/g); % quadts weights and evaluation points
[Psq,La] = pswf(k,a,M,kq); % PSWFs evaluated at kq
for n=1:M+1
    cn(n) = 1/La(n) * (sinc(g*a*kq/pi)').*Psq(n,:)) * wq; % coefficients c_n
end
u = linspace(-2,2,2001); v = pi*u; kx = v/a; % use v-units for display
[Ps,La] = pswf(k,a,M,kx); % evaluate PSWFs at kx = pi*v
F = abs(cn * Psi); % evaluate pattern F(v)
Fg = abs(sinc(g*u).^((abs(u)-1)/g)); % compressed truncated sinc pattern
figure; plot(u,F,'b-'); u,Fg,'r--'); ylim([0,1]);
```

The values outside the visible region $[-k,k]$ are huge. The graph on the right shows the aperture distribution, which exhibits the same type of large variations like the ones...
20.22. Superdirectivity, Superresolution, Superoscillations

<table>
<thead>
<tr>
<th>n</th>
<th>(c_n)</th>
<th>n</th>
<th>(c_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.4139 \times 10^{-1}</td>
<td>6</td>
<td>-1.8987 \times 10^{2}</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-5.9918 \times 10^{-1}</td>
<td>8</td>
<td>5.2521 \times 10^{3}</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>7.3039 \times 10^{5}</td>
<td>10</td>
<td>1.5445 \times 10^{5}</td>
</tr>
</tbody>
</table>

Because (20.22.15) is even in \(k\) and the \(q\)s are odd when \(n\) is odd, it follows that all the \(c_n\) vanish for odd \(n\).

In the present aperture antenna context, the field of view was taken to be the entire visible region \([-k, k]\). The giant sidelobes residing in the invisible region \([k, \infty)\] are associated with large reactive as opposed to radiated power and are responsible for the extremely large values of the superdirectivity ratio \(y\), which provides a measure of the proportion of reactive to radiated power,

\[
y = \frac{\int_{k}^{\infty} |\hat{A}(k)\|^2 \, dk_k}{\int_{-k}^{k} |\hat{A}(k)\|^2 \, dk_k} = \frac{\text{reactive}}{\text{radiated}}
\]

The visible region in, \(u = k_x a / \pi\), units is \(|u| \leq 2a/\lambda\). For typical microwave antenna applications where the antenna size is of the order of \(\lambda\), the upper limit \(2a/\lambda\) is of the order of unity. On the other hand, in astronomical applications involving telescopes with radii of orders of meters and visible light in nanometers, the upper limit \(2a/\lambda\) is a very large. In such cases, the Toraldo di Francia type designs of Sec. 20.21 have a much more restrictive field of view than the visible region.

**Spatial Superresolution**

The terms “resolution” and “superresolution” were used in the apodization and superdirectivity contexts to mean “frequency resolution” with the goal of obtaining sharp wavenumber spectral peaks in \(k\), space from a space-limited aperture. The same terms are also used in a dual sense in the literature to mean “spatial resolution” with the goal of obtaining sharp spatial features from a wavenumber-limited system.

All diffraction-limited optical systems are characterized by a finite wavenumber bandwidth, say, \(k_B\), which effectively limits the spatial details to be greater than approximately \(1/k_B\). Superresolution refers in this context to the attempt to extrapolate and recover those spatial frequencies higher than \(k_B\) that were present in the input before passing through the optical system so that sharper spatial details can be recovered.

There is a vast literature on this subject and our discussion in this section cannot possibly do justice to it. The reader is referred to the reviews [1545,1548] for further references.

A prototypical example of a diffraction-limited optical system is the 4F system discussed in Sec. 20.11. Its one-dimensional version is depicted below in Fig. 20.22.3. The operation of the system is described by Eqs. (20.11.13)–(20.11.15), or,
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We will also assume that the input $E_{in}(x)$ has finite extent, say, $-a \leq x \leq a$, vanishing outside that interval, as depicted by the input slit $[-a, a]$ in Fig. 20.22.3. Under this assumption, Eqs. (20.22.17) take the simpler form,

$$E(k_x) = \hat{E}_{in}(k_x) = \int_{-a}^{a} E_{in}(x') e^{jk_x x'} dx'$$

$$E_{\text{out}}(x) = \int_{-k_B}^{k_B} \hat{E}_{\text{in}}(k_x) e^{-jk_x x} \frac{dk_x}{2\pi} = \int_{-a}^{a} \frac{\sin(k_B(x-x'))}{\pi(x-x')} E_{in}(x') dx'$$

(20.22.21)

where we have also ignored the phase factors $e^{-2jk_Fx}$, $e^{-2jk_Fz}$ which represent the propagation delays across the two 2F planes. It is evident that the output, $E_{\text{out}}(x)$, is bandlimited to the range $|k_x| \leq k_B$, with a Fourier transform,

$$E_{\text{out}}(k_x) = u(k_B - |k_x|) \cdot \hat{E}_{\text{in}}(k_x)$$

(20.22.22)

Recovering the full $\hat{E}_{\text{in}}(k_x)$, for all $-\infty < k_x < \infty$, from the knowledge of $\hat{E}_{\text{out}}(k_x)$ would appear to be impossible. And it is, in general. However, because we assumed a finite object, $E_{\text{in}}(x) \neq 0$ only for $|x| \leq a$, its Fourier transform $\hat{E}_{\text{in}}(k_x)$ given in (20.22.22) will be an analytic function of $k_x$, and as such, it can be recovered in principle from any finite segment of $k_x$, such as, $|k_x| \leq k_B$.

The practical implementation of this approach is difficult since the analytic continuation process is very sensitive to noise. A more promising approach would be to try to invert the integral equation in (20.22.21). The PSWF basis functions provide an ideal tool for this purpose since they are eigenfunctions of that integral operator. However, even this approach represents an ill-posed problem that requires some sort of regularization for its implementation.

To apply the PSWF functions, we must make the following mapping between the time-frequency variables $(t, \omega)$ of Appendix J and the spatial variables $(x, k_x)$, essentially interchanging the roles of $x$ and $k_x$ in the definitions of Sec. 20.12,

$$t_0, \omega_0, t, \omega = a, k_B, x, k_x$$

$$c = t_0 \omega_0 = c = ak_B$$

(20.22.23)

$$\psi_n(t_0, \omega_0, t) = \psi_n(a, k_B, x)$$

Specifically, the functions $\psi_n(a, k_B, x)$ are defined in terms of the standard scaled PSWF function $\phi_n(c, \eta)$ of Eq. (1.7) as follows,

$$\psi_n(a, k_B, x) = \frac{1}{\sqrt{a}} \phi_n \left( \frac{c}{a}, \frac{x}{a} \right) \quad c = ak_B$$

(20.22.24)

For the rest of this section, we will denote $\psi_n(a, k_B, x)$ by $\psi_n(x)$. From Appendix J, we know that the functions $\psi_n(x)$ are eigenfunctions of the sinc integral operator in (20.22.21) and satisfy the following dual orthogonality properties on the finite interval $[-a, a]$ and over the infinite interval,

$$\int_{-a}^{a} \frac{\sin(k_B(x-x'))}{\pi(x-x')} \psi_n(x') dx' = \lambda_n \psi_n(x), \quad \text{for all} \; x$$

$$\int_{-\infty}^{\infty} \psi_n(x) \psi_m(x) dx = \delta_{nm}$$

$$\int_{-a}^{a} \psi_n(x) \psi_m(x) dx = \lambda_n \delta_{nm}$$

(20.22.25)

for $n, m \geq 0$. Moreover, they satisfy the following completeness properties over the finite and infinite intervals,

$$\sum_{n=0}^{\infty} \frac{1}{\lambda_n} \psi_n(x) \psi_n(x') = \delta(x-x'), \quad \text{for} \; x, x' \in [-a, a]$$

(20.22.26)

$$\sum_{n=0}^{\infty} \psi_n(x) \psi_n(x') = \frac{\sin(k_B(x-x'))}{\pi(x-x')}$$

(20.22.27)

The bandlimited spatial Fourier transform of $\psi_n(x)$ is,

$$\hat{\psi}_n(k_x) = \int_{-\infty}^{\infty} \psi_n(x) e^{jk_x x} dx = \frac{2\pi k_B}{k_B \mu_n} \psi_n \left( \frac{k_B a}{k_B} \right) \cdot \chi_{k_B}(k_x)$$

(20.22.28)

with expansion coefficients computed over the finite or infinite intervals,

$$c_n = \frac{1}{\lambda_n} \int_{-a}^{a} \psi_n(x) E(x) dx = \int_{-\infty}^{\infty} \psi_n(x) E(x) dx, \quad n \geq 0$$

(20.22.29)

Because $E(x)$ is bandlimited, it can also be expanded in the sinc-basis of the sampling theorem, where, $d = \pi/k_B$ denotes the Nyquist sampling space interval,

$$E(x) = \sum_{n=-\infty}^{\infty} E(nd) \frac{\sin(k_B(x-nd))}{\pi(x-nd)}$$

$$\hat{E}(k_x) = \sum_{n=-\infty}^{\infty} \frac{2\pi}{k_B \mu_n} \psi_n \left( \frac{k_B a}{k_B} \right) \cdot \chi_{k_B}(k_x)$$

(20.22.30)

Since the function $E(x)$ is completely characterized by its space samples $E(nd)$ at multiples of $d$, we may think of $d$ as defining the spatial resolution for $E(x)$. We note also that $d$ represents the Rayleigh or Abbe resolution distance, that is, the distance corresponding to the first null of the impulse response (20.22.20), which is the solution of, $\sin(k_Bd) = 0$, or, $k_Bd = \pi$, or, $d = \pi/k_B = \lambda/2N_A$, where

$$d = \frac{\lambda}{2N_A}$$

(20.22.31)

(20.22.32)
The inversion of the integral operation in (20.22.21), its formulation using PSWFs, and its application to the image restoration problem was considered first by Barnes [1569]. We discussed it in some detail in Appendix J, including several regularization schemes and the sensitivity to noise. The inverse is given formally by,

\[
E_{g,\text{out}}(x) = \int_{-a}^{a} \frac{\sin(k_B(x-x'))}{\pi(x-x')} E_{\text{in}}(x') \, dx' \quad \Rightarrow 
\]

\[
E_{\text{in}}(x) = \int_{-a}^{a} K(x,x') E_{g,\text{out}}(x') \, dx' 
\]

(20.22.32)

where \( K(x,x') \) is the formal inverse of the sinc kernel over the finite interval \([-a,a]\),

\[
K(x,x') = \sum_{n=-\infty}^{\infty} \frac{1}{\lambda_n} \psi_n(x) \psi_n(x'), \quad \text{for } x, x' \in [-a,a] 
\]

(20.22.33)

satisfying,

\[
\int_{-a}^{a} K(x,x') \frac{\sin(k_B'(x''-x'))}{\pi(x''-x')} \, dx'' = \delta(x-x'), \quad \text{for } x, x' \in [-a,a] 
\]

(20.22.34)

A regularized version is obtained by truncating the summation (20.22.33) to \( n = M \), where \( M \) is of the order of the Shannon number \( N_c = 2c/\pi \).

An alternative way to invert (20.22.32) is to express the input in terms of the expansion coefficients of the output. Since \( E_{g,\text{out}}(x) \) is bandlimited, we may apply (20.22.28), calculate its expansion coefficients, and recover \( E_{\text{in}}(x) \) as follows,

\[
b_n = \frac{1}{\lambda_n} \int_{-a}^{a} \psi_n(x) E_{g,\text{out}}(x) \, dx = \int_{-\infty}^{\infty} \psi_n(x) E_{g,\text{out}}(x) \, dx , \quad n \geq 0 
\]

(20.22.35)

\[
E_{g,\text{out}}(x) = \sum_{n=0}^{\infty} b_n \psi_n(x) \quad \Rightarrow \quad E_{\text{in}}(x) = \sum_{n=0}^{\infty} \frac{1}{\lambda_n} b_n \psi_n(x) 
\]

(20.22.36)

Eq. (20.22.35) can be verified easily, using the eigenvalue equation (20.22.25),

\[
\int_{-a}^{a} \frac{\sin(k_B(x-x'))}{\pi(x-x')} E_{\text{in}}(x') \, dx' = \int_{-a}^{a} \frac{\sin(k_B(x-x'))}{\pi(x-x')} \left[ \sum_{n=0}^{\infty} \frac{1}{\lambda_n} b_n \psi_n(x) \right] = 
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{\lambda_n} b_n \int_{-a}^{a} \frac{\sin(k_B(x-x'))}{\pi(x-x')} \psi_n(x') \, dx' = \sum_{n=0}^{\infty} \frac{1}{\lambda_n} b_n \cdot \lambda_n \psi_n(x) = E_{g,\text{out}}(x) 
\]

Since the eigenvalues \( \lambda_n \) decrease rapidly to zero beyond the Shannon number \( N_c \), the only numerically meaningful coefficients \( b_n/\lambda_n \) are those over the range \( 0 \leq n \leq M \), where \( M \) is of the order of \( N_c \). Thus, the effective number of degrees of freedom of the image can be taken to be the Shannon number \( N_c \) [1485]. Truncating the expansions (20.22.35), we obtain the approximate inverse,

\[
E_{\text{in}}(x) = \sum_{n=0}^{M} \frac{1}{\lambda_n} b_n \psi_n(x) 
\]

(20.22.37)

As an example, consider an impulsive input, \( E_{\text{in}}(x) = \delta(x) \), for \(-a \leq x \leq a\). Then, the output would be the bandlimited impulse response \( E_{g,\text{out}}(x) = h(x) \) of (20.22.18). The required expansions can be derived directly from (20.22.35), or as special cases of Eq. (20.22.26), setting \( x' = 0 \), and recognizing that the expansion coefficients are,

\[
b_n = \psi_n(0), \quad n \geq 0 
\]

Thus, we obtain the following expressions for the output \( h(x) \), the input \( \delta(x) \), and the bandlimited Fourier transform \( H(k_x) \) of the output,

\[
h(x) = \frac{\sin(k_Bx)}{\pi x} = \sum_{n=0}^{\infty} \psi_n(0) \psi_n(x) 
\]

\[
\delta(x) = \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \psi_n(0) \psi_n(x), \quad \text{for } x \in [-a,a] 
\]

(20.22.38)

\[
H(k_x) = X_{k_B}(k_x) = \sum_{n=0}^{\infty} \frac{2\pi}{k_B \lambda_n} \psi_n(0) \psi_n \left( \frac{k_x}{k_B} \right) \cdot \chi_{k_B}(k_x) 
\]

The regularized, truncated, approximations are then,

\[
h_M(x) = \sum_{n=0}^{M} \psi_n(0) \psi_n(x) 
\]

\[
\delta_M(x) = \sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n(0) \psi_n(x) 
\]

(20.22.39)

\[
H_M(k_x) = \sum_{n=0}^{M} \frac{2\pi}{k_B \lambda_n} \psi_n(0) \psi_n \left( \frac{k_x}{k_B} \right) \cdot \chi_{k_B}(k_x) 
\]

Example 20.22.3: Fig. 20.22.4 plots Eqs. (20.22.38) for the cases of \( M = 5 \) and \( M = 20 \). The PSWF parameters were chosen to be \( a = 2\pi \), \( k_B = 1 \), \( c = ak_B = 2\pi \). The MATLAB code for generating these graphs was,

\[
a = 2*pi; \quad k_B = 1; \quad c = a*k_B 
\]

\[
x = linspace(-3,3,601); \quad a; 
\]

\[
kx = linspace(-1.5,1.5,601); 
\]

\[
M = [5,20] 
\]

\[
[\text{Psi,La}] = \text{pswf}(a,k_B,M,kx); 
\]

\[
\text{PsIo} = \text{PsI0(:,x==0)}; \quad \% \text{psi_n(0) values} 
\]

\[
h = \text{PsIo' * PsIo}; \quad \% \text{output h(x)} 
\]

\[
\text{delta} = \text{PsIo' * diag(1./La) * PsIo}; \quad \% \text{estimated input, delta(x)} 
\]

\[
\text{figure; plot(x/a,h,'b-'), x/a,sinc(kB*x/pi)*kB/pi,'r--');} 
\]

\[
\text{figure; plot(x/a,delta, 'b-'); ylim([-0.5,1.5]);} 
\]

\[
[\text{Psi,La}] = \text{pswf}(a,k_B,M,kx*a/kB); \quad \% \text{Fourier transform calculation} 
\]
Because the expansion of $h_M(x)$ does not involve divisions by $\lambda_n$, it converges very quickly to the theoretical sinc, and the two are barely distinguishable on the graphs. The same is true of the estimated Fourier transform $H_M(kx)$.

On the other hand, while the values of estimated input $\delta_M(x)$ within the interval $[-a, a]$ resemble a delta-function spike as $M$ increases, its values outside $[-a, a]$ are enormous. Within $[-a, a]$, $\delta_M(x)$ exhibits superoscillatory behavior. Indeed, since the maximum spatial frequency contained in $\delta_M(x)$ is $k_B$, the fastest oscillating sinusoid in $\delta_M(x)$ will be, $\cos(k_Bx)$, which cycles by an amount of $k_Ba/2\pi = 1$ cycles in the range $[0, a]$ meters. However, one observes four cycles in the range $[0, a]$ in $\delta_M(x)$ for the case $M = 20$. \(\square\)

All superresolution designs are typically accompanied by extremely large values outside the field of view, and exhibit superoscillatory behavior inside it.

Superoscillations—defined as bandlimited signals that over a particular time period can oscillate faster than their fastest frequency—are typically characterized by similar features, namely, weak values within the superoscillating interval and huge values outside it. More details on superoscillations and their construction and applications may be found in Refs. [1619–1631].

**Focusing of Plane Waves**

We saw in Sec. 19.2 that the plane-wave spectrum representation is equivalent to Rayleigh-Sommerfeld diffraction theory, and that propagation is equivalent to lowpass filtering, which at far distances (i.e., in the Fresnel or Fraunhofer regimes) has the effect of removing the low-frequency evanescent modes, with only the propagating modes surviving. Thus, similar questions arise as in the 4F case whether it is possible to recover lost spatial details from observing the propagated/diffracted waveform.

In the one-dimensional version, the propagation filter for propagating by a distance $z = L \geq 0$ along the $z$-direction, has transfer function, $\exp(-jkzL)$, where $k_z$ is the evanescent square root,

$$
\begin{cases} 
\sqrt{k^2 - k_z^2}, & \text{if} \ |k_z| \leq k \\
-j\sqrt{k_z^2 - k^2}, & \text{if} \ |k_z| > k
\end{cases}
$$

(20.22.39)

It follows that for the evanescent modes $|k_z| > k$, the filter response decays exponentially, that is, $\exp(-jkzL) \rightarrow 0$. Thus, the filter acts effectively as a lowpass filter, becoming a better filter with increasing $L$.

The fields $E_a(x)$ and $E_b(x)$ shown in Fig. 20.22.5 at the two planes $z = z_a$ and $z = z_b$, separated by distance $L = z_b - z_a$, are related by the propagation filter $\exp(-jkzL)$. To determine the output $E_b(x)$ from the input $E_a(x)$, one can first calculate the Fourier transform of $E_a(x)$, then propagate it by the filter, and then reconstruct $E_b(x)$ by inverse Fourier transformation, as outlined in the following steps.
\[ \hat{E}_a(k_x) = \int_{-\infty}^{\infty} E_a(x) e^{-jk_x x} \, dx \]

\[ \hat{E}_b(k_x) = \hat{E}_a(k_x) e^{-jk_z L} \quad \text{(forward propagation)} \]

\[ E_b(x) = \int_{-\infty}^{\infty} \hat{E}_b(k_x) e^{jk_z L} e^{-j k_x x} \frac{dk_x}{2\pi} = \int_{-\infty}^{\infty} \hat{E}_a(k_x) e^{-j k_x x} \frac{dk_x}{2\pi} \]

These can be inverted in order to answer the question: what should be the input \( E_a(x) \) that would be reshaped into a particular desired output \( E_b(x) \) upon propagating by a distance \( L \)? This is illustrated in Fig. 20.22.5 where the input is being reshaped into a narrower focal spot.

Inverting, \( \hat{E}_b(k_x) = \hat{E}_a(k_x) e^{-jk_z L} \), we have, \( \hat{E}_a(k_x) = \hat{E}_b(k_x) e^{jk_z L} \), so that starting with the desired \( E_b(x) \), we may reconstruct \( E_a(x) \) as follows,

\[ \hat{E}_b(k_x) = \int_{-\infty}^{\infty} E_b(x) e^{jk_x x} \, dx \]

\[ \hat{E}_a(k_x) = \hat{E}_b(k_x) e^{jk_z L} \quad \text{(inverse diffraction)} \quad (20.22.40) \]

\[ E_a(x) = \int_{-\infty}^{\infty} \hat{E}_b(k_x) e^{jk_z L} e^{-jk_x x} \frac{dk_x}{2\pi} \]

This is the problem of inverse diffraction, which has been widely studied in the literature [1584–1590]. Not every \( E_b(x) \) can be designed. Since for evanescent modes the inverse filter increases exponentially, \( e^{jk_z L} = \exp(Lk_x^2 - k^2) \), the desired spectrum \( \hat{E}_b(k_x) \) must be such that to result into a convergent inverse Fourier integral for \( E_a(x) \). For example, a perfect focal spot, \( E_b(x) = \delta(x) \), for all \( x \), cannot be designed.

\[
\begin{align*}
\hat{E}_b(k_x) &= \int_{-\infty}^{\infty} E_b(x) e^{jk_x x} \, dx \\
\hat{E}_a(k_x) &= \hat{E}_b(k_x) e^{jk_z L} \\
E_a(x) &= \int_{-\infty}^{\infty} \hat{E}_b(k_x) e^{jk_z L} e^{-jk_x x} \frac{dk_x}{2\pi} 
\end{align*}
\]

Fig. 20.22.5 Focusing onto a narrow spot.

For arbitrary \( L \), Eqs. (20.22.40) can be implemented numerically. However, certain simplifications take place in the two special cases of a very large \( L \) in the far-field, and a very small \( L \) in the near-field.

In the first case, since \( L \) is large, by the time \( E_a(x) \) propagates to \( E_b(x) \), the evanescent modes will have died out and would not contribute to \( \hat{E}_b(k_x) \), so that the inverse Fourier integral for \( E_a(x) \) need only be integrated over the propagating modes, \( |k_x| \leq k \).

In the second case, since \( L \) is small and the evanescent modes cannot be ignored, one could try to limit the integration to be only over the evanescent modes by choosing \( \hat{E}_b(k_x) \) to exist only in the evanescent range, while ensuring the convergence of the inverse integral for \( E_a(x) \). Below, we consider examples of both cases.

For the first case, if we assume that \( L \) is large enough to ignore all the evanescent modes, then the propagation filter may be thought of as an ideal lowpass filter with cutoff \( k_x = k \), and the propagated spectrum \( \hat{E}_b(k_x) \) may be taken to be bandlimited over the interval \([-k, k]\). As first proposed in [1554], the machinery of the PSWF functions may be taken to be bandlimited over \([-k, k]\), and the propagated spectrum \( \hat{E}_b(k_x) \) may be taken to be bandlimited over \([-k, k]\), that would propagate into \( E_b(x) \) at distance \( L \).

The design steps require two numerical integrations, one to determine the expansion coefficients into the \( \psi_n(x) \) functions, and another one to perform the inverse Fourier transform for \( E_a(x) \), with the integration restricted to be only over the \([-k, k]\) interval because of the bandlimited nature of \( \hat{E}_b(k_x) \). We start by specifying \( E_b(x) \) over \([-a, a]\), then, using \( M + 1 \) basis functions, we have,

1. \( b_n = \frac{1}{\lambda_n} \int_{-a}^{a} \psi_n(x) E_b(x) \, dx, \quad n = 0, 1, \ldots, M \)
2. \( E_b(x) = \sum_{n=0}^{M} b_n \psi_n(x) \)
3. \( \hat{E}_b(k_x) = \sum_{n=0}^{M} b_n 2\pi \frac{k \mu_n}{k} \psi_n \left( \frac{k_x}{k} a \right) \cdot \chi_k(k_x) \)
4. \( E_a(x) = \int_{-k}^{k} \hat{E}_b(k_x) e^{jk_z L} e^{-jk_x x} \frac{dk_x}{2\pi} \)

where \( \psi_n(x) \) are the functions \( \psi_n(a, k_B, x) \) with \( k_B = k \). Step two provides a bandlimited approximation to \( E_b(x) \), and step three calculates its Fourier transform. Step four constructs the input \( E_a(x) \), also bandlimited in \([-k, k]\), that would propagate into \( E_b(x) \) at distance \( L \).

Example 20.22.4: We consider the same example from [1554], in which the desired focal spot is taken to be a compressed sinc with superresolution gain, \( 2\pi g = 40 \), over the field of view \([-a, a]\) with \( a = 0.6a \), that is,

\[
E_b(x) = \frac{\sin(gkx)}{gkx} = \frac{\sin(40x/\lambda)}{40x/\lambda}, \quad \text{for } |x| \leq a = 0.6a \quad (20.22.42)
\]

where, by contrast, the Abbe diffraction limit corresponds to \( g = 1 \). Fig. 20.22.6 displays the results of the four design steps in (20.22.41), for \( M = 6 \) and \( M = 20 \). The propagation distance was chosen to be \( L = 20\lambda \).

The output \( E_b(x) \) was plotted only twice the FOV, \(-2a \leq x \leq 2a \). Outside the FOV, \( E_b(x) \) takes enormous values as is typical of all superresolution examples. The input \( E_a(x) \), being symmetric in \( x \), was plotted over the range, \( 0 \leq x \leq 120\lambda \), and again, we note its enormous values.

Because of the symmetry of \( E_b(x) \) the coefficients \( b_n \) are non-zero only for even values of \( n \) and are listed below, where those for \( 0 \leq n \leq 6 \) correspond to the case \( M = 6 \), and continuing for \( 7 \leq n \leq 20 \) for the case \( M = 20 \). We note the enormous dynamic range of values, ranging over 18 orders of magnitude.
Fig. 20.22.6 Subwavelength focusing without evanescent waves, $M = 6$ and $M = 20$.

The MATLAB code used to generate these graphs was as follows, where the required integrations were done with the tanh-sinh quadrature function `quadts`.

```matlab
lambda = 1; k = 2*pi/lambda; a = 1.2*lambda/2; c = a*k L = 20*lambda; % propagation distance
E1 = @(x) sinc(k*x/pi); % Rayleigh case, g=1

x = linspace(-2,2, 1201)*a; % plotting range for Eb(x)
xa = linspace(0,120,1201) * lambda; % plotting range for Ea(x)
[wq,xq] = quadts(-a,a,8); % quadts weights and evaluation points
[wk,kq] = quadts(-k,k,8);
for M = [6,20]
    [Pq,La] = pswf(a,k,M,xq); % psi_n(x)
    m = (0:M)';
    Mu = (i.^m) .* sqrt(2*pi*La/c);
    b = (Pq * (wq.*Eb(xq)))./La; % b_n coefficients
    b(2:2:end)=0; % b_n=0 at odd n
    Pb = pswf(a,k,M,x); % psi_n(x) at x
    Est = b' * Pb; % estimated Eb(x)
    F = Est / E0; % normalize to unity at x=0
    F2 = abs(F).^2; Eb2 = abs(Eb(x)).^2; E2 = abs(E1(x)).^2;
figure; plot(x,F2,'b-', x,Eb2,'r--', x,E2,'k--');
xlim([-2,2]*a); ylim([0,1]);
    % ---- calculate Ea(x) ----
    Pk = pswf(a,k,M,kq*a/k); % psi_n(kx*a/k) at kx=kq
    Ebk = (b' * diag(1./conj(Mu)) * Pk) / k; % Eb(kx), row vector
    kz = sqrt(k^2 - kq.^2); % kz at quadts points kq
    for p=1:length(xa)
        Ea(p) = Ebk * (exp(j*kz*L) .* exp(-j*kq*xa(p)) .* wk);
    end
    Ea2 = abs(Ea).^2;
    figure; plot(xa,Ea2,'b-')
end
```

The practical limitations of such designs have been discussed in [1556].

Next, we consider the other special case of the inverse diffraction geometry shown in Fig. 20.22.5, in which $L$ is in the near field and $E_b(x)$ is chosen to be completely evanescent. The problem is to determine the input field $E_a(x)$ to achieve a highly focused output field $E_b(x)$. The general approach of designing such evanescent focusing fields, referred to as “near-field focusing plates,” was first proposed by Merlin [1591] and further developed in [1592–1597].
As a concrete example from [1592,1593], consider an output field that has an ideal
bandpass spectrum over the range \( k_a \leq |k_x| \leq k_b \), with \( k < k_a \), as shown below,
\[
\hat{E}_b(k_x) = \begin{cases} 
E_0, & k_a \leq |k_x| \leq k_b \\
0, & \text{otherwise}
\end{cases}
\]

The field \( E_b(x) \) is determined by the inverse Fourier transform,
\[
E_b(x) = \int_{-\infty}^{\infty} \hat{E}_b(k_x) e^{-jk_xx} \frac{dk_x}{2\pi} = \int_{k_a \leq |k_x| \leq k_b} E_0 e^{-jk_xx} \frac{dk_x}{2\pi} = E_0 \frac{\sin(k_b x) - \sin(k_a x)}{\pi x} \left( \frac{\sin(k_b x)}{k_b x} - \frac{k_a \sin(k_a x)}{k_b x} \right)
\]

(20.22.43)

We note that if \( k_b \gg k_a \), then \( E_b(x) \) is effectively given by a narrow sinc function,
\[
E_b(x) \approx \frac{E_0}{\pi} \frac{\sin(k_b x)}{k_b x}
\]

The corresponding input field \( E_a(x) \) is replaced by its evanescent version,
\[
E_a(x) = \frac{E_0}{2\pi} \sqrt{\frac{k}{k_b}} \left( E_b(x) e^{jkzL} - E_b(x) e^{-jkzL} \right)
\]

(20.22.44)

The last integral can be computed numerically, as shown for example in the MATLAB
code below. However, if we further assume that \( k_b \gg k_a \), then, since \( k_a > k \),
the evanescent square root can be further approximated by \( k_x = -j\sqrt{k^2 - k_b^2} \approx -j|k_x| \), and
the resulting approximate integral can be done in closed form,
\[
E_a(x) = \int_{k_a \leq |k_x| \leq k_b} E_0 e^{j\sqrt{k^2 - k_b^2}} e^{-jk_xx} \frac{dk_x}{2\pi} \approx \int_{k_a \leq |k_x| \leq k_b} E_0 e^{j\sqrt{k^2 - k_b^2}} e^{-jk_xx} \frac{dk_x}{2\pi}
\]

(20.22.45)

We note that \( E_a(x) \) is much bigger than \( E_b(x) \), approximately by the exponential
factor \( e^{k_b L} \), which dominates the other factor \( e^{k_a L} \). Fig. 20.22.7 plots \( E_b(x) \) computed
from (20.22.43), and \( E_a(x) \) from (20.22.45), for the following parameter values,
\[
L = \frac{\lambda}{16}, \ k_a = 2k, \ k_b = 10k, \ E_0 = \frac{\pi}{k_b}
\]

We observe how the output \( E_b(x) \) is narrower but weaker than \( E_a(x) \). The exponential
factors have the values, \( e^{k_a L} = 50.7540 \) and \( e^{k_b L} = 2.1933 \). The MATLAB code used
to generate these graphs is given below.

20.23 Problems

20.1 A uniform plane wave, \( E(x,z) = E_0 e^{-j(k_x x + k_z z)} \), is incident obliquely on a lens at an
Consider an aperture-limited apodization function expanded as a sum of PSWF functions as in Eq. (20.12.23). Choose \( k_0 = k = 2\pi / \lambda \), and show that the limiting directivity of Eq. (20.12.18) can be expressed in terms of the expansion coefficients in the following form,

\[
\frac{D_\infty}{2ak} = \frac{\pi}{a} \sum_{n=0}^{\infty} |\hat{A}_n|^2 \left( \frac{F(0)}{F(n)} \right)^2
\]

Using this expression and the Cauchy-Schwarz inequality, show that the maximum value is \( D_\infty = 2ak \), and is attained with the coefficients \( \hat{A}_n = 2\pi \psi_n(k_0, a, 0) \). Moreover, show that with these coefficients, the expansions of Eq. (20.12.23) lead to the uniform distribution,

\[
A(x) = u(a - |x|), \quad \hat{A}(k_x) = 2a \cdot \sin(k_x a) / k_x a
\]

Hint: Eqs. (J.28)-(J.31) of Appendix J.

Consider an aperture-limited apodization function expanded as a sum of spherical Bessel functions as in Eq. (20.12.24), or as a sum of sinc-functions as in (20.12.28). Show that the limiting directivity of Eq. (20.12.18) can be expressed in terms of the corresponding expansion coefficients in the following forms,

\[
\frac{D_\infty}{2ak} = \frac{1}{2} \sum_{n=0}^{\infty} |\hat{A}_n|^2 / (2n + 1) - \frac{1}{2} \sum_{n=0}^{\infty} |F(n)|^2
\]

As in the previous problem, show that the maximum value of the directivity is unity, determine the coefficients that realize this maximum, and show that the resulting aperturing distribution is uniform. Moreover, show the following consequences of the Parseval identity for each case, written with respect to the variable \( u = ak_x / \pi \),

\[
\text{(Bessel)} \quad \int_{-\infty}^{\infty} |F(u)|^2 du = 2a \int_{-\infty}^{\infty} |A(x)|^2 dx = \sum_{n=0}^{\infty} |\hat{A}_n|^2 / (2n + 1)
\]

\[
\text{(sinc)} \quad \int_{-\infty}^{\infty} |F(u)|^2 du = 2a \int_{-\infty}^{\infty} |A(x)|^2 dx = \sum_{n=0}^{\infty} |F(n)|^2
\]

For the optimum prolate apodization function defined in Eq. (20.13.2), show that the encircled energy, Strehl ratio, transmission coefficient, and normalized directivity, are,

\[
\mathcal{E}(k_0) = \lambda_0, \quad S = \frac{\mu_0^2}{4}, \quad \tau = \frac{a \mu_0^2}{4\pi |\psi_0(0)|^2}, \quad \frac{D_\infty}{2ak} = \frac{\pi}{4} |\psi_0(0)|^2
\]

where \( \psi_0(0) = \psi_0(k_0, a, 0, \mu_0) = \sqrt{2\pi} \lambda_0 c, \ c = ak_0 \), and \( \lambda_0 \) is the 0-th prolate eigenvalue.

Prove Eq. (20.15.17) from (20.15.16).

Hint: \( \sin(n \pi (u - n)) = (-1)^n \sin(n \pi u) \), for integer \( n \).
20.8 For the Hansen window of Eq. (20.17.2), show that the encircled energy ratio and limiting directivity are given by the following closed-form expressions,

\[
\mathcal{E}(u_0) = \int_0^{\infty} |F(u)|^2 u du = 1 - \frac{f_0^2}{\pi} \left( \sqrt{u_0^2 - H^2} + \frac{f_1^2}{\pi} \sqrt{u_0^2 - H^2} \right)
\]

\[
D_\infty = \int_0^{\pi} |A(r_\perp)|^2 2 \pi r_\perp dr_\perp = \frac{2 l_0^2 (\pi H)}{\pi} \frac{(\pi H) - I_0^2(\pi H)}{I_0^2(\pi H) - I_1^2(\pi H)}
\]

20.9 To prove Eq. (20.20.8) without invoking the Babinet principle, first derive the following integrals, where \( r_\perp, r'_\perp \) are two-dimensional transverse vectors with magnitudes \( r_\perp = |r_\perp| \) and \( r'_\perp = |r'_\perp| \),

\[
\frac{j k}{2 \pi z} \int_{-\infty}^{\infty} e^{-jk|x_\perp-r_\perp|^2/2z} d^2 r_\perp = \frac{j k}{2 \pi z} e^{-jk|x'_\perp-r'_\perp|^2/2z} \int_0^{\infty} e^{-jkr'_\perp^2/2z} J_0 \left( \frac{kr'_\perp}{z} \right) 2 \pi r'_\perp dr'_\perp = 1
\]

then, using this result, show the relationship for any \( A(r_\perp) \) and \( A_c(r_\perp) = 1 - A(r_\perp) \),

\[
\frac{j k}{2 \pi z} e^{-jk|x'_\perp-r'_\perp|^2/2z} \int_0^{\infty} A_c(r_\perp) e^{-jkr'_\perp^2/2z} J_0 \left( \frac{kr'_\perp}{z} \right) 2 \pi r'_\perp dr'_\perp = 1 - \frac{j k}{2 \pi z} e^{-jk|x'_\perp-r'_\perp|^2/2z} \int_0^{\infty} A_c(r_\perp) e^{-jkr'_\perp^2/2z} J_0 \left( \frac{kr'_\perp}{z} \right) 2 \pi r'_\perp dr'_\perp
\]

20.10 Computer Experiment. Carry out the same experiment using the same numerical values as in Example 20.22.4, but instead of Eq. (20.22.42), take the ideal focal spot within the field-of-view \([-a,a] \) to be a delta function,

\[
E_b(x) = \delta(x), \quad \text{for} \quad |x| \leq a = 0.6\lambda
\]

(20.23.2)

Make similar plots as in Fig. 20.22.6. \textit{Hint:} In this case the expansion coefficients are simply, \( b_n = \psi_n(a, k, 0) / \lambda_n, \) \( n = 0, 1, \ldots, M. \)

21 Aperture Antennas

21.1 Open-Ended Waveguides

The aperture fields over an open-ended waveguide are not uniform over the aperture. The standard assumption is that they are equal to the fields that would exist if the guide were to be continued [1].

Fig. 21.1.1 shows a waveguide aperture of dimensions \( a > b. \) Putting the origin in the middle of the aperture, we assume that the tangential aperture fields \( E_\theta, H_\phi \) are equal to those of the TE_{10} mode. We have from Eq. (9.4.3):

\[
E_\phi(x') = E_0 \cos \left( \frac{\pi x'}{a} \right), \quad H_\phi(x') = -\frac{1}{\eta_{TE}} E_0 \cos \left( \frac{\pi x'}{a} \right)
\]

(21.1.1)

where \( \eta_{TE} = \eta/K \) with \( K = \sqrt{1 - \omega_e^2/\omega^2} = \sqrt{1 - (\lambda/2a)^2}. \) Note that the boundary conditions are satisfied at the left and right walls, \( x' = \pm a/2. \)

For larger apertures, such as \( a > 2\lambda, \) we may set \( K \approx 1. \) For smaller apertures, such as \( 0.5\lambda \leq a \leq 2\lambda, \) we will work with the generalized Huygens source condition (18.5.7). The radiated fields are given by Eq. (18.5.5), with \( f_\phi = 0:\)

\[
E_\theta = \frac{j k}{2 \pi r} c_\phi f_\theta(\theta, \phi) \sin \phi
\]

\[
E_\phi = \frac{j k}{2 \pi r} c_\phi f_\phi(\theta, \phi) \cos \phi
\]

(21.1.2)
where \( f_y(\theta, \phi) \) is the aperture Fourier transform of \( E_y(x', \cdot) \), that is,

\[
f_y(\theta, \phi) = \int_{-a/2}^{a/2} \int_{-b/2}^{b/2} E_y(x', \cdot) e^{i k_x x' + j k_y y'} dx' dy'
\]

\[
= E_0 \int_{-a/2}^{a/2} \cos \left( \frac{\pi x'}{a} \right) e^{i k_x x'} dx' \cdot \int_{-b/2}^{b/2} e^{i j k_y y'} dy'
\]

The \( y' \)-integration is the same as for a uniform line aperture. For the \( x' \)-integration, we use the definite integral:

\[
\int_{-a/2}^{a/2} \cos \left( \frac{\pi x'}{a} \right) e^{i k_x x'} dx' = \frac{2a}{\pi} \cos \left( \frac{k_x a}{2} \right)
\]

It follows that:

\[
f_y(\theta, \phi) = E_0 \frac{2ab}{\pi} \cos \left( \frac{\pi v_x}{a} \right) \sin \left( \frac{\pi v_y}{b} \right)
\]

where \( v_x = k_x a/2\pi \) and \( v_y = k_y b/2\pi \). or,

\[
v_x = \frac{a}{\lambda} \sin \theta \cos \phi, \quad v_y = \frac{b}{\lambda} \sin \theta \sin \phi
\]

The obliquity factors can be chosen to be one of the three cases: (a) the PEC case, if the aperture is terminated in a ground plane, (b) the ordinary Huygens source case, if it is radiating into free space, or (c) the modified Huygens source case. Thus,

\[
\begin{bmatrix}
  c_0 \\
  c_\phi
\end{bmatrix} =
\begin{bmatrix}
  1 & 1 + \cos \theta \\
  \cos \theta & 1 + \cos \theta \\
  1/2 \left[ 1 + K \cos \theta \right] & K + \cos \theta
\end{bmatrix}
\]

By normalizing all three cases to unity at \( \theta = 0^\circ \), we may combine them into:

\[
c_E(\theta) = \frac{1 + K \cos \theta}{1 + K}, \quad c_H(\theta) = \frac{K + \cos \theta}{1 + K}
\]

where \( K \) is one of the three possible values:

\[
K = 0, \quad K = 1, \quad K = \frac{\eta}{\eta_{TE}} = \sqrt{1 - \left( \frac{\lambda}{2a} \right)^2}
\]

The normalized gains along the two principal planes are given as follows. For the \( xz \)- or the \( H \)-plane, we set \( \phi = 0^\circ \), which gives \( E_\phi = 0 \),

\[
g_H(\theta) = \left| \frac{E_y(\theta)}{|E_y|_{\max}} \right|^2 = |c_H(\theta)|^2 \left| \frac{\cos \left( \frac{\pi v_x}{a} \right)}{1 - 4v_x^2} \right|^2, \quad v_x = \frac{a}{\lambda} \sin \theta
\]

And, for the \( yz \)- or \( E \)-plane, we set \( \phi = 90^\circ \), which gives \( E_\phi = 0 \):

\[
g_E(\theta) = \left| \frac{E_y(\theta)}{|E_y|_{\max}} \right|^2 = |c_E(\theta)|^2 \left| \frac{\sin \left( \frac{\pi v_y}{b} \right)}{\pi v_y} \right|^2, \quad v_y = \frac{b}{\lambda} \sin \theta
\]

The function \( \cos(\pi v_x)/(1 - 4v_x^2) \) determines the essential properties of the \( H \)-plane pattern. It is essentially a double-sinc function, as can be seen from the identity:

\[
\frac{\cos(\pi v_x)}{1 - 4v_x^2} = \frac{\pi}{4} \left[ \sin \left( \frac{\pi (v_x + 1/2)}{2} \right) + \sin \left( \frac{\pi (v_x - 1/2)}{2} \right) \right]
\]

It can be evaluated with the help of the MATLAB function \( \text{dsinc} \), with usage:

\[
y = \text{dsinc}(x); \quad \% \text{the double-sinc function}
\]

\[
\frac{\cos(\pi x)}{1 - 4x^2} = \frac{\pi}{4} \left[ \text{sin} \left( \frac{x + 0.5}{2} \right) + \text{sin} \left( \frac{x - 0.5}{2} \right) \right]
\]

The 3-dB width of the \( E \)-plane pattern is the same as for the uniform rectangular aperture, \( \Delta \theta_y = 0.886 \lambda/b \). The \( \text{dsinc} \) function has the value \( \pi/4 \) at \( v_x = 1/2 \). Its 3-dB point is at \( v_x = 0.5945 \), its first null at \( v_x = 1.5 \), and its first sidelobe at \( v_x = 1.8894 \) and has height 0.0708 or 23 dB down from the main lobe. It follows from \( v_x = a \sin \theta/\lambda \) that the 3-dB width in angle space will be \( \Delta \theta_x = 2 \times 0.5945 \lambda/a = 1.189 \lambda/a \). Thus, the 3-dB widths are in radians and in degrees:

\[
\Delta \theta_x = 1.189 \frac{\lambda}{a} = 68.12^\circ \frac{\lambda}{a}, \quad \Delta \theta_y = 0.886 \frac{\lambda}{b} = 50.76^\circ \frac{\lambda}{b}
\]

Example 21.1.1: Fig. 21.1.2 shows the \( H \)- and \( E \)-plane patterns for a WR90 waveguide operating at 10 GHz, so that \( \lambda = 3 \). The guide dimensions are \( a = 2.282 \text{ cm}, b = 1.016 \text{ cm} \). The typical MATLAB code for generating these graphs was:

\[
a = 2.282; \quad b = 1.016; \quad a = 3;
\]

\[
\text{th} = \left[ 0:0.5:90 \right] \times \pi/180;
\]

\[
v_x = a/la \times \sin(\text{th}); \quad v_y = b/la \times \sin(\text{th});
\]

\[
K = \sqrt{1 - (a/(2a))^2};
\]

\[
cE = (1 + K \cos(\text{th})/(K+1));
\]

\[
cH = (K + \cos(\text{th})/(K+1));
\]

\[
gH = \text{abs}(cH) \times \text{dsinc}(v_x) \times 2; \quad \% \text{alternatively, } K = 0, \text{ or, } K = 1
\]

\[
gE = \text{abs}(cE) \times \text{dsinc}(v_y) \times 2; \quad \% \text{uses dsinc from SP toolbox}
\]

\[
\text{figure; dbp(th,gH,45,12);}
\]

\[
\text{figure; dbp(th,gE,45,12);}
\]

The three choices of obliquity factors have been plotted for comparison. We note that the Huygens source cases, \( K = 1 \) and \( K = \eta/\eta_{TE} \), differ very slightly. The \( H \)-plane pattern vanishes at \( \theta = 90^\circ \) in the PEC case \( K = 0 \), but not in the Huygens source cases.

The gain computed from Eq. (21.1.13) is \( G = 2.62 \) or 4.19 dB, and computed from Eq. (21.1.14), \( G = 2.67 \) or 4.28 dB, where \( K = \eta/\eta_{TE} = 0.75 \) and \( (K+1)^2/4K = 1.02 \).

This waveguide is not a high-gain antenna. Increasing the dimensions \( a,b \) is impractical and also would allow the propagation of higher modes, making it very difficult to restrict operation to the \( \text{TE}_{10} \) mode.
21.1. Open-Ended Waveguides

The gain-beamwidth product is from Eqs. (21.1.11) and (21.1.13),
\[ G \Delta \theta x \Delta \theta y = \frac{4 (ab)^2}{\pi^2} \]

The total power transmitted through the aperture and radiated away is the power propagated down the waveguide given by Eq. (9.7.4), that is,
\[ P_{\text{rad}} = \frac{1}{4 \eta_{TE}} |E_0|^2 ab \] (21.1.12)

It follows that the gain/directivity of the aperture will be:
\[ G = 4 \pi \frac{U_{\text{max}}}{P_{\text{rad}}} = \frac{4 \pi}{\lambda^2} \frac{8}{\pi^2} (ab) \frac{\eta_{TE}}{\eta} c_0^2(0) \]

For the PEC and ordinary Huygens cases, \( c_0(0) = 1 \). Assuming \( \eta_{TE} \approx \eta \), we have:
\[ G = \frac{4 \pi}{\lambda^2} \frac{8}{\pi^2} (ab) \left( \frac{K + 1}{4K} \right) \]
(21.1.13)

Thus, the effective area of the waveguide aperture is \( A_{\text{eff}} = 0.81 (ab) \) and the aperture efficiency \( \epsilon = 0.81 \). For the modified Huygens case, we have for the obliquity factor \( c_0(0) = (K + 1)/2 \) with \( K = \eta/\eta_{TE} \). It follows that \( 1680 \):
\[ G = \frac{4 \pi}{\lambda^2} \frac{8}{\pi^2} (ab) \left( \frac{K + 1}{4K} \right) \]
(21.1.14)

For waveguides larger than a wavelength, the directivity factor \( (K + 1)^2/4K \) is practically equal to unity, and the directivity is accurately given by Eq. (21.1.13). The table below shows some typical values of \( K \) and the directivity factor (operation in the \( \text{TE}_{10} \) mode requires \( 0.5 \lambda < a < \lambda \)):

<table>
<thead>
<tr>
<th>( a/\lambda )</th>
<th>( K )</th>
<th>( (K + 1)^2/4K )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0.3528</td>
<td>1.0905</td>
</tr>
<tr>
<td>0.8</td>
<td>0.7806</td>
<td>1.0154</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8660</td>
<td>1.0052</td>
</tr>
<tr>
<td>1.5</td>
<td>0.9428</td>
<td>1.0009</td>
</tr>
<tr>
<td>2.0</td>
<td>0.9682</td>
<td>1.0003</td>
</tr>
</tbody>
</table>

The gain-beamwidth product is from Eqs. (21.1.11) and (21.1.13),
\[ p = G \Delta \theta_x \Delta \theta_y = 4 \pi (0.81) (0.886) (1.189) = 10.723 \text{ rad}^2 = 35.202 \text{ deg}^2. \]

Thus, another instance of the general formula (16.3.14) is (with the angles given in radians and in degrees):
\[ G = \frac{10.723}{\Delta \theta_x \Delta \theta_y} = \frac{35.202}{\Delta \theta_x^2 \Delta \theta_y^2} \]
(21.1.15)

21.2 Horn Antennas

The only practical way to increase the directivity of a waveguide is to flare out its ends into a horn. Fig. 21.2.1 shows three types of horns: The \( H \)-plane sectoral horn in which the long side of the waveguide (the \( a \)-side) is flared, the \( E \)-plane sectoral horn in which the short side is flared, and the pyramidal horn in which both sides are flared.

Fig. 21.2.1 \( H \)-plane, \( E \)-plane, and pyramidal horns.

The pyramidal horn is the most widely used antenna for feeding large microwave dish antennas and for calibrating them. The sectoral horns may be considered as special limits of the pyramidal horn. We will discuss only the pyramidal case.

Fig. 21.2.2 shows the geometry in more detail. The two lower figures are the cross-sectional views along the \( xz \)- and \( yz \)-planes. It follows from the geometry that the various lengths and flare angles are given by:
\[ R_a = \frac{A}{A - a} R_A, \quad R_b = \frac{B}{B - b} R_B, \]
\[ L_a^2 = R_a^2 + \frac{A^2}{4}, \quad L_b^2 = R_b^2 + \frac{B^2}{4}, \]
\[ \tan \alpha = \frac{A}{2R_a}, \quad \tan \beta = \frac{B}{2R_b}, \]
\[ \Delta_a = \frac{A^2}{8R_a}, \quad \Delta_b = \frac{B^2}{8R_b} \]
(21.2.1)
The quantities $R_A$ and $R_B$ represent the perpendicular distances from the plane of the waveguide opening to the plane of the horn. Therefore, they must be equal, $R_A = R_B$. Given the horn sides $A$, $B$ and the common length $R_A$, Eqs. (21.2.1) allow the calculation of all the relevant geometrical quantities required for the construction of the horn.

The lengths $\Delta_a$ and $\Delta_b$ represent the maximum deviation of the radial distance from the plane of the horn. The expressions given in Eq. (21.2.1) are approximations obtained when $R_A \gg A$ and $R_B \gg B$. Indeed, using the small-$x$ expansion,

$$\sqrt{1 + x} = 1 + \frac{x}{2}$$

we have two possible ways to approximate $\Delta_a$:

$$\Delta_a = L_a - R_a = \sqrt{R_a^2 + \frac{A^2}{4}} - R_a = R_a\sqrt{1 + \frac{A^2}{4R_a^2} - R_a} \approx \frac{A^2}{8R_a}$$  

$$= L_a - \sqrt{L_a^2 - \frac{A^2}{4}} = L_a - L_a\sqrt{1 - \frac{A^2}{4L_a^2}} \approx \frac{A^2}{8L_a} \tag{21.2.2}$$

We note that at the connecting end of the waveguide the electric field is $E_y(x,y)$ and changes gradually into the form of Eq. (21.2.5) at the horn end. Because the aperture sides $A, B$ are assumed to be large compared to $\lambda$, the Huygens source assumption is fairly accurate for the tangential aperture magnetic field, $H_x(x,y) = -E_y(x,y)/\eta$, so that:

$$H_x(x,y) = -\frac{1}{\eta} E_0 \cos \left( \frac{\pi x}{A} \right) e^{-jk\Delta_a(x)} e^{-jk\Delta_b(y)} \tag{21.2.6}$$

The near-optimum values of these constants are $\sigma_a = \sqrt{4\Delta_a} = \sqrt{4(3/8)} = 1.2247$ and $\sigma_b = \sqrt{4\Delta_b} = \sqrt{4(1/4)} = 1.0246$. These are used very widely, but they are not quite the true optimum values, which are $\sigma_a = 1.2593$ and $\sigma_b = 1.0424$.

Replacing $k = 2\pi/\lambda$ and $2\lambda R_a = A^2/\sigma_a^2$ and $2\lambda R_B = B^2/\sigma_b^2$ in Eq. (21.2.5), we may rewrite the aperture fields in the form: For $-A/2 \leq x \leq A/2$ and $-B/2 \leq y \leq B/2$,

$$E_y(x,y) = E_0 \cos \left( \frac{\pi x}{A} \right) e^{-j(\pi/2)\sigma_a^2(x/A)^2} e^{-j(\pi/2)\sigma_b^2(y/B)^2} \tag{21.2.8}$$

$$H_x(x,y) = -\frac{1}{\eta} E_0 \cos \left( \frac{\pi x}{A} \right) e^{-j(\pi/2)\sigma_a^2(x/A)^2} e^{-j(\pi/2)\sigma_b^2(y/B)^2} \tag{21.2.9}$$

### 21.3 Horn Radiation Fields

As in the case of the open-ended waveguide, the aperture Fourier transform of the electric field has only a $y$-component given by:
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Changing variables to $\xi = 2y/B$, the $y$-integral can be written in terms of $F_0(v, \sigma)$:

$$\int_{-B/2}^{B/2} e^{jk_y y} e^{-j(\pi/2)\sigma_y^2(2y/B)^2} dy = \frac{B}{2} \int_{-1}^{1} e^{j\pi v y} e^{-j(\pi/2)\sigma_y^2 v^2 y^2} dy = \frac{B}{2} F_0(\nu_y, \sigma_y)$$

Similarly, changing variables to $\xi = 2x/A$, we find for the $x$-integral:

$$\int_{-A/2}^{A/2} \cos \left( \frac{\pi \xi}{2} \right) e^{j\pi v x} e^{-j(\pi/2)\sigma_x^2 (2x/A)^2} dx = \frac{A}{2} \int_{-1}^{1} \cos \left( \frac{\pi \xi}{2} \right) e^{j\pi v x} e^{-j(\pi/2)\sigma_x^2 v^2 x^2} dx = \frac{A}{2} F_1(v_x, \sigma_a)$$

It follows that the Fourier transform $f_y(\theta, \phi)$ will be:

$$f_y(\theta, \phi) = E_0 \frac{AB}{4} F_1(v_x, \sigma_a) F_0(\nu_y, \sigma_b)$$

The open-ended waveguide and the sectoral horns can be thought of as limiting cases of Eq. (21.3.5), as follows:

1. open-ended waveguide: $\sigma_a = 0$, $A = a$, $\sigma_b = 0$, $B = b$.
2. $H$-plane sectoral horn: $\sigma_a > 0$, $A > a$, $\sigma_b = 0$, $B = b$.
3. $E$-plane sectoral horn: $\sigma_a = 0$, $A = a$, $\sigma_b > 0$, $B > b$.

In these cases, the $F$-factors with $\sigma = 0$ can be replaced by the following simplified forms, which follow from equations (F.12) and (F.17) of Appendix F:

$$F_0(\nu_y, 0) = 2 \frac{\sin(\pi \nu_y)}{\pi \nu_y}, \quad F_1(v, 0) = \frac{4}{\pi} \frac{\cos(\pi \nu)}{1 - 4\nu^2}$$

The radiation fields are obtained from Eq. (18.5.5), with obliquity factors $c_\phi(\theta) = c_\phi(\theta) = (1 + \cos \theta)/2$. Replacing $k = 2\pi/\lambda$, we have:

$$E_\theta = j \frac{\omega}{\lambda r} c_\theta(\theta) f_y(\theta, \phi) \sin \phi$$

$$E_\phi = j \frac{\omega}{\lambda r} c_\phi(\theta) f_y(\theta, \phi) \cos \phi$$

or, explicitly,

$$E_\theta = j \frac{e^{-jkr}}{\lambda r} E_0 \frac{AB}{4} \frac{1 + \cos \theta}{2} \sin \phi F_1(v_x, \sigma_a) F_0(\nu_y, \sigma_b)$$

$$E_\phi = j \frac{e^{-jkr}}{\lambda r} E_0 \frac{AB}{4} \frac{1 + \cos \theta}{2} \cos \phi F_1(v_x, \sigma_a) F_0(\nu_y, \sigma_b)$$

Next, we express the radiation patterns in terms of the functions (21.3.1). Defining the normalized wavenumbers $v_x = k_x A/2\pi$ and $v_y = k_y B/2\pi$, we have:

$$v_x = \frac{A}{\lambda} \sin \theta \cos \phi, \quad v_y = \frac{B}{\lambda} \sin \theta \sin \phi$$

$$f_y(\theta, \phi) = \int_{-A/2}^{A/2} \int_{-B/2}^{B/2} E_y(x, y) e^{jk_x x + jk_y y} dx dy$$

$$= E_0 \int_{-A/2}^{A/2} \cos \left( \frac{\pi x}{A} \right) e^{jk_x x} e^{-j(\pi/2)\sigma_x^2 (2x/A)^2} dx \cdot \int_{-B/2}^{B/2} e^{jk_y y} e^{-j(\pi/2)\sigma_y^2 (2y/B)^2} dy$$

The above integrals can be expressed in terms of the following diffraction-like integrals, whose properties are discussed in Appendix F:

$$F_0(v, \sigma) = \int_{-1}^{1} e^{j\pi v \xi} e^{-j(\pi/2)\sigma^2 \xi^2} d\xi$$

$$F_1(v, \sigma) = \int_{-1}^{1} \cos \left( \frac{\pi \xi}{2} \right) e^{j\pi v \xi} e^{-j(\pi/2)\sigma^2 \xi^2} d\xi$$

The function $F_0(v, \sigma)$ can be expressed as:

$$F_0(v, \sigma) = \frac{1}{\sigma} e^{j(\pi/2)(v^2/\sigma^2)} \left[ F \left( \frac{v}{\sigma} + \sigma \right) - F \left( \frac{v}{\sigma} - \sigma \right) \right]$$

where $F(x) = C(x) - jS(x)$ is the standard Fresnel integral, discussed in Appendix F. Then, the function $F_1(v, \sigma)$ can be expressed in terms of $F_0(v, \sigma)$:

$$F_1(v, \sigma) = \frac{1}{2} [F_0(v + 0.5, \sigma) + F_0(v - 0.5, \sigma)]$$

In addition to diffint, the following MATLAB functions, to be discussed later, facilitate working with horn antennas:

- hband % calculate 3-dB band edges
- heff % calculate aperture efficiency
- hgain % calculate $H$- and $E$-plane gains
- hopt % optimum horn design
- hsigma % calculate optimum values of $\sigma_a, \sigma_b$
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Horn Radiation Patterns

The radiation intensity is $U(\theta, \phi) = r^2 |E_r|^2 / 2\eta$, so that:

$$U(\theta, \phi) = \frac{1}{32\pi\lambda^2} |E_\nu|^2 (AB)^2 c_\nu^2(\theta) |F_1(v_\nu, \sigma_a) F_0(v_\nu, \sigma_b)|^2$$  \hspace{1cm} (21.3.9)

Assuming that the maximum intensity is towards the forward direction, that is, at $v_\nu = v_\phi = 0$, we have:

$$U_{\text{max}} = \frac{1}{32\pi\lambda^2} |E_\nu|^2 (AB)^2 |F_0(0, \sigma_a) F_0(0, \sigma_b)|^2$$  \hspace{1cm} (21.3.10)

The direction of maximum gain is not necessarily in the forward direction, but it may be nearby. This happens typically when $\sigma_b > 1.54$. Most designs use the optimum value $\sigma_b = 1$, which does have a maximum in the forward direction. With these caveats in mind, we define the normalized gain:

$$g(\theta, \phi) = \frac{U(\theta, \phi)}{U_{\text{max}}} = \frac{1 + \cos \theta}{2} \left| \frac{F_1(v_\nu, \sigma_a) F_0(v_\nu, \sigma_b)}{F_0(0, \sigma_a) F_0(0, \sigma_b)} \right|^2$$  \hspace{1cm} (21.3.11)

Similarly, the H- and E-plane gains corresponding to $\phi = 0^\circ$ and $\phi = 90^\circ$ are:

$$g_H(\theta) = \left| \frac{1 + \cos \theta}{2} \frac{F_1(v_\nu, \sigma_a)}{F_0(0, \sigma_a)} \right|^2 = g(\theta, 0^\circ), \quad v_\nu = \frac{A}{\lambda} \sin \theta$$

$$g_E(\theta) = \left| \frac{1 + \cos \theta}{2} \frac{F_0(v_\nu, \sigma_b)}{F_0(0, \sigma_b)} \right|^2 = g(\theta, 90^\circ), \quad v_\nu = \frac{B}{\lambda} \sin \theta$$  \hspace{1cm} (21.3.12)

The normalizing values $F_1(0, \sigma_a)$ and $F_0(0, \sigma_b)$ are obtained from Eqs. (F.11) and (F.15) of Appendix F. They are given in terms of the Fresnel function $F(x) = C(x) - J(x)$ as follows:

$$|F_1(0, \sigma_a)|^2 = \frac{1}{\sigma_a^2} \left| F\left(\frac{1}{2\sigma_a} + \sigma_a\right) - F\left(\frac{1}{2\sigma_a} - \sigma_a\right) \right|^2$$

$$|F_0(0, \sigma_b)|^2 = 4 \frac{1}{\sigma_b^2} \left| F(\sigma_b) \right|^2$$

These have the limiting values for $\sigma_a = 0$ and $\sigma_b = 0$:

$$|F_1(0, 0)|^2 = \frac{16}{\pi^2}, \quad |F_0(0, 0)|^2 = 4$$  \hspace{1cm} (21.3.13)

The mainlobe/sidelobe characteristics of the gain functions $g_H(\theta)$ and $g_E(\theta)$ depend essentially on the two functions:

$$f_1(v_\nu, \sigma_a) = \left| \frac{F_1(v_\nu, \sigma_a)}{F_0(0, \sigma_a)} \right|, \quad f_0(v_\nu, \sigma_a) = \left| \frac{F_0(v_\nu, \sigma_b)}{F_0(0, \sigma_b)} \right|$$  \hspace{1cm} (21.3.15)

Fig. 21.3.1 shows how these functions vary for the following values of the $\sigma$-parameters: $\sigma_a = [0, 1.2593, 1.37, 1.4749, 1.54]$ and $\sigma_b = [0, 0.7375, 1.0246, 1.37, 1.54]$.

The values $\sigma_a = 1.2593$ and $\sigma_b = 1.0246$ are the optimum values that maximize the horn directivity (they are close to the commonly used values of $\sigma_a = \sqrt{1.5} = 1.2247$ and $\sigma_b = 1$).

The values $\sigma_a = 1.4749$ and $\sigma_b = \sigma_a/2 = 0.7375$ are the optimum values that achieve the highest directivity for a waveguide and horn that have the same aspect ratio $A/B = 1/2$.

For $\sigma_a = \sigma_b = 0$, the functions reduce to the sinc and double-sinc functions of Eq. (21.3.6). The value $\sigma_a = 1.37$ was chosen because the function $f_0(v_\nu, \sigma_b)$ develops a plateau at the 3-dB level, making the definition of the 3-dB width ambiguous.

The value $\sigma_b = 1.54$ was chosen because $f_0(v_\nu, \sigma_b)$ exhibits a secondary maximum away from $v_\nu = 0$. This maximum becomes stronger as $\sigma_b$ is increased further.

The functions $f_1(v, \sigma_a)$ and $f_0(v, \sigma_a)$ can be evaluated for any vector of $v$-values and any $\sigma$ with the help of the function $\text{diffint}$. For example, the following code computes them over the interval $0 \leq v \leq 4$ for the optimum values $\sigma_a = 1.2593$ and $\sigma_b = 1.0246$, and also determines the 3-dB bandedges with the help of the function $\text{hband}$:

$$\text{sa} = 1.2593; \text{sb} = 1.0246; \quad \nu = 0: 0.01: 4;$$

$$\text{f1} = \text{abs}([\text{diffint}(\nu, \text{sa}, 1) / \text{diffint}(0, \text{sa}, 1)];$$

$$\text{f0} = \text{abs}([\text{diffint}(\nu, \text{sb}, 0) / \text{diffint}(0, \text{sb}, 0));$$

$$\text{va} = \text{hband}((\text{sa}, 1)); \quad \% \text{3-dB bandedge for H-plane pattern}$$

$$\text{vb} = \text{hband}((\text{sb}, 0)); \quad \% \text{3-dB bandedge for E-plane pattern}$$

The mainlobes become wider as $\sigma_a$ and $\sigma_b$ increase. The 3-dB bandedges corresponding to the optimum $\sigma$ are found from $\text{hband}$ to be $v_a = 0.6928$ and $v_b = 0.4737$, and are shown on the graphs.

The 3-dB width in angle $\theta$ can be determined from $v_x = (A/\lambda) \sin \theta$, which gives approximately $\Delta \theta_a = (2v_a)(\lambda/A)$—the approximation being good for $A > 2\lambda$. Thus, in radians and in degrees, we obtain the H-plane and E-plane optimum 3-dB widths:

$$\Delta \theta_a = 1.3856 \frac{\lambda}{A} = 79.390 \frac{\lambda}{A}, \quad \Delta \theta_b = 0.9474 \frac{\lambda}{B} = 54.28^\circ \frac{\lambda}{B}$$  \hspace{1cm} (21.3.16)
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The indicated angles must be replaced by 77.90° and 53.88° if the near-optimum $\sigma$s are used instead, that is, $\sigma_a = 1.2247$ and $\sigma_b = 1.

Because of the 3-dB plateau of $f_0(V_{\text{p}}, \sigma_b)$ at or near $\sigma_b = 1.37$, the function $h_{\text{band}}$ defines the bandedge to be in the middle of the plateau. At $\sigma_b = 1.37$, the computed bandedge is $V_b = 0.9860$, and is shown in Fig. 21.3.1.

The 3-dB bandedges for the parameters $\sigma_a = 1.4749$ and $\sigma_b = 0.7375$ corresponding to aspect ratio of 1/2 are $V_a = 0.8402$ (shown on the left graph) and $V_b = 0.4499$.

The MATLAB function $h_{\text{gain}}$ computes the gains $g_{H}(\theta)$ and $g_{E}(\theta)$ at $N + 1$ equally spaced angles over the interval $[0, \pi/2]$, given the horn dimensions $A, B$ and the parameters $\sigma_a, \sigma_b$. It has usage:

$$[\text{gh, ge, th}] = h_{\text{gain}}(N, A, B, sa, sb);$$

where $\text{gh}$ and $\text{ge}$ are the $H$- and $E$-plane gains, respectively, and $\text{th}$ is the corresponding set of angles.

Example 21.3.1: Fig. 21.3.2 shows the $H$- and $E$-plane gains of a horn with sides $A = 4\lambda$ and $B = 3\lambda$ and for the optimum values of the $\sigma$-parameters. The 3-dB angle widths were computed from Eq. (21.3.16) to be: $\Delta \theta_a = 19.85^\circ$ and $\Delta \theta_b = 18.09^\circ$.

The graphs show also a 3-dB gain circle as it intersects the gain curves at the 3-dB angles, which are $\Delta \theta_a/2$ and $\Delta \theta_b/2$.

![H-plane gain](image)

![E-plane gain](image)

Fig. 21.3.2 $H$- and $E$-plane gains for $A = 4\lambda$, $B = 3\lambda$, and $\sigma_a = 1.2593$, $\sigma_b = 1.0246$.

The essential MATLAB code for generating the left graph was:

```matlab
A = 4; B = 3; N = 200;
[gh, ge, th] = hgain(N, A, B); % calculate gains
Dtha = 79.39/A;
% calculate width $\Delta \theta_a$
dbp(th, gh);
% make polar plot in db
addbwp(Dtha);
% add the 3-dB widths
addcir(3);
% add a 3-dB gain circle
```

We will see later that the gain of this horn is $G = 18.68\, \text{dB}$ and that it can fit on a waveguide with sides $a = \lambda$ and $b = 0.35\lambda$, with an axial length of $R_A = R_b = 3.78\lambda$.

□

21.4 Horn Directivity

The radiated power $P_{\text{rad}}$ is obtained by integrating the Poynting vector of the aperture fields over the horn area. The quadratic phase factors in Eq. (21.2.9) have no effect on this calculation, the result being the same as in the case of a waveguide. Thus,

$$P_{\text{rad}} = \frac{1}{4\pi} |E_0|^2 (A\!B)$$

(21.4.1)

It follows that the horn directivity will be:

$$G = 4\pi \frac{U_{\text{max}}}{\lambda^2} (A\!B) \frac{1}{8} |F_1(0, \sigma_a) F_0(0, \sigma_b)|^2 = \frac{4\pi}{\lambda^2} \frac{\sqrt{G_{\text{GE}}}}{AB}$$

(21.4.2)

where we defined the aperture efficiency $e$ by:

$$e(\sigma_a, \sigma_b) = \frac{1}{8} |F_1(0, \sigma_a) F_0(0, \sigma_b)|^2$$

(21.4.3)

Using the MATLAB function $\text{diffint}$, we may compute $e$ for any values of $\sigma_a, \sigma_b$. In particular, we find for the optimum values $\sigma_a = 1.2593$ and $\sigma_b = 1.0246$:

$$\sigma_a = 1.2593 \Rightarrow |F_1(0, \sigma_a)|^2 \approx \text{diffint}(0, \sigma_a, 1) = 1.2520$$

$$\sigma_b = 1.0246 \Rightarrow |F_0(0, \sigma_b)|^2 \approx \text{diffint}(0, \sigma_b, 0) = 3.1282$$

(21.4.4)

This leads to the aperture efficiency:

$$e = \frac{1}{8} (1.2520) (3.1282) \approx 0.49$$

(21.4.5)

and to the optimum horn directivity:

$$G = 0.49 \frac{4\pi}{\lambda^2} \frac{\sqrt{G_{\text{GE}}}}{AB}$$

(21.4.6)

If we use the near-optimum values of $\sigma_a = \sqrt{1.5}$ and $\sigma_b = 1$, the calculated efficiency becomes $e = 0.51$. It may seem strange that the efficiency is larger for the non-optimum $\sigma_a, \sigma_b$. We will see in the next section that “optimum” does not mean maximizing the efficiency, but rather maximizing the gain given the geometrical constraints of the horn.

The gain-beamwidth product is from Eqs. (21.3.16) and (21.4.6), $p = G \Delta \theta_a \Delta \theta_b = 4\pi (0.49) (1.3856) (0.9474) = 8.083$ rad$^2 = 26.535$ deg$^2$. Thus, in radians and in degrees, we have another instance of (16.3.14):

$$G = \frac{8.083}{\Delta \theta_a \Delta \theta_b} = \frac{26.535}{\Delta \theta_a \Delta \theta_b^2}$$

(21.4.7)

The gain of the $H$-plane sectoral horn is obtained by setting $\sigma_b = 0$, which gives $F_0(0, 0) = 2$. Similarly, the $E$-plane horn is obtained by setting $\sigma_a = 0$, with $F_1(0, 0) = 4/\pi$. Thus, we have:

$$G_H = \frac{4\pi}{\lambda^2} (A\!B) \frac{1}{8} |F_1(0, \sigma_a)|^2 = \frac{2\pi}{\lambda^2} (A\!B) |F_1(0, \sigma_a)|^2$$

(21.4.8)

$$G_E = \frac{4\pi}{\lambda^2} (A\!B) \frac{16}{\pi^2} |F_0(0, \sigma_b)|^2 = \frac{8}{\pi\lambda^2} (A\!B) |F_0(0, \sigma_b)|^2$$
The corresponding aperture efficiencies follow by dividing Eqs. (21.4.8) by \(4\pi AB/\lambda^2\):
\[
e_H(\sigma_a) = e(\sigma_a,0) = \frac{1}{2} |F_1(0,\sigma_a)|^2, \quad e_E(\sigma_b) = e(0,\sigma_b) = \frac{2}{\pi^2} |F_0(0,\sigma_b)|^2
\]

In the limit \(\sigma_a = \sigma_b = 0\), we find \(e = 0.81\), which agrees with Eq. (21.1.13) of the open waveguide case. The MATLAB function \(\text{heff}\) calculates the aperture efficiency \(e(\sigma_a,\sigma_b)\) for any values of \(\sigma_a, \sigma_b\). It has usage:
\[
e = \text{heff}(sa,sb); % \text{horn antenna efficiency}
\]

Next, we discuss the conditions for optimum directivity. In constructing a horn antenna, we have the constraints of (a) keeping the dimensions \(a,b\) of the feeding waveguide small enough so that only the \(TE_{10}\) mode is excited, and (b) maintaining the equality of the axial lengths \(R_A = R_B\) between the waveguide and horn planes, as shown in Fig. 21.2.2. Using Eqs. (21.2.1) and (21.2.8), we have:
\[
R_A = \frac{A - a}{A} R_a = \frac{A(A - a)}{2\lambda \sigma_a^2}, \quad R_B = \frac{B - b}{B} R_b = \frac{B(B - b)}{2\lambda \sigma_b^2} \tag{21.4.9}
\]

Then, the geometrical constraint \(R_A = R_B\) implies:
\[
\frac{A(A - a)}{2\lambda \sigma_a^2} = \frac{B(B - b)}{2\lambda \sigma_b^2} \quad \Rightarrow \quad \frac{A^2}{\sigma_a^2} = \frac{B^2}{\sigma_b^2} = \frac{B(B - b)}{A(A - a)} \tag{21.4.10}
\]

We wish to maximize the gain while respecting the geometry of the horn. For a fixed axial distance \(R_A = R_B\), we wish to determine the optimum dimensions \(A,B\) that will maximize the gain.

The lengths \(R_A, R_B\) are related to the radial lengths \(R_a, R_b\) by Eq. (21.4.9). For \(A \gg a\), the lengths \(R_a\) and \(R_A\) are practically equal, and similarly for \(R_b\) and \(R_B\). Therefore, an almost equivalent (but more convenient) problem is to find \(A,B\) that maximize the gain for fixed values of the radial distances \(R_a, R_b\).

Because of the relationships \(A = \sigma_a \sqrt{2\lambda R_a}\) and \(B = \sigma_b \sqrt{2\lambda R_b}\), this problem is equivalent to finding the optimum values of \(\sigma_a\) and \(\sigma_b\) that will maximize the gain. Replacing \(A,B\) in Eq. (21.4.2), we rewrite \(G\) in the form:
\[
G = \frac{4\pi}{\lambda^2} \left(\sigma_a \sqrt{2\lambda R_a}\right) \left(\sigma_b \sqrt{2\lambda R_b}\right) \left| F_1(0,\sigma_a) F_0(0,\sigma_b) \right|^2, \quad \text{or,}
\]
\[
G = \frac{\pi \sqrt{R_a R_b}}{\lambda} f_a(\sigma_a)f_b(\sigma_b) \tag{21.4.11}
\]

where we defined the directivity functions:
\[
f_a(\sigma_a) = \sigma_a |F_1(0, \sigma_a)|^2, \quad f_b(\sigma_b) = \sigma_b |F_0(0, \sigma_b)|^2 \tag{21.4.12}
\]

These functions are plotted on the left graph of Fig. 21.4.1. Their maxima occur at \(\sigma_a = 1.2593\) and \(\sigma_b = 1.0246\). As we mentioned before, these values are sometimes approximated by \(\sigma_a = \sqrt{1.5} = 1.2244\) and \(\sigma_b = 1\).

An alternative class of directivity functions can be derived by constructing a horn whose aperture has the same aspect ratio as the waveguide, that is,
\[
\frac{B}{A} = \frac{b}{a} = r \tag{21.4.13}
\]

The aspect ratio of a typical waveguide is of the order of \(r = 0.5\), which ensures the largest operating bandwidth in the \(TE_{10}\) mode and the largest power transmitted.

It follows from Eq. (21.4.13) that (21.4.10) will be satisfied provided \(\sigma_b^2/\sigma_a^2 = r^2\), or \(\sigma_b = r\sigma_a\). The directivity (21.4.11) becomes:
\[
G = \frac{\pi \sqrt{R_a R_b}}{\lambda} f_r(\sigma_a) \tag{21.4.14}
\]

where we defined the function:
\[
f_r(\sigma_a) = f_a(\sigma_a)f_b(r\sigma_a) = r \sigma_a^2 |F_1(0, \sigma_a) F_0(0, r\sigma_a)|^2 \tag{21.4.15}
\]

This function has a maximum, which depends on the aspect ratio \(r\). The right graph of Fig. 21.4.1 shows \(f_r(\sigma)\) and its maxima for various values of \(r\). The aspect ratio \(r = 1/2\) is used in many standard guides, \(r = 4/9\) is used in the WR-90 waveguide, and \(r = 2/5\) in the WR-42.

The MATLAB function \(\text{hsigma}\) computes the optimum \(\sigma_a\) and \(\sigma_b = r\sigma_a\) for a given aspect ratio \(r\). It has usage:
\[
[sa, sb] = \text{hsigma}(r); \quad % \text{optimum } \sigma \text{-parameters}
\]

With input \(r = 0\), it outputs the separate optimal values \(\sigma_a = 1.2593\) and \(\sigma_b = 1.0246\). For \(r = 0.5\), it gives \(\sigma_a = 1.4749\) and \(\sigma_b = \sigma_a/2 = 0.7375\), with corresponding aperture efficiency \(e = 0.4743\).

### 21.5 Horn Design

The design problem for a horn antenna is to determine the sides \(A,B\) that will achieve a given gain \(G\) and also fit geometrically with a given waveguide of sides \(a,b\), satisfying
the condition $R_A = R_B$. The two design equations for $A, B$ are then Eqs. (21.4.2) and (21.4.10):

$$G = e^{\frac{4\pi}{\lambda^2} AB}, \quad \frac{\sigma_b^2}{\sigma_a^2} = \frac{B(B-b)}{A(A-a)}$$ (21.5.1)

The design of the constant aspect ratio case is straightforward. Because $\sigma_b = r\sigma_a$, the second condition is already satisfied. Then, the first condition can be solved for $A$, from which one obtains

$$A = \frac{\sqrt{G}}{\lambda \sqrt{\frac{\sigma_b}{4\pi e}}}$$ (21.5.2)

In Eq. (21.5.2), the aperture efficiency $e$ must be calculated from Eq. (21.4.3) with the help of the MATLAB function heff.

For unequal aspect ratios and arbitrary $\sigma_a, \sigma_b$, one must solve the system of equations (21.5.1) for the two unknowns $A, B$. To avoid negative solutions for $B$, the second equation in (21.5.1) can be solved for $B$ in terms of $A, a, b$, thus replacing the above system with:

$$f_1(A, B) = B - \frac{b^2}{4} - \frac{\sigma_b^2}{\sigma_a^2} A(A-a) = 0$$

$$f_2(A, B) = AB - \frac{\lambda^2 G}{4\pi e} = 0$$ (21.5.3)

This system can be solved iteratively using Newton’s method, which amounts to starting with some initial values $A_1, B_1$ and keep replacing them with the corrected values $A_1 + \Delta A$ and $B_1 + \Delta B$, where the corrections are computed from:

$$\begin{bmatrix} \Delta A \\ \Delta B \end{bmatrix} = -M^{-1} \begin{bmatrix} f_1 \\ f_2 \end{bmatrix}$$

where $M$ is given by:

$$M = \begin{bmatrix} -\sigma_b^2 & 2A-a \\ \sigma_a^2 & 2B-b \\ 2B-b - 2f_1 & 1 \\ -\sigma_b^2 & 2A-a \\ \sigma_a^2 & 2B-b \\ 1 & A \end{bmatrix}$$

where we replaced the $2f_1$ term by zero (this is approximately correct near convergence.) Good initial values are obtained by assuming that $A, B$ will be much larger than $a, b$ and therefore, we write Eq. (21.5.1) approximately in the form:

$$G = e^{\frac{4\pi}{\lambda^2} AB}, \quad \frac{\sigma_b^2}{\sigma_a^2} = \frac{B^2}{A^2}$$ (21.5.4)

This system can be solved easily, giving the initial values:

$$A_0 = \lambda \sqrt{\frac{G}{4\pi e \sigma_b}}, \quad B_0 = \lambda \sqrt{\frac{G}{4\pi e \sigma_a}}$$ (21.5.5)

Note that these are the same solutions as in the constant-$r$ case. The algorithm converges extremely fast, requiring about 3-5 iterations. It has been implemented by the MATLAB function hopt with usage:

$$[A, B, R, err] = \text{hopt}(G, a, b, sa, sb); \quad % \text{optimum horn antenna design}$$
$$[A, B, R, err] = \text{hopt}(G, a, b, sa, sb, N); \quad % N \text{ is the maximum number of iterations}$$
$$[A, B, R, err] = \text{hopt}(G, a, b, sa, sb, 0); \quad % \text{outputs initial values only}$$

where $G$ is the desired gain in dB, $a, b$ are the waveguide dimensions. The output $R$ is the common axial length $R = R_A = R_B$. All lengths are given in units of $\lambda$. If the parameters $\sigma_a, \sigma_b$ are omitted, their optimum values are used. The quantity $err$ is the approximation error, and $N$, the maximum number of iterations (default is 10.)

**Example 21.5.1:** Design a horn antenna with gain $18.68$ dB and waveguide sides of $a = \lambda$ and $b = 0.35\lambda$. The following call to hopt,

$$[A, B, R, err] = \text{hopt}(18.68, 1, 0.35);$$

yields the values (in units of $\lambda$: $A = 4, B = 2.9987, R = 3.7834$, and $err = 3.7 \times 10^{-11}$. These are the same as in Example 21.3.1.

**Example 21.5.2:** Design a horn antenna operating at $10$ GHz and fed by a WR-90 waveguide with sides $a = 2.286$ cm and $b = 1.016$ cm. The required gain is $23$ dB ($G = 200$).

**Solution:** The wavelength is $\lambda = 3$ cm. We carry out two designs, the first one using the optimum values $\sigma_a = 1.2593, \sigma_b = 1.0246$, and the second using the aspect ratio of the WR-90 waveguide, which is $r = b/a = 4/9$, and corresponds to $\sigma_d = 1.4982$ and $\sigma_b = 0.6659$. The following MATLAB code calculates the horn sides for the two designs and plots the $E$-plane patterns:

```matlab
la = 3; a = 2.286; b = 1.016; % lengths in cm
G = 200; GdB = 10*log10(G);
[sa1, sb1] = hsigma(0); % optimum $\sigma$ parameters
[A1, B1, R1] = hopt(GdB, a/la, b/la, sa1, sb1); % $A_1, B_1, R_1$ in units of $\lambda$

N = 200; % 201 angles in $0 ^\circ \leq \theta \leq \pi/2$
[gh1, gel1, th] = hgain(N, A1, B1, sa1, sb1); % calculate gains
[gh2, gel2, th] = hgain(N, A2, B2, sa2, sb2, 0); % output initial values
figure; dbp(th, gh1); figure; dbp(th, gel1);
figure; dbp(th, gh2); figure; dbp(th, gel2);

A1 = A1*la; B1 = B1*la; R1 = R1*la; % lengths in cm
A2 = A2*la; B2 = B2*la; R2 = R2*la;
```

The designed sides and axial lengths are in the two cases:
A microstrip antenna is a metallic patch on top of a dielectric substrate that sits on top of a ground plane. Fig. 21.6.1 depicts a rectangular microstrip antenna fed by a microstrip line. It can also be fed by a coaxial line, with its inner and outer conductors connected to the patch and ground plane, respectively.

In this section, we consider only rectangular patches and discuss simple aperture models for calculating the radiation patterns of the antenna. Further details and applications of microstrip antennas may be found in [1700–1707].

The height \( h \) of the substrate is typically of a fraction of a wavelength, such as \( h = 0.05\lambda \), and the length \( L \) is of the order of \( 0.5\lambda \). The structure radiates from the fringing fields that are exposed above the substrate at the edges of the patch.

In the so-called cavity model, the patch acts as resonant cavity with an electric field perpendicular to the patch, that is, along the \( z \)-direction. The magnetic field has vanishing tangential components at the four edges of the patch. The fields of the lowest resonant mode (assuming \( L \geq W \)) are given by:

\[
E_z(x) = -E_0 \sin\left(\frac{\pi x}{L}\right) \quad \text{for} \quad -\frac{L}{2} \leq x \leq \frac{L}{2}
\]

\[
H_y(x) = -H_0 \cos\left(\frac{\pi x}{L}\right) \quad \text{for} \quad -\frac{W}{2} \leq y \leq \frac{W}{2}
\]

where \( H_0 = -JE_0/\eta \). We have placed the origin at the middle of the patch (note that \( E_z(x) \) is equivalent to \( E_0 \cos(\pi x/L) \) for \( 0 \leq x \leq L \).)

It can be verified that Eqs. (21.6.1) satisfy Maxwell’s equations and the boundary conditions, that is, \( H_y(x) = 0 \) at \( x = \pm L/2 \), provided the resonant frequency is:

\[
\omega = \frac{\pi c}{L} \quad \Rightarrow \quad f = \frac{0.5 c}{L} = \frac{0.5 c_0}{L\sqrt{\epsilon_r}}
\]

where \( c = c_0/\sqrt{\epsilon_r} \), \( \eta = \eta_0/\sqrt{\epsilon_r} \), and \( \epsilon_r \) is the relative permittivity of the dielectric substrate. It follows that the resonant microstrip length will be half-wavelength.
The outward normal to the aperture plane is \( \mathbf{n} = \hat{z} \) for all four sides. Therefore, the surface magnetic currents \( J_{ms} = -2\mathbf{n} \times \mathbf{E}_a \) become:

\[
J_{ms} = \begin{cases} 
-\hat{y} \frac{2hE_0}{a} & \text{for sides 1 & 3} \\
\pm\hat{x} \frac{2hE_0}{a} \sin \left( \frac{\pi x}{L} \right) & \text{for sides 2 & 4}
\end{cases}
\] (21.6.5)

The radiated electric field is obtained from Eq. (18.3.4) by setting \( F = 0 \) and calculating \( F_m \) as the sum of the magnetic radiation vectors over the four effective apertures:

\[
E = jk \frac{e^{-jkx}}{4\pi r} \mathbf{r} \times F_m = jk \frac{e^{-jkx}}{4\pi r} \mathbf{r} \times \left[ F_{m1} + F_{m2} + F_{m3} + F_{m4} \right]
\] (21.6.6)

The vectors \( F_m \) are the two-dimensional Fourier transforms over the apertures:

\[
F_m(\theta, \phi) = \int_A J_m(x, y) e^{jkx_x y y} dS
\]

The integration surfaces \( dS = dx dy \) are approximately, \( dS = adx \) for 1 & 3, and \( dS = ady \) for 2 & 4. Similarly, in the phase factor \( e^{jkx_x y y} \), we must set \( x = \pm L/2 \) for sides 1 & 3, and \( y = \pm W/2 \) for sides 2 & 4. Inserting Eq. (21.6.5) into the Fourier integrals and combining the terms for apertures 1 & 3 and 2 & 4, we obtain:

\[
F_{m13} = -\hat{y} \frac{2hE_0}{a} \int_{-W/2}^{W/2} \left( e^{-jkL/2} + e^{jkL/2} \right) e^{jkx y} a dy
\]

\[
F_{m24} = \hat{x} \frac{2hE_0}{a} \int_{-L/2}^{L/2} \left( e^{-jkW/2} - e^{jkW/2} \right) \sin \left( \frac{\pi x}{L} \right) e^{jkx y} a dx
\]

Note that the \( a \) factors cancel. Using Euler’s formulas and the integrals:

\[
\int_{-W/2}^{W/2} e^{jkx y} dy = W \frac{\sin(kyW/2)}{kyW/2}, \quad \int_{-L/2}^{L/2} \sin \left( \frac{\pi x}{L} \right) e^{jkx y} dx = \frac{2jkL^2}{\pi^2} \cos \left( \frac{kL}{L/2} \right)
\]

we find the radiation vectors:

\[
F_{m12} = -\hat{y} 4E_0 h W \cos \left( \frac{\pi y}{\pi y} \right) \sin \left( \frac{\pi y}{\pi y} \right)
\]

\[
F_{m24} = \hat{x} 4E_0 h L \frac{4y \cos \left( \frac{\pi y}{\pi y} \right) \sin \left( \frac{\pi y}{\pi y} \right)}{\pi \left( 1 - 4\pi^2 \right)}
\]

where we defined the normalized wavenumbers as usual:

\[
v_x = \frac{kJL}{2\pi} = \frac{L}{\lambda} \sin \theta \cos \phi
\]

\[
v_y = \frac{kW}{2\pi} = \frac{W}{\lambda} \sin \theta \sin \phi
\] (21.6.8)
From Eq. (E.8) of Appendix E, we have:

\[
\hat{r} \times \hat{y} = \hat{r} \times (\hat{r} \sin \theta \sin \phi + \hat{\theta} \cos \theta \sin \phi + \hat{\phi} \cos \phi) = \hat{\phi} \cos \theta \sin \phi - \hat{\theta} \cos \phi \\
\hat{r} \times \hat{x} = \hat{r} \times (\hat{r} \sin \theta \cos \phi + \hat{\theta} \cos \theta \cos \phi = \hat{\phi} \sin \phi) = \hat{\phi} \cos \theta \cos \phi + \hat{\theta} \sin \phi 
\]

It follows from Eq. (21.6.6) that the radiated fields from sides 1 & 3 will be:

\[
E(\theta, \phi) = -jk \frac{e^{-jkr}}{4\pi r} 4E_0 h W [\hat{\phi} \cos \theta \sin \phi - \hat{\theta} \cos \phi] F(\theta, \phi) 
\]

where we defined the function:

\[
F(\theta, \phi) = \cos (\pi \nu_x \sin \theta \cos \phi) \frac{\sin (\pi \nu_x \sin \theta \cos \phi)}{\nu_x} 
\]

Similarly, we have for sides 2 & 4:

\[
E(\theta, \phi) = jk \frac{e^{-kr}}{4\pi r} 4E_0 h L [\hat{\phi} \cos \theta \cos \phi + \hat{\theta} \sin \phi] f(\theta, \phi) 
\]

\[
f(\theta, \phi) = \frac{4\nu_x \cos (\pi \nu_x \sin \theta \cos \phi)}{\pi (1 - 4\nu_x^2)} \sin (\pi \nu_y) 
\]

The normalized gain is found from Eq. (21.6.9) to be:

\[
g(\theta, \phi) = \frac{|E(\theta, \phi)|^2}{|E_{\text{max}}|^2} = (\cos^2 \theta \sin^2 \phi + \cos^2 \phi) |F(\theta, \phi)|^2 
\]

The corresponding expression for sides 2 & 4, although not normalized, provides a measure for the gain in that case:

\[
g(\theta, \phi) = (\cos^2 \theta \cos^2 \phi + \sin^2 \phi) |f(\theta, \phi)|^2 
\]

The \(E\) and \(H\)-plane gains are obtained by setting \(\phi = 0^\circ\) and \(\phi = 90^\circ\) in Eq. (21.6.12):

\[
\begin{align*}
  g_E(\theta) &= \frac{|E_\theta|^2}{|E_\text{max}|^2} = |\cos (\pi \nu_x \sin \theta) |^2, \quad \nu_x = \frac{L}{\lambda} \sin \theta \\
  g_H(\theta) &= \frac{|E_\phi|^2}{|E_\text{max}|^2} = |\cos \theta \frac{\sin (\pi \nu_y)}{\nu_y} |^2, \quad \nu_y = \frac{W}{\lambda} \sin \theta 
\end{align*} 
\]

Most of the radiation from the microstrip arises from sides 1 & 3. Indeed, \(F(\theta, \phi)\) has a maximum towards broadside, \(\nu_x = \nu_y = 0\), whereas \(f(\theta, \phi)\) vanishes. Moreover, \(f(\theta, \phi)\) vanishes identically for all \(\theta\) and \(\phi = 0^\circ\) (E-plane) or \(\phi = 90^\circ\) (H-plane).

Therefore, sides 2 & 4 contribute little to the total radiation, and they are usually ignored. For lengths of the order of \(L = 0.3\lambda\) to \(L = \lambda\), the gain function (21.6.13) remains suppressed by 7 to 17 dB for all directions, relative to the gain of (21.6.12).
21.7 Parabolic Reflector Antennas

Reflector antennas are characterized by very high gains (30 dB and higher) and narrow main beams. They are widely used in satellite and line-of-sight microwave communications and in radar.

At microwave frequencies, the most common feeds are rectangular, circular, or corrugated horns. Dipole feeds—usually backed by a reflecting plane to enhance their radiation towards the reflector—are used at lower frequencies, typically, up to UHF. Some references on reflector antennas and feed design are [1680–1699].

A typical parabolic reflector, fed by a horn antenna positioned at the focus of the parabola, is shown in Fig. 21.7.1. A geometrical property of parabolas is that all rays originating from the focus get reflected in a direction parallel to the parabola’s axis, that is, the \( z \)-direction.

We choose the origin to be at the focus. An incident ray \( OP \) radiated from the feed at an angle \( \psi \) becomes the reflected ray \( PA \) parallel to the \( z \)-axis. The projection of all the reflected rays onto a plane perpendicular to the \( z \)-axis—such as the \( xy \)-plane—can be considered to be the effective aperture of the antenna. This is shown in Fig. 21.7.2.

Let \( R \) and \( h \) be the lengths of the rays \( OP \) and \( PA \). The sum \( R + h \) represents the total optical path length from the focus to the aperture plane. This length is constant, independent of \( \psi \), and is given by

\[
R + h = 2F \tag{21.7.1}
\]

where \( F \) is the focal length. The length \( 2F \) is the total optical length of the incident and reflected axial rays going from \( O \) to the vertex \( V \) and back to \( O \).

Therefore, all the rays suffer the same phase delay traveling from the focus to the plane. The spherical wave radiated from the feed gets converted upon reflection into a plane wave. Conversely, for a receiving antenna, an incident plane wave gets converted into a spherical wave converging onto the focus.

Using the alternative aperture model shown on the right of Fig. 21.6.2, one obtains identical expressions for the magnetic current densities \( J_{ms} \) along the four sides, and therefore, identical radiation patterns. The integration surfaces are now \( dS = hdy \) for sides 1 & 3, and \( dS = hdx \) for 2 & 4.

The gain from sides 2 & 4 vanishes along the \( vx \) and \( vy \) axes, while its maximum in all directions is \( \sqrt{g} = 0.15 \) or \(-16.5\) dB.

Since \( h = R \cos \psi \), Eq. (21.7.1) can be written in the following form, which is the polar representation of the parabolic surface:

\[
R + R \cos \psi = 2F \quad \Rightarrow \quad R = \frac{2F}{1 + \cos \psi} , \quad \text{or} \tag{21.7.2}
\]

\[
R = \frac{2F}{1 + \cos \psi} = \frac{F}{\cos^2 (\psi/2)} \tag{21.7.3}
\]

The radial displacement \( \rho \) of the reflected ray on the aperture plane is given by \( \rho = R \sin \psi \). Replacing \( R \) from (21.7.3), we find:

\[
\rho = 2F \frac{\sin \psi}{1 + \cos \psi} = 2F \tan \left( \frac{\psi}{2} \right) \tag{21.7.4}
\]
Similarly, using \( R + h = 2F \) or \( F - h = R - F \), we have:

\[
F - h = F \frac{1 - \cos \psi}{1 + \cos \psi} = F \tan^2 \left( \frac{\psi}{2} \right)
\]  

(21.7.5)

It follows that \( h \) and \( \rho \) will be related by the equation for a parabola:

\[
4F(F - h) = \rho^2
\]  

(21.7.6)

In terms of the \( xyz \)-coordinate system, we have \( \rho^2 = x^2 + y^2 \) and \( z = -h \), so that Eq. (21.7.6) becomes the equation for a paraboloid surface:

\[
4F(F + z) = x^2 + y^2
\]  

(21.7.7)

The diameter \( D \), or the radius \( a = D/2 \), of the reflector and its focal length \( F \) determine the maximum angle \( \psi \). It is obtained by setting \( \rho = a \) in Eq. (21.7.4):

\[
a = \frac{D}{2} = 2F \tan \left( \frac{\psi_0}{2} \right) \quad \Rightarrow \quad \frac{\psi_0}{2} = \tan \left( \frac{D}{4F} \right)
\]  

(21.7.8)

Thus, the \( F/D \) ratio determines \( \psi_0 \). For example, if \( F/D = 0.25, 0.35, 0.50 \), then \( \psi_0 = 90^\circ, 71^\circ, 53^\circ \). Practical \( F/D \) ratios are in the range 0.25–0.50.

### 21.8 Gain and Beamwidth of Reflector Antennas

To determine the radiation pattern of a reflector antenna, one may use Eq. (18.4.2), provided one knows the aperture fields \( E_a, H_a \) on the effective aperture projected on the aperture plane. This approach is referred to as the aperture-field method [21].

Alternatively, the current-distribution method determines the current \( J_s \) on the surface of the reflector induced by the incident field from the feed, and then applies Eq. (18.4.1) with \( J_m = 0 \), using the curved surface of the reflector as the integration surface (\( J_m \) vanishes on the reflector surface because there are no tangential electric fields on a perfect conductor.)

The two methods yield slightly different, but qualitatively similar, results for the radiation patterns. The aperture fields \( E_a, H_a \) and the surface current \( J_s \) are determined by geometrical optics considerations based on the assumptions that (a) the reflector lies in the radiation zone of the feed antenna, and (b) the incident field from the feed gets reflected as if the reflector surface is perfectly conducting and locally flat. These assumptions are justified because in practice the size of the reflector and its curvature are much larger than the wavelength \( \lambda \).

We use the polar and azimuthal angles \( \psi \) and \( \chi \) indicated on Fig. 21.7.2 to characterize the direction \( \hat{R} \) of an incident ray from the feed to the reflector surface.

The radiated power from the feed within the solid angle \( d\Omega = \sin \psi \, d\psi \, d\chi \) must be equal upon reflection to the power propagating parallel to the \( z \)-axis and intercepted by the aperture plane through the area \( dA = \rho \, d\rho \, d\chi \), as depicted in Fig. 21.7.1.

Assuming that \( U_{\text{feed}}(\psi, \chi) \) is the feed antenna’s radiation intensity and noting that \( |E_a|^2/2\eta \) is the power density of the aperture field, the power condition reads:

\[
\frac{1}{2\eta} |E_a|^2 d\Omega = U_{\text{feed}}(\psi, \chi) d\Omega \Rightarrow \frac{1}{2\eta} |E_a|^2 \rho \, d\rho = U_{\text{feed}}(\psi, \chi) \sin \psi \, d\psi
\]  

(21.8.1)

where we divided both sides by \( d\chi \). Differentiating Eq. (21.7.4), we have:

\[
d\rho = 2\rho \frac{d\psi}{\cos^2(\psi/2)} - \frac{1}{R} d\psi
\]  

which implies that \( \rho \, d\rho = R^2 \sin \psi \, d\psi \). Thus, solving Eq. (21.8.1) for \( |E_a| \), we find:

\[
|E_a(\rho, \chi)| = \frac{1}{R} \sqrt{2\eta U_{\text{feed}}(\psi, \chi)}
\]  

(21.8.2)

where we think of \( E_a \) as a function of \( \rho = 2F \tan(\psi/2) \) and \( \chi \). Expressing \( R \) in terms of \( \rho \), we have \( R = 2F - h = F + (F - h) = F + \rho^2/4F \). Therefore, we may also write:

\[
|E_a(\rho, \chi)| = \frac{4F}{\rho^2 + 4F} \sqrt{2\eta U_{\text{feed}}(\psi, \chi)}
\]  

(21.8.3)

Thus, the aperture fields get weaker towards the edge of the reflector. A measure of this tapering effect is the edge illumination, that is, the ratio of the electric field at the edge (\( \rho = a \)) and at the center (\( \rho = 0 \)). Using Eqs. (21.7.3) and (21.8.2), we find:

\[
\frac{|E_a(a, \chi)|}{|E_a(0, \chi)|} = \frac{1 + \cos \psi_0}{2} \left( \frac{U_{\text{feed}}(\psi_0, \chi)}{U_{\text{feed}}(0, \chi)} \right)
\]  

(21.8.4)

In Sec. 18.6, we defined the directivity or gain of an aperture by Eq. (18.6.10), which we rewrite in the following form:

\[
G_a = \frac{4\pi U_{\text{max}}}{P_a} \quad \text{(edge illumination)}
\]  

(21.8.5)

where \( P_a \) is the total power through the aperture given in terms of \( E_a \) as follows:

\[
P_a = \frac{1}{2\eta} \int_A |E_a|^2 \, dA = \int_0^{\psi_0} \int_0^{2\pi} U_{\text{feed}}(\psi, \chi) \sin \psi \, d\psi \, d\chi
\]  

(21.8.6)

and we used Eq. (21.8.1). For a reflector antenna, the gain must be defined relative to the total power \( P_{\text{feed}} \) of the feed antenna, that is,

\[
G_{\text{ant}} = \frac{4\pi U_{\text{max}}}{P_{\text{feed}}} = \frac{4\pi U_{\text{max}}}{P_a} \frac{P_a}{P_{\text{feed}}} = G_a e_{\text{spl}}
\]  

(21.8.7)

The factor \( e_{\text{spl}} = P_a/P_{\text{feed}} \) is referred to as the spillover efficiency or loss and represents the fraction of the power \( P_{\text{feed}} \) that actually gets reflected by the reflector antenna. The remaining power from the feed “spills over” the edge of the reflector and is lost.

We saw in Sec. 18.4 that the aperture gain is given in terms of the geometrical area \( A \) of the aperture and the aperture-taper and phase-error efficiencies by:
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\[ G_a = \frac{4\pi A}{\lambda^2} e_{\text{pel}} \]  

(21.8.8)

It follows that the reflector antenna gain can be written as:

\[ G_{\text{ant}} = G_a e_{\text{expl}} = \frac{4\pi A}{\lambda^2} e_{\text{pel}} e_{\text{expl}} \]  

(21.8.9)

The total aperture efficiency is \( e_a = e_{\text{ant}} e_{\text{pel}} e_{\text{expl}} \). In practice, additional efficiency or loss factors must be introduced, such as those due to cross polarization or to partial aperture blockage by the feed.

Of all the loss factors, the ATL and SPL are the primary ones that significantly affect the gain. Their tradeoff is captured by the illumination efficiency or loss, defined to be the product of ATL and SPL, \( e_{\text{ill}} = e_{\text{ant}} e_{\text{spl}} \).

The ATL and SPL may be expressed in terms of the radiation intensity \( U_{\text{feed}}(\psi, \chi) \). Using \( \rho d\rho = R^2 \sin \psi d\psi = \rho R d\psi = 2FR \tan(\psi/2) d\psi \) and Eq. (21.8.2), we have:

\[ |E_a|^2 dA = \sqrt{2\eta U_{\text{feed}} \frac{1}{R^2} 2FR \tan \frac{\psi}{2} d\psi d\chi} = 2F \sqrt{2\eta U_{\text{feed}}} \tan \frac{\psi}{2} d\psi d\chi \]

\[ |E_{\text{expl}}|^2 dA = 2\eta U_{\text{feed}} \frac{1}{R^2} R^2 \sin \psi d\psi d\chi = 2\eta U_{\text{feed}} \sin \psi d\psi d\chi \]

The aperture area is \( A = \pi a^2 = \pi (2F)^2 \tan^2(\psi_0/2) \). Thus, it follows from the definition (18.6.13) that the ATL will be:

\[ e_{\text{at}} = \frac{\int_A |E_a|^2 dA}{\int_A |E_{\text{expl}}|^2 dA} = \frac{(2F)^2 \int_A 2\eta U_{\text{feed}} \tan \frac{\psi}{2} d\psi d\chi}{\pi (2F)^2 \tan^2(\psi_0/2) \int_A 2\eta U_{\text{feed}} \sin \psi d\psi d\chi} \]

or,

\[ e_{\text{at}} = \frac{1}{\pi} \cot^2 \left( \frac{\psi_0}{2} \right) \left[ \frac{\int_{\psi_0}^{\pi/2} U_{\text{feed}}(\psi, \chi) \sin \psi d\psi d\chi}{\int_{\psi_0}^{\pi/2} U_{\text{feed}}(\psi, \chi) \sin \psi d\psi d\chi} \right]^2 \]  

(21.8.10)

Similarly, the spillover efficiency can be expressed as:

\[ e_{\text{spl}} = \frac{P_{\text{cal}}}{P_{\text{feed}}} = \frac{\int_{\psi_0}^{\pi/2} U_{\text{feed}}(\psi, \chi) \sin \psi d\psi d\chi}{\int_{\pi/2}^{\pi} \int_{\psi_0}^{\pi/2} U_{\text{feed}}(\psi, \chi) \sin \psi d\psi d\chi} \]  

(21.8.11)

where we replaced \( P_{\text{feed}} \) by the integral of \( U_{\text{feed}} \) over all solid angles. It follows that the illumination efficiency \( e_{\text{ill}} = e_{\text{at}} e_{\text{spl}} \) will be:

\[ e_{\text{ill}} = \frac{1}{\pi} \cot^2 \left( \frac{\psi_0}{2} \right) \left[ \frac{\int_{\psi_0}^{\pi/2} U_{\text{feed}}(\psi, \chi) \sin \psi d\psi d\chi}{\int_{\psi_0}^{\pi/2} U_{\text{feed}}(\psi, \chi) \sin \psi d\psi d\chi} \right]^2 \]  

(21.8.12)

An example of a feed pattern that approximates practical patterns is the following azimuthally symmetric radiation intensity [21]:

\[ U_{\text{feed}}(\psi, \chi) = \begin{cases} U_0 \cos^4 \psi, & \text{if } 0 \leq \psi \leq \frac{\pi}{2} \\ 0, & \text{if } \frac{\pi}{2} < \psi \leq \pi \end{cases} \]  

(21.8.13)

For this example, the SPL, ATL, and ILL can be computed in closed form:

\[ e_{\text{spl}} = 1 - \cos^5 \psi_0 \]

\[ e_{\text{at}} = 40 \cos^2 (\psi_0/2) \left[ \sin^4 (\psi_0/2) + \ln(\cos(\psi_0/2)) \right]^2 / (1 - \cos^5 \psi_0) \]

\[ e_{\text{ill}} = 40 \cos^2 (\psi_0/2) \left[ \sin^4 (\psi_0/2) + \ln(\cos(\psi_0/2)) \right]^2 \]

The edge illumination is from Eq. (21.8.4):

\[ |E_a(\psi_0)/E_a(0)| = \frac{1 + \cos \psi_0}{2} \cos^2 \psi_0 \]  

(21.8.15)

Fig. 21.8.1 shows a plot of Eqs. (21.8.14) and (21.8.15) versus \( \psi_0 \). The ATL is a decreasing and the SPL an increasing function of \( \psi_0 \). The product \( e_{\text{ill}} e_{\text{at}} e_{\text{spl}} \) reaches the maximum value of 0.82 at \( \psi_0 = 53.1^\circ \). The corresponding edge illumination is 0.285 or 10.9 dB. The \( F/D \) ratio is \( \cot(\psi_0/2)/4 = 0.498 \).
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Fig. 21.8.1 Tradeoff between ATL and SPF.

This example gives rise to the rule of thumb that the best tradeoff between ATL and SPL for parabolic reflectors is achieved when the edge illumination is about 0 dB.

The value 0.82 for the efficiency is an overestimate. Taking into account other losses, the aperture efficiency of practical parabolic reflectors is typically of the order of 0.55–0.65. Expressing the physical area in terms of the diameter \( D \), we can summarize the gain of a parabolic antenna:

\[ G = e_a \frac{4\pi A}{\lambda^2} = e_a \left( \frac{\pi D}{\lambda} \right)^2, \]  

with \( e_a = 0.55-0.65 \)  

(21.8.16)
As we discussed in Sec. 16.3, the 3-dB beamwidth of a reflector antenna with diameter $D$ can be estimated by rule of thumb [1692]:

$$\Delta \theta_{3\text{dB}} = 70^\circ \frac{\lambda}{D} \quad (21.8.17)$$

The beamwidth depends also on the edge illumination. Typically, as the edge attenuation increases, the beamwidth widens and the sidelobes decrease. By studying various reflector sizes, types, and feeds Komen [1693] arrived at the following improved approximation for the 3-dB width, which takes into account the edge illumination:

$$\Delta \theta_{3\text{dB}} = (1.05^\circ A_{\text{edge}} + 55.95^\circ) \frac{\lambda}{D} \quad (21.8.18)$$

where $A_{\text{edge}}$ is the edge attenuation in dB, that is, $A_{\text{edge}} = -20 \log_{10} \left[ |E_a(\psi_0)| / |E_a(0)| \right]$. For example, for $A_{\text{edge}} = 11$ dB, the angle factor becomes $67.5^\circ$.

### 21.9 Aperture-Field and Current-Distribution Methods

In the previous section, we used energy flow considerations to determine the magnitude $|E_a|$ of the aperture field. To determine its direction and phase, we need to start from the field radiated by the feed antenna and trace its path as it propagates as a spherical wave to the reflector surface, gets reflected there, and then propagates as a plane wave along the z-direction to the aperture plane.

Points on the reflector surface will be parametrized by the spherical coordinates $R, \psi, \chi$ as shown in Figs. 21.7.1 and 21.7.2, and points in the radiation zone of the reflector antenna, by the usual $r, \theta, \phi$.

Let $\hat{R}, \hat{\psi}, \hat{\chi}$ be the unit vectors in the $R, \psi, \chi$ directions. The relationships of $R, \psi, \chi$ to the conventional polar coordinates of the $x'y'z'$ coordinate system are: $R = r'$, $\psi = \theta'$, but $\chi = -\phi'$, so that the unit vectors are $\hat{R} = \hat{r}'$, $\hat{\psi} = \hat{\theta}'$, and $\hat{\chi} = -\hat{\phi}'$. (The primed system has $\hat{x}' = \hat{x}, \hat{y}' = -\hat{y},$ and $\hat{z}' = \hat{z}$.) In terms of the unprimed system:

$$\begin{align*}
\hat{R} &= \hat{x} \sin \psi \cos \chi + \hat{y} \sin \psi \sin \chi - \hat{z} \cos \psi \\
\hat{\psi} &= \hat{x} \cos \psi \cos \chi + \hat{y} \cos \psi \sin \chi + \hat{z} \sin \psi \\
\hat{\chi} &= -\hat{x} \sin \chi + \hat{y} \cos \chi
\end{align*} \quad (21.9.1)$$

and conversely,

$$\begin{align*}
\hat{x} &= \hat{R} \sin \psi \cos \chi + \hat{\psi} \cos \psi \cos \chi - \hat{\chi} \sin \chi \\
\hat{y} &= \hat{R} \sin \psi \sin \chi + \hat{\psi} \cos \psi \sin \chi + \hat{\chi} \cos \chi \\
\hat{z} &= -\hat{R} \cos \psi + \hat{\psi} \sin \psi
\end{align*} \quad (21.9.2)$$

Because the reflector is assumed to be in the radiation zone of the feed, the most general field radiated by the feed, and incident at the point $R, \psi, \chi$ on the reflector surface, will have the form:

$$E_i = \frac{e^{-jkR}}{R} f_i(\psi, \chi) \quad \text{(incident field)} \quad (21.9.3)$$

Because of the requirement $\hat{R} \cdot E_i = 0$, the vector function $f_i$ must satisfy $\hat{R} \cdot f_i = 0$. As expected for radiation fields, the radial dependence on $\psi, \chi$. The corresponding magnetic field will be:

$$H_i = \frac{1}{\eta} \hat{R} \times E_i = \frac{1}{\eta} \frac{e^{-jkR}}{R} \hat{R} \times f_i(\psi, \chi) \quad (21.9.4)$$

The feed’s radiation intensity $U_{\text{feed}}$ is related to $f_i$ through the definition:

$$U_{\text{feed}}(\psi, \chi) = R^2 \frac{1}{2\eta} |E_i|^2 = \frac{1}{2\eta} |f_i(\psi, \chi)|^2 \quad (21.9.5)$$

Assuming that the incident field is reflected locally like a plane wave from the reflector’s perfectly conducting surface, it follows that the reflected fields $E_r, H_r$ must satisfy the following relationships, where where $\hat{n}$ is the normal to the reflector:

$$\begin{align*}
\hat{n} \times E_r &= -\hat{n} \times E_i, & \hat{n} \cdot E_r &= \hat{n} \cdot E_i \\
\hat{n} \times H_r &= \hat{n} \times H_i, & \hat{n} \cdot H_r &= \hat{n} \cdot H_i
\end{align*} \quad (21.9.6)$$

These imply that $|E_r| = |E_i|$, $|H_r| = |H_i|$, and that:

$$\begin{align*}
E_r &= -E_i + 2\hat{n}(\hat{n} \cdot E_i) \\
H_r &= H_i - 2\hat{n}(\hat{n} \cdot H_i)
\end{align*} \quad (21.9.7)$$

Thus, the net electric field $E_i + E_r$ is normal to the surface. Fig. 21.9.1 depicts these geometric relationships, assuming for simplicity that $E_i$ is parallel to $\hat{\psi}$.

![Fig. 21.9.1 Geometric relationship between incident and reflected electric fields.](image-url)

The proof of Eq. (21.9.7) is straightforward. Indeed, using $\hat{n} \times (E_i + E_r) = 0$ and the BAC-CAB rule, we have:

$$0 = (\hat{n} \times (E_i + E_r)) \times \hat{n} = E_i + E_r - \hat{n}(\hat{n} \cdot E_i + \hat{n} \cdot E_r) = E_i + E_r - \hat{n}(2 \hat{n} \cdot E_i)$$

It follows now that the reflected field at the point $(R, \psi, \chi)$ will have the form:

$$E_r = \frac{e^{-jkR}}{R} f_r(\psi, \chi) \quad \text{(reflected field)} \quad (21.9.8)$$
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where \( f_r \) satisfies \( |f_r| = |f_i| \) and:

\[
\hat{f}_r = -f_i + 2\hat{n}(\hat{n} \cdot f_i)
\]  

(21.9.9)

The condition \( \hat{R} \cdot f_i = 0 \) implies that \( \hat{z} \cdot f_r = 0 \), so that \( f_r \) and \( E_r \) are perpendicular to the z-axis, and parallel to the aperture plane. To see this, we note that the normal \( \hat{n} \), bisecting the angle \( \angle OPA \) in Fig. 21.9.1, will form an angle of \( \psi/2 \) with the z-axis, so that \( \hat{z} \cdot \hat{n} = \cos(\psi/2) \). More explicitly, the vector \( \hat{n} \) can be expressed in the form:

\[
\hat{n} = -\hat{R} \cos \frac{\psi}{2} + \hat{\psi} \sin \frac{\psi}{2} = \hat{z} \cos \frac{\psi}{2} - (\cos \chi + \hat{y} \sin \chi) \sin \frac{\psi}{2}
\]  

(21.9.10)

Then, using Eq. (21.9.2), it follows that:

\[
\hat{z} \cdot f_r = -\hat{z} \cdot f_i + 2(\hat{z} \cdot \hat{n})(\hat{n} \cdot f_i)
\]

\[
= -(-\hat{R} \cos \psi + \hat{\psi} \sin \psi) \cdot f_i + 2 \cos \frac{\psi}{2} (-\hat{R} \cos \frac{\psi}{2} + \hat{\psi} \sin \frac{\psi}{2}) \cdot f_i
\]

\[
= - (\hat{\psi} \cdot f_i) \left[ \sin \psi - 2 \cos \frac{\psi}{2} \sin \frac{\psi}{2} \right] = 0
\]

Next, we obtain the aperture field \( E_a \) by propagating \( E_r \) as a plane wave along the z-direction by a distance \( h \) to the aperture plane:

\[
E_a = e^{-jkR}f_r = e^{-jk(R+h)}f_r(\psi, \chi)
\]

But for the parabola, we have \( R + h = 2F \). Thus, the aperture field is given by:

\[
E_a = \frac{e^{-2jkF}}{R} f_a(\psi, \chi)
\]  

(21.9.11)

where we defined \( f_a = f_r \), so that:

\[
f_a = -f_i + 2\hat{n}(\hat{n} \cdot f_i)
\]  

(21.9.12)

Because \( |f_a| = |f_r| = |f_i| = \sqrt{2\eta U_{\text{feed}}} \), it follows that Eq. (21.9.11) is consistent with Eq. (21.8.2). As plane waves propagating in the z-direction, the reflected and aperture fields are Huygens sources. Therefore, the corresponding magnetic fields will be:

\[
\hat{H}_r = \frac{1}{\eta} \hat{z} \times \hat{E}_r, \quad \hat{H}_a = \frac{1}{\eta} \hat{z} \times \hat{E}_a
\]

The surface currents induced on the reflector are obtained by noting that the total fields are \( E_i + E_r = 2\hat{n}(\hat{n} \cdot E_i) \) and \( H_i + H_r = 2\hat{n}(\hat{n} \cdot H_i) \). Thus, we have:

\[
J_s = \hat{n} \times (H_i + H_r) = 2 \hat{n} \times H_i = \frac{2}{\eta} e^{-jkR} \hat{R} \times f_i
\]

\[
J_m = -\hat{n} \times (E_i + E_r) = 0
\]


21.10 Radiation Patterns of Reflector Antennas

The radiation patterns of the reflector antenna are obtained either from the aperture fields \( E_a, H_a \) integrated over the effective aperture using Eq. (18.4.2), or from the currents \( f_s \) and \( J_m = 0 \) integrated over the curved reflector surface using Eq. (18.4.1).

We discuss in detail only the aperture-field case. The radiation fields at some large distance \( r \) in the direction defined by the polar angles \( \theta, \phi \) are given by Eq. (18.3.3). The unit vector \( \hat{r} \) in the direction of \( \theta, \phi \) is shown in Fig. 21.7.2. We have:

\[
E_\theta = jk \frac{e^{-jkR}}{2\pi r} \left[ f_x \cos \phi + f_y \sin \phi \right]
\]

(21.10.1)

\[
E_\phi = jk \frac{e^{-jkR}}{2\pi r} \left[ f_y \cos \phi - f_x \sin \phi \right]
\]

where the vector \( f = \hat{x} f_x + \hat{y} f_y \) is the Fourier transform over the aperture:

\[
f(\theta, \phi) = \int_0^{2\pi} \int_0^\theta E_a(\rho, \chi) e^{jk \rho \hat{r} \cdot \hat{r}'} d\rho d\chi
\]

(21.10.2)

The vector \( \rho' \) lies on the aperture plane and is given in cylindrical coordinates by \( \rho' = \rho \hat{\rho} = (\rho \cos \chi + \hat{y} \sin \chi) \). Thus,

\[
k \cdot \rho' = k \rho' (\rho \cos \phi \sin \theta + \hat{y} \sin \phi \sin \theta + \hat{z} \cos \theta) \cdot (\rho \cos \chi + \hat{y} \sin \chi)
\]

\[
= k \rho' \sin \theta (\cos \phi \cos \chi + \sin \phi \sin \chi) = k \rho' \sin \theta (\cos \phi - \chi)
\]

It follows that:

\[
f(\theta, \phi) = \int_0^{2\pi} \int_0^\theta E_a(\rho, \chi) e^{jk \rho \sin \theta \cos(\phi - \chi)} \rho d\rho d\chi
\]

(21.10.3)

We may convert this into an integral over the feed angles \( \psi, \chi \) by using Eq. (21.9.11) and \( d\rho = R d\psi, \rho = 2F \tan(\psi/2) \), and \( d\rho \times d\psi = 2FR \tan(\psi/2) d\psi \). Then, the 1/R factor in \( E_a \) is canceled, resulting in:

\[
f(\theta, \phi) = 2F e^{-jkF} \int_0^{\psi/2} \int_0^{2\pi} f_a(\psi, \chi) e^{2jkF \tan(\psi/2) \sin \theta \cos(\phi - \chi)} \cos \frac{\psi}{2} d\psi d\chi
\]

(21.10.4)

Given a feed pattern \( f_i(\psi, \chi) \), the aperture pattern \( f_a(\psi, \chi) \) is determined from Eq. (21.12.1) and the integrations in (21.10.4) are done numerically.

Because of the condition \( \hat{R} \cdot f_i = 0 \), the vector \( f_i \) will have components only along the \( \hat{\psi} \) and \( \hat{\chi} \) directions. We assume that \( f_i \) has the following more specific form:

\[
f_i = \hat{\psi} F_1 \sin \chi + \hat{\chi} F_2 \cos \chi \quad (\gamma\text{-polarized feeds})
\]

(21.10.5)

where \( F_1, F_2 \) are functions of \( \psi, \chi \), but often assumed to be functions only of \( \psi \), representing the patterns along the principal planes \( \chi = 90^\circ \) and \( \chi = 0^\circ \).

Such feeds are referred to as "\( \gamma \)-polarized" and include \( \gamma \)-directed dipoles, and waveguides and horns in which the electric field on the horn aperture is polarized along
the $y$ direction (the x-polarized case is obtained by a rotation, replacing $\chi$ by $\chi + 90^\circ$.) Using Eqs. (21.9.1) and (21.9.10), the corresponding pattern $f_a$ can be worked out:

$$f_a = -\hat{y}[F_1 \sin^2 \chi + F_2 \cos^2 \chi] - \hat{z}[F_1 - F_2] \cos \chi \sin \chi$$  (21.10.6)

If $F_1 = F_2$, we have $f_a = -\hat{y} F_1$. But if $F_1 \neq F_2$, the aperture field $E_a$ develops a "cross-polarized" component along the x direction. Various definitions of cross-polarization have been discussed by Ludwig [1698].

As examples, we consider the cases of a y-directed Hertzian dipole feed, and waveguide and horn feeds. Adapting their radiation patterns given in Sections 17.2, 21.1, and 21.3, to the $R, \psi, \chi$ coordinate system, we obtain the following feed patterns, which are special cases of (21.10.5):

$$f_1(\psi, \chi) = F_d(\psi \cos \psi \sin \chi + \hat{\chi} \cos \chi)$$ (dipole feed)  (21.10.7)

$$f_1(\psi, \chi) = F_w(\psi, \chi) (\psi \sin \chi + \hat{\chi} \cos \chi)$$ (waveguide feed)

$$f_1(\psi, \chi) = F_h(\psi, \chi) (\psi \sin \chi + \hat{\chi} \cos \chi)$$ (horn feed)

where $F_d$ is the constant $F_d = -j 2n_0 \lambda / 2\lambda$, and $F_w, F_h$ are given by:

$$F_w(\psi, \chi) = \frac{jaB E_0}{\pi \lambda} \left(1 + \cos \psi \right) \frac{\sin (\pi \psi)}{1 - 4v^2}$$  (21.10.8)

$$F_h(\psi, \chi) = \frac{jaB E_0}{8\lambda} \left(1 + \cos \psi \right) \psi F_0(\psi, \sigma_B)$$

where $I, l$ are the current and length of the Hertzian dipole, $a, b$ and $A, B$ are the dimensions of the waveguide and horn apertures, and $\psi = (a/\lambda) \sin \psi \cos \chi, \psi = (b/\lambda) \sin \psi \sin \chi \hat{\chi}$ for the waveguide, and $\psi = (A/\lambda) \sin \psi \cos \chi, \psi = (B/\lambda) \sin \psi \sin \chi \hat{\chi}$ for the horn, and $F_1, F_0$ are the horn pattern functions defined in Sec. 21.3. The corresponding aperture patterns $f_a$ are in the three cases:

$$f_a(\psi, \chi) = -\hat{y} F_d [\cos \psi \sin^2 \chi + \cos^2 \chi] - \hat{z} F_d [\cos \psi - 1] \sin \chi \cos \chi]$$  (21.10.9)

$$f_a(\psi, \chi) = -\hat{y} F_w(\psi, \chi)$$

$$f_a(\psi, \chi) = -\hat{y} F_h(\psi, \chi)$$

In the general case, a more convenient form of Eq. (21.10.6) is obtained by writing it in terms of the sum and difference patterns:

$$A = \frac{F_1 + F_2}{2}, \quad B = \frac{F_1 - F_2}{2} \quad \leftrightarrow \quad F_1 = A + B, \quad F_2 = A - B$$  (21.10.10)

Using some trigonometric identities, we may write (21.10.6) in the form:

$$f_a = -\hat{y} (A - B \cos 2\chi) - \hat{z} (B \sin 2\chi)$$  (21.10.11)

In general, $A, B$ will be functions of $\psi, \chi$ (as in the waveguide and horn cases.) If we assume that they are functions only of $\psi$, then the $\chi$-integration in the radiation pattern integral (21.10.4) can be done explicitly leaving an integral over $\psi$ only. Using (21.10.11) and the Bessel-function identities,

$$\int_0^{2\pi} e^{j u \cos (\phi - \psi)} \left[ \cos n \chi \sin \chi \right] d\chi = 2\pi j^n \left[ \cos n \phi \sin \phi \right] f_n(u)$$  (21.10.12)

we obtain:

$$f(\theta, \phi) = -\hat{y} [f_a(\theta) - f_B(\theta) \cos 2\phi] - \hat{z} [f_B(\theta) \sin 2\phi]$$  (21.10.13)

where the functions $f_A(\theta)$ and $f_B(\theta)$ are defined by:

$$f_A(\theta) = 4\pi F e^{-2j k R} \int_0^{\psi_0} A(\psi) f_0 \left(\frac{4\pi F}{\lambda} \tan \frac{\psi}{2} \sin \theta \right) \tan \frac{\psi}{2} d\psi$$  (21.10.14)

$$f_B(\theta) = 4\pi F e^{-2j k R} \int_0^{\psi_0} B(\psi) f_2 \left(\frac{4\pi F}{\lambda} \tan \frac{\psi}{2} \sin \theta \right) \tan \frac{\psi}{2} d\psi$$

Using Eq. (21.10.13) and some trigonometric identities, we obtain:

$$f_x \cos \phi + f_y \sin \phi = -(f_A + f_B) \sin \phi$$

$$f_x \cos \phi - f_y \sin \phi = -(f_A - f_B) \cos \phi$$

It follows that the radiation fields (21.10.1) are given by:

$$E_\theta = -\frac{e^{-j k r}}{\lambda r} \left[1 + \cos \theta \right] [f_A(\theta) + f_B(\theta)] \sin \phi$$  (21.10.15)

$$E_\phi = -\frac{e^{-j k r}}{\lambda r} \left[1 + \cos \theta \right] [f_A(\theta) - f_B(\theta)] \cos \phi$$

**Example 21.10.1: Parabolic Reflector with Hertzian Dipole Feed.** We compute numerically the gain patterns for a y-directed Hertzian dipole feed. We take $F = 10\lambda$ and $D = 40\lambda$, so that $F/D = 0.25$ and $\psi_0 = 90^\circ$. These choices are similar to those in [1696]. Ignoring the constant $F_d$ in (21.10.7), we have $F_1(\psi) = \cos \psi$ and $F_2(\psi) = 1$. Thus, the sum and difference patterns are $A(\psi) = (\cos \psi + 1)/2$ and $B(\psi) = (\cos \psi - 1)/2$. Up to some overall constants, the required gain integrals will have the form:

$$f_A(\theta) = \int_0^{\psi_0} A(\psi, \theta) d\psi, \quad f_B(\theta) = \int_0^{\psi_0} B(\psi, \theta) d\psi$$  (21.10.16)

where

$$A(\psi, \theta) = (1 + \cos \psi) J_0 \left(\frac{4\pi F}{\lambda} \tan \frac{\psi}{2} \sin \theta \right) \tan \frac{\psi}{2}$$  (21.10.17)

$$B(\psi, \theta) = (1 - \cos \psi) J_2 \left(\frac{4\pi F}{\lambda} \tan \frac{\psi}{2} \sin \theta \right) \tan \frac{\psi}{2}$$

The integrals are evaluated numerically using Gauss-Legendre quadrature integration, which approximates an integral as a weighted sum [1790]:

$$f_A(\theta) = \sum_{i=1}^N w_i A(\psi_i, \theta) = w^T A$$
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where \( w_i \), \( q_i \) are the Gauss-Legendre weights and evaluation points within the integration interval \([0, q_0]\), where \( F_A \) is the column vector with \( i \)-th component \( F_A(q_i, \theta) \).

For higher accuracy, this interval may be subdivided into a number of subintervals, the quantities \( w_i \), \( q_i \) are then determined on each subinterval, and the total integral is evaluated as the sum of the integrals over all the subintervals.

We have written a MATLAB function, \texttt{quadrs}, that determines the quantities \( w_i \), \( q_i \) over all the subintervals. It is built on the function \texttt{quadr}, which determines the weights over a single interval.

\textbf{Example 21.10.2: Parabolic Reflector with Waveguide Feed.} We calculate the reflector radiation patterns for a waveguide feed radiating in the TE\(_{0}\) mode with a \( y \)-directed electric field.

The feed pattern was given in Eq. (21.10.7). Ignoring some overall constants, we have with \( v_x = (a/\lambda) \sin \psi \cos \chi \) and \( v_y = (b/\lambda) \sin \psi \sin \chi \):

\[
f_i = \left(1 + \cos \psi \right) \frac{\cos(\pi v_x)}{1 - 4v_x^2} \frac{\sin(\pi v_y)}{\pi v_y} (\psi \sin \chi + \chi \cos \chi)
\]

To avoid the double integration in the \( \psi \) and \( \chi \) variables, we follow Jones’ procedure [1696] of choosing the \( a, b \) such that the \( E \)- and \( H \)-plane illuminations of the paraboloid are essentially identical. This is accomplished when \( a \) is approximately \( a = 1.37b \). Then, the above feed pattern may be simplified by replacing it by its \( E \)-plane pattern:

\[
f_i = \left(1 + \cos \psi \right) \frac{\sin(\pi v_y)}{\pi v_y} (\psi \sin \chi + \chi \cos \chi)
\]

The radiated field is given by Eq. (21.10.15) with a normalized gain:

\[
g(\theta) = \left| \frac{1 + \cos \theta}{2} \frac{f_A(\theta)}{f_A(\theta)} \right|^2
\]

where \( f_A(\theta) \) is defined up to a constant by Eq. (21.10.14):

\[
f_A(\theta) = \int_0^{\psi_0} A(\psi) \left( \frac{4\pi F}{\lambda} \tan \frac{\psi \sin \theta}{2} \right) \frac{\sin(\pi b \sin \psi / \lambda)}{\pi b \sin \psi / \lambda} \frac{\sin \theta}{\lambda} d\psi
\]

We choose a parabolic antenna with diameter \( D = 40 \lambda \) and subtended angle of \( \psi_0 = 60^\circ \), so that \( F = D \cot(\psi_0/2) = 17.3205 \lambda \). The length \( b \) of the waveguide is chosen such as to achieve an edge illumination of \(-11\) dB on the paraboloid. This gives the condition on \( b \), where the extra factor of \((1 + \cos \psi)\) arises from the space attenuation factor \( 1/R \):

\[
\frac{|E_i(\psi)|^2}{|E_0(0)|^2} = \left| \frac{1 + \cos \psi_0}{2} \right|^2 \left| \frac{\sin(\pi b \sin \psi_0 / \lambda)}{\pi b \sin \psi_0 / \lambda} \right|^2 = 10^{-11/20} = 0.2818
\]

It has solution \( b = 0.6958 \lambda \) and therefore, \( a = 1.37b = 0.9533 \lambda \). The illumination efficiency given in Eq. (21.8.12) may be taken to be a measure of the overall aperture efficiency of the reflector. Because \( 2\eta U_{\text{feed}} = |f_i|^2 = |f_A|^2 = |A(\psi)|^2 \), the integrals in (21.8.12) may be calculated numerically, giving \( e_a = 0.71 \) and a gain of \( 40.5 \) dB.

The pattern function \( f_A(\theta) \) may be calculated numerically as in the previous example. The left graph in Fig. 21.10.2 shows the \( E \)- and \( H \)-plane illumination patterns versus \( \psi \) of the actual feed given by (21.10.18), that is, the normalized gains:

\[
g_E(\psi) = \left| \frac{1 + \cos \psi}{2} \frac{\sin(\pi b \sin \psi / \lambda)}{\pi b \sin \psi / \lambda} \right|^2
\]

\[
g_H(\psi) = \left| \frac{1 + \cos \psi}{2} \frac{\cos(\pi a \sin \psi / \lambda)}{1 - 4(\pi a \sin \psi / \lambda)^2} \right|^2
\]
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Fig. 21.10.2 Feed illumination and reflector radiation patterns.

They are essentially identical provided \( a = 1.37b \) (the graph actually plots the square roots of these quantities.) The right graph shows the calculated radiation pattern \( g(\theta) \) (or, rather its square root) of the paraboloid.

The following MATLAB code solves (21.10.23) for \( b \), and then calculates the illumination pattern and the reflector pattern:

```matlab
F = 17.3205; D = 40; psi0 = 2*acot(4*F/D); \[
\% psi0 = 60^\circ
\]
f = inline('(1+cos(x)).^2/4 * abs(sinc(b*sin(x))) - \lambda', 'b', 'x', 'A');
Aedge = 11;
b = fzero(f, 0.8, optimset('display','off'), psi0, 10^(-Aedge/20));
a = 1.37*b;
psi = linspace(-psi0, psi0, 201); ps = psi * 180/pi;
gE = abs((1+cos(psi)).^2/4 .* sinc(b*sin(psi)));
gH = abs((1+cos(psi)).^2/4 .* dsinc(a*sin(psi)));
figure; plot(ps,gE,'-', ps,gH,'--');
[w,psi] = quadrs(linspace(0, psi0, 5)); \[
\% the pattern A(\psi)
\]
thd = linspace(0, 251); th = thd*pi/180;
for i=1:length(th),
    u = 4*pi*f*abs(sin(th(i)));
    FA = A .* besselj(0, u*t) .* t;
    FA(i) = w' * FA;
end
g = abs((1+cos(th)) .* FA); g = g/max(g);
figure; plot(-thd,g,'-', thd,g);\]

They are seen to be almost identical. The right graph shows the reflector radiation pattern computed numerically as in the previous example. The following MATLAB code illustrates this computation:

```matlab
[w,psi] = quadrs(linspace(0, psi0, 5)); \[
\% 4 subintervals in [0, psi0]
\]
s = sin(psi); c = cos(psi); t = tan(psi/2);
A = (1+c) .* sinc(b*s);
ths = linspace(0, 8, 251); th = ths*pi/180;
for i=1:length(th),
    u = 4*pi*f*abs(sin(th(i)));
    FA = A .* besselj(0, u*t) .* t;
    FA(i) = w' * FA;
end
g = abs((1+cos(th)) .* FA); g = g/max(g);
figure; plot(-ths,g,'-', ths,g);\]

The 3-dB width was calculated from Eq. (21.8.18) and is placed on the graph. The angle factor was \( 1.05A_{\text{edge}} + 55.95 = 67.5 \), so that \( \Delta \theta_{\text{dB}} = 67.5 \lambda / D = 67.5 / 40 = 1.69^\circ \). The gain-beamwidth product is

\[
p = G(\Delta \theta_{\text{dB}})^2 = 10^{0.495/10} (1.69^\circ)^2 \quad 32.046 \text{ deg}^2.
\]

**Example 21.10.3: Parabolic Reflector with Horn Feed.** Fig. 21.10.3 shows the illumination and reflector patterns if a rectangular horn antenna feed is used instead of a waveguide. The design requirements were again that the edge illumination be -11 dB and that \( D = 40 \lambda \) and \( \psi_0 = 60^\circ \). The illumination pattern is (up to a scale factor):

\[
f_i = (1 + \cos \psi) F_i(v_a, \sigma_a) F_0(v_b, \sigma_b) \left( \hat{\psi} \sin \chi + \hat{x} \cos \chi \right)
\]

The \( E \) - and \( H \)-plane illumination patterns are virtually identical over the angular range \( 0 \leq \psi \leq \psi_0 \), provided one chooses the horn sides such that \( A = 1.48 \lambda \). Then, the illumination field may be simplified by replacing it by the \( E \)-plane pattern and the length \( B \) is determined by requiring that the edge illumination be -11 dB. Therefore, we work with:

\[
f_i = (1 + \cos \psi) F_0(v_b, \sigma_b) \left( \hat{\psi} \sin \chi + \hat{x} \cos \chi \right), \quad v_y = \frac{B}{\lambda} \sin \psi
\]

Then, \( A(\psi) = (1 + \cos \psi) F_0(v_b, \sigma_b) \) and \( B(\psi) = 0 \) for the sum and difference patterns. The edge illumination condition reads now:

\[
\left( \frac{1 + \cos \psi_0}{2} \right)^2 \left| \frac{F_0(B \sin \psi_0/\lambda, \sigma_b)}{F_0(0, \sigma_b)} \right|^2 = 10^{-11/20}
\]

Its solution is \( B = 0.7806 \lambda \), and hence \( A = 1.48B = 1.1553A \). The left graph in Fig. 21.10.3 shows the \( E \) - and \( H \)-plane illumination gain patterns of the actual horn feed:

\[
g_E(\psi) = \left( \frac{1 + \cos \psi}{2} \right)^2 \left| \frac{F_0(B \sin \psi/\lambda, \sigma_b)}{F_0(0, \sigma_b)} \right|^2\]

\[
g_H(\psi) = \left( \frac{1 + \cos \psi}{2} \right)^2 \left| \frac{F_1(\psi \sin \chi/\lambda, \sigma_a)}{F_1(0, \sigma_a)} \right|^2\]

They are seen to be almost identical. The right graph shows the reflector radiation pattern computed numerically as in the previous example. The following MATLAB code illustrates this computation:

```matlab
[u,psi] = quadrs(linspace(0, psi0, 5)); \[
\% 4 subintervals in [0, psi0]
\]
s = sin(psi); c = cos(psi); t = tan(psi/2);
Ap = (1+c) .* (diffint(B*s, sb, 0)); \[
\% evaluate at quadrature points
\]
ths = linspace(0, 251); th = ths*pi/180;
for i=1:length(th),
    u = 4*pi*f*abs(sin(th(i)));
    FA = Ap .* besselj(0, u*t) .* t;
    FA(i) = w' * FA;
end
g = abs((1+cos(th)) .* FA); g = g/max(g);
figure; plot(-ths,g,'-', ths,g);\]
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The horn’s $\sigma$-parameters were chosen to have the usual optimum values of $\sigma_a = 1.2593$ and $\sigma_b = 1.0246$. The 3-dB width is the same as in the previous example, that is, 1.69° and is shown on the graph. The computed antenna efficiency is now $\epsilon_a = 0.67$ and the corresponding gain 40.24 dBi, so that $p = G(\Delta \vartheta_{3dB})^2 = 10(40.24/20)^2 = 30.184 \text{ deg}^2$ for the gain-beamwidth product.

The numerical evaluation of Eq. (21.10.24) can be done with two-dimensional Gauss-Legendre quadratures, approximating the integral by the double sum:

$$ f_A(\vartheta, \phi) = \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} w_{ij} F_A(\psi_i, \chi_j) w_{ij} = w_1^T F_A w_2 $$

(21.10.28)

where $\{w_{ij}, \psi_i\}$ and $\{w_{ij}, \chi_j\}$ are the quadrature weights and evaluation points over the intervals $[0, \psi_0]$ and $[0, 2\pi]$, and $F_A$ is the matrix $F_A(\psi_i, \chi_j)$. The function `quadrs`, called on these two intervals, will generate these weights.

The horn’s $-\sigma$-parameters were chosen to have the usual optimum values of $\sigma_a = 1.2593$ and $\sigma_b = 1.0246$. The 3-dB width is the same as in the previous example, that is, 1.69° and is shown on the graph. The computed antenna efficiency is now $\epsilon_a = 0.67$ and the corresponding gain 40.24 dBi, so that $p = G(\Delta \vartheta_{3dB})^2 = 10(40.24/20)^2 = 30.184 \text{ deg}^2$ for the gain-beamwidth product.

The numerical evaluation of Eq. (21.10.24) can be done with two-dimensional Gauss-Legendre quadratures, approximating the integral by the double sum:

$$ f_A(\vartheta, \phi) = \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} w_{ij} F_A(\psi_i, \chi_j) w_{ij} = w_1^T F_A w_2 $$

(21.10.28)

where $\{w_{ij}, \psi_i\}$ and $\{w_{ij}, \chi_j\}$ are the quadrature weights and evaluation points over the intervals $[0, \psi_0]$ and $[0, 2\pi]$, and $F_A$ is the matrix $F_A(\psi_i, \chi_j)$. The function `quadrs`, called on these two intervals, will generate these weights.

The horn’s $-\sigma$-parameters were chosen to have the usual optimum values of $\sigma_a = 1.2593$ and $\sigma_b = 1.0246$. The 3-dB width is the same as in the previous example, that is, 1.69° and is shown on the graph. The computed antenna efficiency is now $\epsilon_a = 0.67$ and the corresponding gain 40.24 dBi, so that $p = G(\Delta \vartheta_{3dB})^2 = 10(40.24/20)^2 = 30.184 \text{ deg}^2$ for the gain-beamwidth product.

The numerical evaluation of Eq. (21.10.24) can be done with two-dimensional Gauss-Legendre quadratures, approximating the integral by the double sum:

$$ f_A(\vartheta, \phi) = \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} w_{ij} F_A(\psi_i, \chi_j) w_{ij} = w_1^T F_A w_2 $$

(21.10.28)

where $\{w_{ij}, \psi_i\}$ and $\{w_{ij}, \chi_j\}$ are the quadrature weights and evaluation points over the intervals $[0, \psi_0]$ and $[0, 2\pi]$, and $F_A$ is the matrix $F_A(\psi_i, \chi_j)$. The function `quadrs`, called on these two intervals, will generate these weights.

Example 21.10.4: Here, we compare the approximate symmetrized patterns of the previous two examples with the exact patterns obtained by performing the double-integration over the aperture variables $\psi, \chi$.

Both the waveguide and horn examples have a $y$-directed two-dimensional Fourier transform pattern of the form:

$$ f_A(\vartheta, \phi) = f_y(\vartheta, \phi) = \int_0^{\psi_0} \int_0^{2\pi} F_A(\psi, \chi, \vartheta, \phi) \, d\psi \, d\chi $$

(21.10.24)

where the integrand depends on the feed pattern $A(\psi, \chi)$:

$$ F_A(\psi, \chi, \vartheta, \phi) = A(\psi, \chi) \, e^{j2kF \tan(\psi/2) \sin \vartheta \cos(\phi-\chi)} \tan \frac{\psi}{2} $$

(21.10.25)

and, up to constant factors, the function $A(\psi, \chi)$ is given in the two cases by:

$$ A(\psi, \chi) = (1 + \cos \psi) \frac{\cos(\pi \nu_x)}{1 - 4 \nu_x^2} \frac{\sin(\pi \nu_y)}{\pi \nu_y} $$

(21.10.26)

where $\nu_x = (a/\lambda) \sin \psi \cos \chi$ and $\nu_y = (b/\lambda) \sin \psi \sin \chi$ for the waveguide case, and $\nu_x = (A/\lambda) \sin \psi \cos \chi$ and $\nu_y = (B/\lambda) \sin \psi \sin \chi$ for the horn.

Once, $f_A(\vartheta, \phi, \theta, \varphi)$ is computed, we obtain the (un-normalized) $H$- and $E$-plane radiation patterns for the reflector by setting $\vartheta = 0^\circ$ and $90^\circ$, that is,

$$ g_H(\vartheta) = \left| (1 + \cos \vartheta) f_A(\vartheta, 0^\circ) \right|^2, \quad g_E(\vartheta) = \left| (1 + \cos \vartheta) f_A(\vartheta, 90^\circ) \right|^2 $$

(21.10.27)
The patterns are plotted in dB, which accentuates the differences among the curves and also shows the sidelobe levels. In the waveguide case the resulting curves are almost indistinguishable to be seen as separate.

\[
gH = \text{abs}\left((1+\cos(\theta)) \cdot fH\right); \quad gH = \frac{gH}{\max(gH)}; \quad gE = \text{abs}\left((1+\cos(\theta)) \cdot fE\right); \quad gE = \frac{gE}{\max(gE)};\]

\[\text{% radiation patterns}\]

\[
\begin{align*}
gH &= \text{abs}\left((1+\cos(\theta)) \cdot fH\right); \quad gH = \frac{gH}{\max(gH)}; \\
gE &= \text{abs}\left((1+\cos(\theta)) \cdot fE\right); \quad gE = \frac{gE}{\max(gE)};
\end{align*}
\]

\[\text{Fig. 21.11.1} \quad \text{Cassegrain dual-reflector antenna.}\]

The focus \(F_2\) is referred to a “virtual focus” of the parabola. Any ray originating from the point \(F_1\) will be reflected by the hyperbola in a direction that appears to have originated from the focus \(F_2\), and therefore, it will be re-reflected parallel to the parabola’s axis.

To better understand the operation of such an antenna, we consider briefly the reflection properties of hyperbolas and ellipses, as shown in Fig. 21.11.2.

The geometrical properties of hyperbolas and ellipses are characterized completely by the parameters \(e, a\), that is, the eccentricity and the distance of the vertices from the origin. The eccentricity is \(e > 1\) for a hyperbola, and \(e < 1\) for an ellipse. A circle corresponds to \(e = 0\) and a parabola can be thought of as the limit of a hyperbola in the limit \(e = 1\).

Invented in the 17th century by A. Cassegrain.

\[\text{Fig. 21.11.2} \quad \text{Hyperbolic and elliptic reflectors.}\]

The foci are at distances \(F_1\) and \(F_2\) from a vertex, say from the vertex \(V_2\), and are given in terms of \(a, e\) as follows:

\[
\begin{align*}
F_1 &= a(e + 1), \quad F_2 = a(e - 1) \quad \text{(hyperbola)} \\
F_1 &= a(1 + e), \quad F_2 = a(1 - e) \quad \text{(ellipse)} \quad (21.11.1)
\end{align*}
\]

The ray lengths \(R_1\) and \(R_2\) from the focus to a point \(P\) satisfy:

\[
\begin{align*}
R_1 - R_2 &= 2a \quad \text{(hyperbola)} \\
R_1 + R_2 &= 2a \quad \text{(ellipse)} \quad (21.11.2)
\end{align*}
\]

The polar representations of the hyperbola or ellipse may be given in terms of the polar angles \(\psi_1\) or \(\psi_2\). We have:

\[
\begin{align*}
R_1 &= \frac{a(e^2 - 1)}{e \cos \psi_1 - 1}, \quad R_2 = \frac{a(e^2 - 1)}{e \cos \psi_2 + 1} \quad \text{(hyperbola)} \\
R_1 &= \frac{a(1 - e^2)}{1 - e \cos \psi_1}, \quad R_2 = \frac{a(1 - e^2)}{1 - e \cos \psi_2} \quad \text{(ellipse)} \quad (21.11.3)
\end{align*}
\]

Note that we can write \(a(e^2 - 1) = F_1(e - 1) = F_2(e + 1)\). For the hyperbola, the denominator of \(R_1\) vanishes at the angles \(\psi_1 = \pm \cos(1/e)\), corresponding to two lines parallel to the hyperbola asymptotes.

In the Cartesian coordinates \(x, z\) (defined with respect to the origin \(O\) in the figure), the equations for the hyperbola and the ellipse are:

\[
\begin{align*}
(e^2 - 1)z^2 - x^2 &= a^2(e^2 - 1) \quad \text{(hyperbola)} \\
(1 - e^2)z^2 + x^2 &= a^2(1 - e^2) \quad \text{(ellipse)} \quad (21.11.4)
\end{align*}
\]

The semi-major axes are \(b^2 = a^2(e^2 - 1)\) or \(a^2(1 - e^2)\). Because of the constraints (21.11.2), the angles \(\psi_1, \psi_2\) are not independent of each other. For example, solving for
ψ_2 in terms of ψ_1, we have in the hyperbolic case:
\[
\cos \psi_2 = \frac{e^2 \cos \psi_1 - 2e + \cos \psi_1}{e^2 - 2e \cos \psi_1 + 1}
\]  
(21.11.5)

This implies the additional relationship and the derivative:
\[
\frac{1 + \cos \psi_2}{e \cos \psi_2 + 1} = \left( \frac{1 + \cos \psi_1}{e \cos \psi_1 - 1} \right) \left( \frac{e - 1}{e + 1} \right)
\]
\[
\frac{d\psi_2}{d\psi_1} = \frac{\sin \psi_1}{\sin \psi_2} \left( \frac{e \cos \psi_2 + 1}{e \cos \psi_1 - 1} \right)^2
\]
(21.11.6)

The incident ray \( R_1 \) reflects off the surface of either the hyperbola or the ellipse as though the surface is locally a perfect mirror, that is, the local normal bisects the angle between the incident and reflected rays. The angles of incidence and reflection \( \phi \) shown on the figures are given by:
\[
\phi = \frac{\psi_1 + \psi_2}{2} \quad \text{(hyperbola)}
\]
\[
\phi = \frac{\pi}{2} - \frac{\psi_1 + \psi_2}{2} \quad \text{(ellipse)}
\]
(21.11.7)

To determine the aperture field on the aperture plane passing through \( F \), we equate the power within a solid angle \( d\Omega = \sin \psi_1 d\psi_1 d\chi \) radiated from the feed, to the power reflected within the cone \( d\Omega_2 = \sin \psi_2 d\psi_2 d\chi \) from the hyperbola, to the power passing through the aperture \( dA = \rho d\rho d\chi \):
\[
dP = U_1(\psi_1, \chi) d\Omega = U_2(\psi_2, \chi) d\Omega_2 = \frac{1}{2\pi} |E_\alpha|^2 dA
\]
(21.11.8)

where \( U_1 \) is the radiation intensity of the feed, and \( U_2 \) the intensity of the virtual feed. The second of Eqs. (21.11.8) may be solved as in Eq. (21.8.2) giving:
\[
|E_\alpha| = \frac{1}{2F} (1 + \cos \psi_2) \sqrt{2\eta U_2(\psi_2, \chi)}
\]
(21.11.9)

where \( F \) is the focal length of the parabola. From the first of Eqs. (21.11.8), we find:
\[
\sqrt{U_2} = \sqrt{U_1} \left( \frac{\sin \psi_1 d\psi_1}{\sin \psi_2 d\psi_2} \right) = \sqrt{U_1} \left( \frac{e \cos \psi_1 - 1}{e \cos \psi_1 + 1} \right)
\]
(21.11.10)

Inserting this into Eq. (21.11.9) and using Eqs. (21.11.6), we obtain:
\[
|E_\alpha| = \frac{1}{2F} \left( \frac{e - 1}{e + 1} \right) (1 + \cos \psi_1) \sqrt{2\eta U_1(\psi_1, \chi)}
\]
(21.11.11)

Comparing with Eq. (21.8.2), we observe that this is equivalent to a single parabolic reflector with an effective focal length:
\[
F_{\text{eff}} = F \frac{e + 1}{e - 1}
\]
(21.11.12)

Thus, having a secondary reflector increases the focal length while providing a convenient location of the feed near the vertex of the parabola. Cassegrain antenna aperture efficiencies are typically of the order of 0.65–0.70.

### 21.12 Lens Antennas

Dielectric lens antennas convert the spherical wave from the feed into a plane wave exiting the lens. Fig. 21.12.1 shows two types of lenses, one with a hyperbolic and the other with elliptic profile.

The surface profile of the lens is determined by the requirement that the refracted rays all exit parallel to the lens axis. For example, for the lens shown on the left, the effective aperture plane is the right side \( AB \). Thus, having a secondary reflector increases the focal length while providing a convenient location of the feed near the vertex of the parabola. Cassegrain antenna aperture efficiencies are typically of the order of 0.65–0.70.
where the left-hand side represents the optical path $FPAB$. Geometrically, we have $R \cos \psi + d = F$ and $F = R_0 + h_0$. Eliminating $d$ and $R_0$, we find the lens profile:

$$R = \frac{F(1 - \frac{1}{n})}{1 - \frac{1}{n} \cos \psi}$$

which is recognized to be the equation for an ellipse with eccentricity and focal length $e = 1/n$ and $F_1 = F$.

In the above discussion, we considered only the refracted rays through the dielectric and ignored the reflected waves. These can be minimized by appropriate antireflection coatings.

22.1 Antenna Arrays

Arrays of antennas are used to direct radiated power towards a desired angular sector. The number, geometrical arrangement, and relative amplitudes and phases of the array elements depend on the angular pattern that must be achieved.

Once an array has been designed to focus towards a particular direction, it becomes a simple matter to steer it towards some other direction by changing the relative phases of the array elements—a process called steering or scanning.

Figure 22.1.1 shows some examples of one- and two-dimensional arrays consisting of identical linear antennas. A linear antenna element, say along the $z$-direction, has an omnidirectional pattern with respect to the azimuthal angle $\phi$. By replicating the antenna element along the $x$- or $y$-directions, the azimuthal symmetry is broken. By proper choice of the array feed coefficients $a_n$, any desired gain pattern $g(\phi)$ can be synthesized.

If the antenna element is replicated along the $z$-direction, then the omnidirectionality with respect to $\phi$ is maintained. With enough array elements, any prescribed polar angle pattern $g(\theta)$ can be designed.

In this section we discuss array design methods and consider various design issues, such as the tradeoff between beamwidth and sidelobe level.

For uniformly-spaced arrays, the design methods are identical to the methods for designing FIR digital filters in DSP, such as window-based and frequency-sampling designs. In fact, historically, these methods were first developed in antenna theory and only later were adopted and further developed in DSP.

22.2 Translational Phase Shift

The most basic property of an array is that the relative displacements of the antenna elements with respect to each other introduce relative phase shifts in the radiation vectors, which can then add constructively in some directions or destructively in others. This is a direct consequence of the translational phase-shift property of Fourier transforms: a translation in space or time becomes a phase shift in the Fourier domain.
22.2. Translational Phase Shift

Figure 22.1.1 Typical array configurations.

Figure 22.2.1 shows on the left an antenna translated by the vector \( \mathbf{d} \), and on the right, several antennas translated to different locations and fed with different relative amplitudes.

The current density of the translated antenna will be \( J_0(r') = J(r - \mathbf{d}) \). By definition, the radiation vector is the three-dimensional Fourier transform of the current density, as in Eq. (15.7.5). Thus, the radiation vector of the translated current will be:

\[
F_0(\mathbf{k}) = e^{j\mathbf{k} \cdot \mathbf{d}} F(\mathbf{k})
\]

(22.2.1)

where we changed variables to \( r' = r - \mathbf{d} \). Thus,

\[ F_0(\mathbf{k}) = e^{j\mathbf{k} \cdot \mathbf{d}} F(\mathbf{k}) \]

22.3 Array Pattern Multiplication

More generally, we consider a three-dimensional array of several identical antennas located at positions \( \mathbf{d}_0, \mathbf{d}_1, \mathbf{d}_2, \ldots \) with relative feed coefficients \( a_0, a_1, a_2, \ldots \), as shown in Fig. 22.2.1. (Without loss of generality, we may set \( d_0 = 0 \) and \( d_0 = 1 \).

The current density of the \( n \)th antenna will be \( J_n = a_n J(r - \mathbf{d}_n) \) and the corresponding radiation vector:

\[ F_n(\mathbf{k}) = a_n e^{j\mathbf{k} \cdot \mathbf{d}_n} F(\mathbf{k}) \]

The total current density of the array will be:

\[ J_{\text{tot}}(r) = a_0 J(r - \mathbf{d}_0) + a_1 J(r - \mathbf{d}_1) + a_2 J(r - \mathbf{d}_2) + \cdots \]

and the total radiation vector:

\[ F_{\text{tot}}(\mathbf{k}) = F_0 + F_1 + F_2 + \cdots = a_0 e^{j\mathbf{k} \cdot \mathbf{d}_0} F(\mathbf{k}) + a_1 e^{j\mathbf{k} \cdot \mathbf{d}_1} F(\mathbf{k}) + a_2 e^{j\mathbf{k} \cdot \mathbf{d}_2} F(\mathbf{k}) + \cdots \]

The factor \( F(\mathbf{k}) \) due to a single antenna element at the origin is common to all terms. Thus, we obtain the array pattern multiplication property:

\[ F_{\text{tot}}(\mathbf{k}) = A(\mathbf{k}) F(\mathbf{k}) \]

(22.3.1)

where \( A(\mathbf{k}) \) is the array factor:

\[ A(\mathbf{k}) = a_0 e^{j\mathbf{k} \cdot \mathbf{d}_0} + a_1 e^{j\mathbf{k} \cdot \mathbf{d}_1} + a_2 e^{j\mathbf{k} \cdot \mathbf{d}_2} + \cdots \]

(22.3.2)

Since \( \mathbf{k} = \mathbf{k}_0 \), we may also denote the array factor as \( A(\hat{\mathbf{r}}, \theta, \phi) \).

A. The net effect of an array of identical antennas is to modify the single-antenna radiation vector by the array factor, which incorporates all the translational phase shifts and relative weighting coefficients of the array elements.

We may think of Eq. (22.3.1) as the input/output equation of a linear system with \( A(\mathbf{k}) \) as the transfer function. We note that the corresponding radiation intensities and power gains will also be related in a similar fashion:

\[
U_{\text{tot}}(\theta, \phi) = |A(\mathbf{k})|^2 U(\theta, \phi)
\]

\[
G_{\text{tot}}(\theta, \phi) = |A(\mathbf{k})|^2 G(\theta, \phi)
\]

(22.3.3)
Example 22.3.1: Consider an array of two isotropic antennas at positions $d_0 = 0$ and $d_1 = \hat{x}d$ (alternatively, at $d_0 = -(d/2)\hat{x}$ and $d_1 = (d/2)\hat{x}$), as shown below:

![Diagram of two isotropic antennas](image)

The displacement phase factors are:

$$e^{ikd_0} = 1, \quad e^{ikd_1} = e^{ikd\sin \theta \cos \phi}$$

or, in the symmetric case:

$$e^{ikd_0} = e^{-jk(d/2)} = e^{-jk(d/2)\sin \theta \cos \phi}, \quad e^{ikd_1} = e^{jk(d/2)\sin \theta \cos \phi}$$

Let $a = [a_0, a_1]$ be the array coefficients. The array factor is:

$$A(\theta, \phi) = a_0 + a_1 e^{ikd\sin \theta \cos \phi}$$

The two expressions differ by a phase factor, which does not affect the power pattern. At polar angle $\theta = 90^\circ$, that is, on the $xy$-plane, the array factor will be:

$$A(\phi) = a_0 + a_1 e^{ikd\cos \phi}$$

and the azimuthal power pattern:

$$g(\phi) = |A(\phi)|^2 = |a_0 + a_1 e^{ikd\cos \phi}|^2$$

Note that $kd = 2\pi d/\lambda$. Figure 22.3.1 shows $g(\phi)$ for the array spacings $d = 0.25\lambda$, $d = 0.50\lambda$, $d = \lambda$, or $kd = \pi/2, \pi, 2\pi$, and the following array weights:

$$a = [a_0, a_1] = [1, 1]$$
$$a = [a_0, a_1] = [1, -1]$$
$$a = [a_0, a_1] = [1, -j]$$

The first of these graphs was generated by the MATLAB code:

```matlab
[g, phi] = gainld(d, a, Nph); % compute normalized gain of an array
```

As the relative phase of $a_0$ and $a_1$ changes, the pattern rotates so that its main lobe is in a different direction. When the coefficients are in phase, the pattern is broadside to the array, that is, towards $\phi = 90^\circ$. When they are in anti-phase, the pattern is end-fire, that is, towards $\phi = 0^\circ$ and $\phi = 180^\circ$.

The technique of rotating or steering the pattern towards some other direction by introducing relative phases among the elements is further discussed in Sec. 22.9. There, we will be able to predict the steering angles of this example from the relative phases of the weights.

Another observation from these graphs is that as the array pattern is steered from broadside to endfire, the widths of the main lobes become larger. We will discuss this effect in Sects. 22.9 and 22.10.
When \( d \geq \lambda \), more than one main lobes appear in the pattern. Such main lobes are called grating lobes or fringes and are further discussed in Sec. 22.6. Fig. 22.3.2 shows some additional examples of grating lobes for spacings \( d = 2\lambda \), \( 4\lambda \), and \( 8\lambda \).

**Example 22.3.2:** Consider a three-element array of isotropic antennas at locations \( d_0 = 0 \), \( d_1 = dx \), and \( d_2 = 2dx \), or placed symmetrically at \( d_0 = -dx \), \( d_1 = 0 \), and \( d_2 = dx \), as shown below:

![Diagram of a three-element array](image)

The displacement phase factors evaluated at \( \theta = 90^\circ \) are:

\[
e^{jk d_0} = 1, \quad e^{jk d_1} = e^{ik d} = e^{ik \cos \phi} \quad e^{jk d_2} = e^{2ik d} = e^{2ik \cos \phi}
\]

Let \( a = [a_0, a_1, a_2] \) be the array weights. The array factor is:

\[
A(\phi) = a_0 + a_1 e^{ik \cos \phi} + a_2 e^{2ik \cos \phi}
\]

Figure 22.3.3 shows \( g(\phi) = |A(\phi)|^2 \) for the array spacings \( d = 0.25\lambda, d = 0.50\lambda, d = \lambda \), or \( kd = \pi/2, \pi, 2\pi \), and the following choices for the weights:

\[
a = [a_0, a_1, a_2] = [1, 1, 1]
\]

\[
a = [a_0, a_1, a_2] = [1, -1, (-1)^2] = [1, -1, 1]
\]

\[
a = [a_0, a_1, a_2] = [1, (-j), (-j)^2] = [1, -j, -1]
\]

(22.3.5)

where in the last two cases, progressive phase factors of \( 180^\circ \) and \( 90^\circ \) have been introduced between the array elements.

The MATLAB code for generating the last graph was:
22.3. Array Pattern Multiplication

Example 22.3.3: As an example of a two-dimensional array, consider three \( z \)-directed half-wave dipoles: one at the origin, one on the \( x \)-axis, and one on the \( y \)-axis, both at a distance \( d = \lambda / 2 \), as shown below.

\[ \begin{align*}
    a_0 & \quad d \quad a_1 \\
    \phi & \\
    z & \quad y \\
    \end{align*} \]

The relative weights are \( a_0, a_1, a_2 \). The displacement vectors are \( d_1 = \hat{x}d \) and \( d_2 = \hat{y}d \).

Using Eq. (17.1.4), we find the translational phase-shift factors:

\[ e^{ikd_1} = e^{i\theta d \cos \phi} \quad \text{and} \quad e^{ikd_2} = e^{i\theta d \sin \phi \sin \phi} \]

and the array factor:

\[ A(\theta, \phi) = a_0 + a_1 e^{i\theta d \cos \phi} + a_2 e^{i\theta d \sin \phi \sin \phi} \]

Thus, the array’s total normalized gain will be up to an overall constant:

\[ g_{tot}(\theta, \phi) = |A(\theta, \phi)|^2 \]

\[ g_{tot}(\theta, \phi) = |a_0 + a_1 e^{i\theta d \cos \phi} + a_2 e^{i\theta d \sin \phi \sin \phi}|^2 \]

The gain pattern on the \( xy \)-plane (\( \theta = 90^\circ \)) becomes:

\[ g_{tot}(\phi) = |a_0 + a_1 e^{i\theta d \cos \phi} + a_2 e^{i\theta d \sin \phi}|^2 \]

Note that because \( d = \lambda / 2 \), we have \( kd = \pi \). The omnidirectional case of a single element is obtained by setting \( a_1 = a_2 = 0 \) and \( a_0 = 1 \). Fig. 22.3.4 shows the gain \( g_{tot}(\phi) \) for various choices of the array weights \( a_0, a_1, a_2 \).

Because of the presence of the \( a_2 \) term, which depends on \( \sin \phi \), the gain is not necessarily symmetric for negative \( \phi \)’s. Thus, it must be evaluated over the entire azimuthal range \(-\pi \leq \phi \leq \pi \). Then, it can be plotted with the help of the function \text{db2v} which assumes the gain is over the entire \( 2\pi \) range. For example, the last of these graphs was computed by:

\[
\begin{align*}
  d &= 0.5; \quad a_0=1; \quad a_1=2; \quad a_2=2; \\
  phi &= (0:400) \cdot 2\pi/400; \\
  ps11 &= 2\pi^*d^*\cos(phi); \\
  ps12 &= 2\pi^*d^*\sin(phi); \\
  g &= abs(a0 + a1 \cdot \exp(j*ps11) + a2 \cdot \exp(j*ps12)) \cdot 2; \\
  g &= g/\text{max}(g); \\
  \text{db2v}(phi, g, 45, 12); \\
\end{align*}
\]

When \( a_2 = 0 \), we have effectively a two-element array along the \( x \)-axis with equal weights. The resulting array pattern is broadside, that is, maximum along the perpendicular \( \phi = 90^\circ \) to the array. Similarly, when \( a_1 = 0 \), the two-element array is along the \( y \)-axis and the pattern is broadside to it, that is, along \( \phi = 0 \). When \( a_0 = 0 \), the pattern is broadside to the line joining elements 1 and 2.

\[ \Box \]

22. Antenna Arrays

Example 22.3.4: The analysis of the rhombic antenna in Sec. 17.7 was carried out with the help of the translational phase-shift theorem of Eq. (22.2.1). The theorem was applied to antenna pairs 1, 3 and 2, 4.

A more general version of the translation theorem involves both a translation and a rotation (a Euclidean transformation) of the type \( r' = R^{-1}r \), or \( r = Rr' + d \), where \( R \) is a rotation matrix.

The rotated/translated current density is then defined as \( J_{R, t}(r) = e^{ikdR^{-1}F(R^{-1}r)} \) and the corresponding relationship between the two radiation vectors becomes:

\[ F_{R,t}(k) = e^{ikdR^{-1}F(R^{-1}k)} \]

The rhombic as well as the vee antennas can be analyzed by applying such rotational and translational transformations to a single traveling-wave antenna along the \( z \)-direction, which is rotated by an angle \( \pm \alpha \) and then translated. \[ \Box \]

Example 22.3.5: Ground Effects Between Two Antennas. There is a large literature on radio-wave propagation effects [19,34,44,1708–1724]. Consider a mobile radio channel in which the transmitting vertical antenna at the base station is at height \( h_1 \) from the ground and the receiving mobile antenna is at height \( h_2 \), as shown below. The ray reflected from the ground interferes with the direct ray and can cause substantial signal cancellation at the receiving antenna.
22.3. Array Pattern Multiplication

The reflected ray may be thought of as originating from the image of the transmitting antenna at \(-h_1\), as shown. Thus, we have an equivalent two-element transmitting array. We assume that the currents on the actual and image antennas are \(I(z)\) and \(I_l(z)\), where \(\rho = -\rho_{TM}\) is the reflection coefficient of the ground for parallel polarization (the negative sign is justified in the next example), given in terms of the angle of incidence \(\alpha\) by:

\[
\rho = -\rho_{TM} = n^2 \cos \alpha - \sqrt{n^2 - \sin^2 \alpha}, \quad n^2 = \frac{\varepsilon}{\varepsilon_0} - j \frac{\sigma}{\omega \varepsilon_0} = \varepsilon_r - j \frac{n_0}{2 \pi} \alpha \lambda
\]

where \(n\) is the complex refractive index of the ground, and we replaced \(\omega \varepsilon_0 = 2 \pi f \varepsilon_0 = 2 \pi c \sigma_0 / \lambda\) and \(c_0 = 1 / \eta_0\). Numerically, we may set \(\eta_0 / 2 \pi = 60 \Omega\). From the geometry of the figure, we find that the angle \(\alpha\) is related to the polar angle \(\theta\) by:

\[
\tan \alpha = \frac{r \sin \theta}{h_1 + r \cos \theta}
\]

In the limit of large \(r\), \(\alpha\) tends to \(\theta\). For a perfectly conducting ground (\(\sigma = \infty\)), the reflection coefficient becomes \(\rho = 1\), regardless of the incidence angle.

On the other hand, for an imperfect ground and for low grazing angles (\(\alpha \approx 90^\circ\)), the reflection coefficient becomes \(\rho = -1\), regardless of the conductivity of the ground. This is the relevant case in mobile communications.

The array factor can be obtained as follows. The two displaced antennas are at locations \(d_1 = h_1 z\) and \(d_2 = -h_1 z\), so that the displacement phase factors are:

\[
e^{jkz_d_1} = e^{jk h_1 \cos \theta}, \quad e^{jkz_d_2} = e^{-jk h_1 \cos \theta}
\]

where we replaced \(k_z = k \cos \theta\). The relative feed coefficients are 1 and \(\rho\). Therefore, the array factor and its magnitude will be:

\[
A(\theta) = e^{jk h_1 \cos \theta} + \rho e^{-jk h_1 \cos \theta} = e^{jk h_1 \cos \theta} (1 + \rho e^{-j\Delta})
\]

\[
|A(\theta)|^2 = |1 + \rho e^{-j\Delta}|^2, \quad \Delta = 2k h_1 \cos \theta
\]

The gain of the transmitting antenna becomes \(G(\theta) = |A(\theta)|^2 G(\theta)\), where \(G(\theta)\) is the gain with the ground absent. For the common case of low grazing angles, or \(\rho = -1\), the array factor becomes:

\[
|A(\theta)|^2 = |1 - e^{-j\Delta}|^2 = 2 - 2 \cos (\Delta) = 4 \sin^2 \left(\frac{\Delta}{2}\right)
\]

At the location of the mobile antenna which is at height \(h_2\), the geometry of the figure implies that \(\cos \theta = h_2/r\). Thus, we have \(\Delta = 2k h_1 \cos \theta = 2k h_1 h_2/r\), and

\[
|A(\theta)|^2 = 4 \sin^2 \left(\frac{\Delta}{2}\right) = \Delta^2 = \left(\frac{2k h_1 h_2}{r}\right)^2
\]

where we assumed that \(k h_1 h_2 / r \ll 1\) and used the approximation \(\sin \theta \approx \theta\). Therefore, for fixed antenna heights \(h_1, h_2\), the gain at the location of the receiving antenna drops like \(1/r^2\). This is in addition to the \(1/r^4\) drop arising from the power density. Thus, the presence of the ground reflection causes the overall power density at the receiving antenna to drop like \(1/r^4\) instead of \(1/r^2\).

For two antennas pointing towards the maximum gain of each other, the Friis transmission formula must be modified to read:

\[
\frac{P_2}{P_1} = \frac{G_1 G_2}{4 \pi r^2} \left(\frac{\lambda}{4 \pi r}\right)^2 |1 + \rho e^{-j\Delta}|^2, \quad \Delta = \frac{2k h_1 h_2}{\lambda r}
\]

(22.3.7)

The direct and ground-reflected rays are referred to as the space wave. When both antennas are close to the ground, one must also include a term in \(A(\theta)\) due to the so-called Norton surface wave [1719–1724]:

\[
A(\theta) = 1 + \rho e^{-j\Delta} + (1 - \rho) F e^{-j\Delta}
\]

where \(F\) is an attenuation coefficient that, for \(kr \gg 1\), can be approximated by [1711]:

\[
F = \frac{\sin^2 \alpha}{jk r (\cos \alpha + u)^2}, \quad u = \frac{1}{n^2} \sqrt{n^2 - \sin^2 \alpha}
\]

At grazing angles, the space-wave terms of \(A(\theta)\) tend to cancel and the surface wave becomes the only means of propagation. A historical review of the ground-wave propagation problem and some of its controversies can be found in [1709].

Example 22.3.6: Vertical Dipole Antenna over Imperfect Ground. Consider a vertical linear antenna at a height \(h\) over ground as shown below. When the observation point is far from the antenna, the direct and reflected rays \(r_1\) and \(r_2\) will be almost parallel to each other, forming an angle \(\theta\) with the vertical. The incidence angle \(\alpha\) of the previous example is then \(\alpha = \theta\), so that the TM reflection coefficient is:

\[
\rho_{TM} = \frac{n^2 - \sin^2 \theta - n^2 \cos \theta \sin \theta}{n^2 - \sin^2 \theta + n^2 \cos \theta \sin \theta}, \quad n^2 = \varepsilon_r - j \frac{n_0}{2 \pi} \alpha \lambda
\]

(22.3.6)

The relative permittivity \(\varepsilon_r = \varepsilon / \varepsilon_0\) and conductivity \(\sigma\) (in units of S/m) are given below for some typical grounds and typical frequencies:

\footnote{ITU Recommendation ITU-R P.527-3 on the “Electrical Characteristics of the Surface of the Earth,” 1992.}
According to Eq. (17.1.6), the electric fields \( E_1 \) and \( E_2 \) along the direct and reflected rays will point in the direction of their respective polar unit vector \( \hat{\theta} \), as seen in the above figure. According to the sign conventions of Sec. 7.2, the reflected field \( \rho_{TM} E_2 \) will be pointing in the \( -\hat{\theta} \) direction, opposing \( E_1 \). The net field at the observation point will be:

\[
E = E_1 - \rho_{TM} E_2 = \hat{\theta} j k \eta e^{j k r_1} F_z(\theta) \sin \theta - \hat{\theta} j k \eta e^{j k r_2} \rho_{TM} F_z(\theta) \sin \theta
\]

where \( F(\theta) = \tilde{z} F_z(\theta) \) is the assumed radiation vector of the linear antenna. Thus, the reflected ray appears to have originated from an image current \( -\rho_{TM} F_z(\theta) \). Using the approximations \( r_1 = r - h \cos \theta \) and \( r_2 = r + h \cos \theta \) in the propagation phase factors \( e^{j k r_1} \) and \( e^{j k r_2} \), we obtain for the net electric field at the observation point \((r, \theta)\):

\[
E = \hat{\theta} j k \eta e^{j k r_1} F_z(\theta) \sin \theta \left[ e^{j kh \cos \theta} - \rho_{TM} e^{-j kh \cos \theta} \right]
\]

It follows that the (unnormalized) gain will be:

\[
g(\theta) = |F_z(\theta) \sin \theta|^2 \left| 1 - \rho_{TM} e^{-j kh \cos \theta} \right|^2
\]

The results of the previous example are obtained if we set \( \rho = -\rho_{TM} \). For a Hertzian dipole, we may replace \( F_z(\theta) \) by unity. For a half-wave dipole, we have:

\[
g(\theta) = \left| \cos(0.5 \pi \cos \theta) / \sin \theta \right|^2 \left| 1 - \rho_{TM} e^{-j kh \cos \theta} \right|^2
\]

Fig. 22.3.5 shows the resulting gains for a half-wave dipole at heights \( h = \lambda/4 \) and \( h = \lambda/2 \) and at frequencies \( f = 1 \text{ MHz} \) and \( f = 100 \text{ MHz} \). The ground parameters correspond to the medium dry case of the above table. The dashed curves represent the gain of a single dipole, that is, \( G(\theta) = |\cos(0.5 \pi \cos \theta) / \sin \theta|^2 \).

The following MATLAB code illustrates the generation of these graphs:

```matlab
sigma=1e-3; ep0=8.854e-12; er=15; f=1e6; h = 1/4;
% half-wave dipole gain
G = cos(pi*cos(th)/2)./sin(th); G(1)=0;
% normalized gain
g = abs(G.*A).^2; g = g/max(g);
dbp(th, g, 30, 12); % polar plot in dB
```

Thus, the presence of the ground significantly alters the angular gain of the dipole. For the case \( h = \lambda/2 \), we observe the presence of grating lobes, arising because the effective separation between the dipole and its image is \( 2h > \lambda/2 \).

The number of grating lobes increases with the height \( h \). These can be observed by running the above example code with \( f = 1 \text{ MHz} \) (i.e., \( \lambda = 30 \text{ cm} \)) for a cell phone held vertically at a height of \( h = 6\lambda = 1.8 \text{ meters} \). \( \square \)

### 22.4 One-Dimensional Arrays

Next, we consider uniformly-spaced one-dimensional arrays. An array along the x-axis (see Fig. 22.3.4) with elements positioned at locations \( x_n \), \( n = 0, 1, 2, \ldots \), will have displacement vectors \( \mathbf{d}_n = x_n \mathbf{e}_x \) and array factor:

\[
A(\theta, \phi) = \sum_{n} a_n e^{j k x_n \sin \theta \cos \phi}
\]

where we set \( k_x = k \sin \theta \cos \phi \). For equally-spaced arrays, the element locations are \( x_n = nd \), where \( d \) is the distance between elements. In this case, the array factor be-
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The two most commonly used conventions are to assume either an array along the 
$z$-axis, or an array along the $x$-axis and measure its array factor only on the $xy$-plane, that is, at polar angle $\theta = 90^\circ$. In these cases, we have:

\begin{align*}
\psi &= k_xd = kd \cos \phi \quad \text{(array along $x$-axis, with $\theta = 90^\circ$)} \\
\psi &= k_zd = kd \cos \phi \quad \text{(array along $z$-axis)}
\end{align*}

For the $x$-array, the azimuthal angle varies over $-\pi \leq \phi \leq \pi$, but the array response is symmetric in $\phi$ and can be evaluated only for $0 \leq \phi \leq \pi$. For the $z$-array, the polar angle varies over $0 \leq \theta \leq \pi$.

In analogy with time-domain DSP, we may also define the spatial analog of the plane-wave $\delta$-transform:

\begin{align*}
A(\psi) &= \sum_n a_n e^{j\psi n} \\
A(z) &= \sum_n a_n z^n
\end{align*}

The difference in sign between the space-domain and time-domain definitions is also evident here, where the expansion is in powers of $z^n$ instead of $z^{-n}$. The array factor $A(\psi)$ may be called the discrete-space Fourier transform (DSFT) of the array weighting sequence $a_n$, just like the discrete-time Fourier transform (DTFT) of the time-domain case. The corresponding inverse DSFT is obtained by

\begin{align*}
a_n &= \frac{1}{2\pi} \int_{-\pi}^{\pi} A(\psi) e^{-j\psi n} d\psi
\end{align*}

This inverse transform forms the basis of most design methods for the array coefficients. As we mentioned earlier, such methods are identical to the methods of designing FIR filters in DSP. Various correspondences between the fields of array processing and time-domain digital signal processing are shown in Table 22.4.1.

Example 22.4.1: The array factors and $z$-transforms for Example 22.3.1 are for the three choices for the coefficients:

\begin{align*}
A(\psi) &= 1 + e^{j\psi}, \quad A(z) = 1 + z \\
A(\psi) &= 1 - e^{j\psi}, \quad A(z) = 1 - z \\
A(\psi) &= 1 - je^{j\psi}, \quad A(z) = 1 - jz
\end{align*}

where $z = e^{j\psi}$ and $\psi = kd \cos \phi$. \hfill $\Box$

### 22.5 Visible Region

Because the correspondence from the physical angle-domain to the wavenumber $\psi$-domain is through the mapping (22.4.5) or (22.4.6), there are some additional subtleties that arise in the array processing case that do not arise in time-domain DSP. We note first that the array factor $A(\psi)$ is periodic in $\psi$ with period $2\pi$, and therefore, it is enough to know it within one Nyquist interval, that is, $-\pi \leq \psi \leq \pi$. 

\[1\text{Here, } \Omega \text{ denotes the physical frequency in radians/sec.}\]
In all cases, the inverse transform (22.4.8) requires that we know $A(\psi)$ over one complete Nyquist interval. Therefore, in the case $kd < \pi$, we must specify appropriate values of the array factor $A(\psi)$ over the invisible region.

### 22.6 Grating Lobes

In the case $kd > \pi$, the values of $A(\psi)$ are over-specified and repeat over the visible region. This can give rise to grating lobes or fringes, which are mainlobe beams in directions other than the desired one. We saw some examples in Figs. 22.3.1 and 22.3.2.

Grating lobes are essentially the spectral images generated by the sampling process (in this case, sampling in space.) In $\psi$-space, these images fall in Nyquist intervals other than the central one.

The number of grating lobes in an array pattern is the number of complete Nyquist intervals fitting within the width of the visible region, that is, $m = \psi_{vis}/\pi = kd/\pi = 2d/\lambda$. For example in Fig. 22.3.2, the number of grating lobes are $m = 4, 8, 16$ for $d = 2\lambda, 4\lambda, 8\lambda$ (the two endfire lobes count as one.)

In most array applications grating lobes are undesirable and can be avoided by requiring that $kd < 2\pi$, or $d < \lambda$. It should be noted, however, that this condition does not necessarily avoid aliasing—it only avoids grating lobes. Indeed, if $d$ is in the range $\lambda/2 < d < \lambda$, or $\pi < kd < 2\pi$, part of the Nyquist interval repeats as shown in Fig. 22.5.1. To completely avoid repetitions, we must have $d \leq \lambda/2$, which is equivalent to the sampling theorem condition $1/d \geq 2/\lambda$.

Grating lobes are desirable and useful in interferometry applications, such as radio interferometry used in radio astronomy. A simple interferometer is shown in Fig. 22.6.1. It consists of an array of two antennas separated by $d \gg \lambda$, so that hundreds or even thousands of grating lobes appear.

These lobes are extremely narrow allowing very small angular resolution of radio sources in the sky. The receiver is either an adder or a cross-correlator of the two antenna outputs. For an adder and identical antennas with equal weights, the output will be proportional to the array gain:

$$ g(\phi) = |1 + e^{jkd\cos \phi}|^2 = 2 + 2\cos(kd\cos \phi) $$

For a cross-correlator, the output will be proportional to $\cos(\Omega \tau)$, where $\tau$ is the time delay between the received signals. This delay is the time it takes the wavefront to
travel the distance \( d \cos \phi \), as shown in Fig. 22.6.1, that is, \( \tau = (d \cos \phi) / c \). Therefore,
\[
\cos (\Omega \tau) = \cos \left( \frac{2\pi fd \cos \phi}{c} \right) = \cos (kd \cos \phi)
\]
In either case, the output is essentially \( \cos (kd \cos \phi) \), and thus, exhibits the grating-lobe behavior. Cross-correlating interferometers are more widely used because they are more broadband.

The Very Large Array (VLA) radio telescope in New Mexico consists of 27 dish antennas with 25-m diameters. The antennas are on rails extending in three different directions to distances of up to 21 km. For each configuration, the number of possible interferometer pairs of antennas is \( 27(27-1)/2 = 351 \). These 351 outputs can be used to make a "radio" picture of the source. The achievable resolution is comparable to that of optical telescopes (about 1 arc second.)

The Very Long Baseline Array (VLBA) consists of ten 25-m antennas located throughout the continental US, Puerto Rico, and Hawaii. The antennas are not physically connected to each other. Rather, the received signals at each antenna are digitally cross-correlated and processed off-line. The achievable resolution is about one milli-arc-second.

We note finally that in an interferometer, the angular pattern of each antenna element must also be taken into account because it multiplies the array pattern.

Example 22.6.1: In Fig. 22.3.2, we assumed isotropic antennas. Here, we look at the effect of the element patterns. Consider an array of two identical \( z \)-directed half-wavelength dipole antennas positioned along the \( z \)-axis at locations \( z_0 = 0 \) and \( z_1 = d \). The total polar gain pattern will be the product of the array gain factor and the gain of each dipole:
\[
g_{\text{tot}}(\theta) = |A(\theta)|^2 g_{\text{dipole}}(\theta) = |a_0 + a_1 e^{ikd \cos \phi}/\sin \theta|^2 \]
Fig. 22.6.2 shows the effect of the element pattern for the case \( d = 8\lambda \) and uniform weights \( a = [a_0, a_1] = [1, 1] \). The figure on the left represents the array factor, with the element pattern superimposed (dashed gain). On the right is the total gain.

The MATLAB code used to generate the right graph was as follows:
\[
d=8; a=[1,1];
g, th = gain1d(d, a, 400);
gdip = dipole(0.5, 400);
gtot = g .* gdip;
dbadd(1, '--', th, gdip, 30, 12);\]

22.7 Uniform Arrays

The simplest one-dimensional array is the uniform array having equal weights. For an array of \( N \) isotropic elements at locations \( x_n = nd, \ n = 0, 1, \ldots, N-1 \), we define:
\[
a = [a_0, a_1, \ldots, a_{N-1}] = \frac{1}{N}[1, 1, \ldots, 1]
\]
so that the sum of the weights is unity. The corresponding array polynomial and array factor are:
\[
A(z) = \frac{1}{N}[1 + z + z^2 + \ldots + z^{N-1}] = \frac{1}{N} \frac{z^N - 1}{z - 1}
\]
\[
A(\psi) = \frac{1}{N}[1 + e^{i\psi} + e^{2i\psi} + \ldots + e^{(N-1)i\psi}] = \frac{1}{N} \frac{e^{iN\psi} - 1}{e^{i\psi} - 1}
\]
where \( z = e^{i\psi} \) and \( \psi = kd \cos \phi \) for an array along the \( x \)-axis and look direction on the \( xy \)-plane. We may also write \( A(\psi) \) in the form:
\[
A(\psi) = \frac{\sin \left( \frac{N\psi}{2} \right)}{N \sin \left( \frac{\psi}{2} \right)} e^{i(N-1)\psi/2} \quad \text{(uniform array)}
\]
22.7. Uniform Arrays

The array factor (22.7.2) is the spatial analog of a lowpass FIR averaging filter in discrete-time DSP. It may also be viewed as a window-based narrow-beam design using a rectangular window. From this point of view, Eq. (22.7.3) is the DSFT of the rectangular window.

The array factor has been normalized to have unity gain at dc, that is, at zero wavenumber ψ = 0, or at the broadside azimuthal angle φ = 90°. The normalized power gain of the array will be:

\[ g(φ) = |A(ψ)|^2 = \left| \frac{\sin (Nψ/2)}{N \sin (ψ/2)} \right|^2 \]  

(22.7.4)

Although (22.7.2) defines the array factor for all ψ over one Nyquist interval, the actual visible region depends on the value of kd. Fig. 22.7.1 shows A(ψ) evaluated only over its visible region for an 8-element (N = 8) array, for the following three choices of the element spacing: 

- d = 0.25λ
- d = 0.5λ
- d = λ

The following MATLAB code generates the last two graphs:

```matlab
d=1; N=8;
a = uniform(d, 90, N);
[g, phi] = gain1d(d, a, 400);
A = sqrt(g);
psi = 2*pi*d*cos(phi);
plot(psi/pi, A);
figure(2);
dbz(phi, g, 45, 20);
```

As φ varies from 0° to 180°, the visible regions for the three cases are:

- d = 0.25λ, \( ψ = (π/2) \cos φ \Rightarrow -π/2 ≤ ψ ≤ π/2 \)
- d = 0.5λ, \( ψ = π \cos φ \Rightarrow -π ≤ ψ ≤ π \)
- d = λ, \( ψ = 2π \cos φ \Rightarrow -2π ≤ ψ ≤ 2π \)

Thus, in the first case the visible region is only half of the Nyquist interval; in the second case, it is the full interval; and in the third case, the Nyquist interval is covered twice, and therefore, grating lobes will appear. Because \( ψ = 2π \cos φ \), the grating lobes at \( ψ = ±2π \) correspond to the endfire angles of \( φ = 0° \) and 180° (the larger width of the endfire lobes is explained in Sec. 22.10.)

The N − 1 zeros of the array polynomial A(z) are the N-th roots of unity, except for the root at z = 1, that is,

\[ z_i = e^{jpψ_i}, \quad ψ_i = \frac{2πi}{N}, \quad i = 1, 2, \ldots, N - 1 \]

Because these zeros lie on the unit circle, they will correspond to nulls in the angular pattern, as long as they lie in the visible region. For d = 0.25λ, and in general for any \( d < λ/2 \), only a subset of these zeros will fall in the visible region. The zeros of the 8-element array patterns of Fig. 22.7.1 are shown in Fig. 22.7.2.

The two most important features of the uniform array are its 3-dB beamwidth \( Δψ_{3dB} \), or \( Δφ_{3dB} \) in angle-space, and its sidelobe level R. These parameters are shown in Fig. 22.7.3, for an 8-element uniform array with \( d = 0.5λ \).

For N larger than about 5–6, the sidelobe level becomes independent of N and has the limiting value of \( R = 13 \) dB. Similarly, the beamwidth in ψ-space—defined as the full width of the mainlobe at the half-power level—takes the simple form:

\[ Δψ_{3dB} = 0.886 \frac{2π}{N} \]  

(3-dB width in ψ-space)  

(22.7.5)

The first nulls in the array factor about the mainlobe are at \( ±ψ_1 = ±2π/N \), and therefore, \( 2π/N \) represents half of the base of the mainlobe.

The 3-dB width \( Δφ_{3dB} \) in angle space can be obtained by differentiating the equation \( ψ = kd \cos φ \), that is, \( dψ = (kd \sin φ) dφ \). Evaluating the derivative
22.7. Uniform Arrays
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Because $\psi_3$ is always smaller than $2\pi/N$, it will be small for large $N$, and therefore, we may make the same approximation in the denominator as above, giving the simplified equation:

$$\left| \frac{\sin(N\psi_3/2)}{N\psi_3/2} \right|^2 = \left| \frac{\sin x_3}{x_3} \right|^2 = \frac{1}{2}$$

where $x_3 = N\psi_3/2$. The quantity $x_3$ is determined to be the constant $x_3 = 0.443\pi$. Thus, $\psi_3 = 2x_3/N = 0.443(2\pi/N)$, and $\Delta\psi_{3\text{dB}} = 2\psi_3 = 0.886(2\pi/N)$.

### 22.8 Array Directivity

The value of $kd$ has an impact also on the directivity of an array. In the array processing literature, the directivity of an array is usually defined with reference to a z-directed array consisting of isotropic radiators. The wavenumber is $\psi = kd \cos \theta$ and the maximum of the array factor is assumed to occur at broadside $\theta = 90^\circ$, or $\psi = 0$. This basically means that the array factor will have a lowpass shape as a function of $\psi$, with a maximum value at dc given by

$$|A(0)| = \left| \sum_{n=0}^{N-1} a_n \right|$$

It follows that the normalized power gain of the array will be:

$$g(\theta) = c |A(\theta)|^2$$

where $c = 1/|A(0)|^2$. The corresponding beam solid angle will be:

$$\Delta \Omega = 2\pi \int_0^\pi g(\theta) \sin \theta \, d\theta = 2\pi \int_0^\pi c |A(\theta)|^2 \sin \theta \, d\theta$$

Changing variables of integration from $\theta$ to $\psi$, which varies over the visible region (22.5.1), we obtain:

$$\Delta \Omega = \frac{2\pi c}{kd} \int_{-kd}^{kd} |A(\psi)|^2 \, d\psi = \frac{2\pi c}{kd} \int_{-kd}^{kd} \sum_{n,m} a_n^* a_m e^{i(n-m)\psi} \, d\psi$$

Performing the integration, we get

$$\Delta \Omega = 4\pi c \sum_{n,m} a_n^* a_m \frac{\sin(kd(n-m))}{kd(n-m)}$$

Therefore, the directivity of the array becomes:

$$D = \frac{4\pi}{\Delta \Omega} = \frac{\sum_{n,m} a_n^* a_m}{\sum_{n,m} \frac{a_n^* a_m}{\sin(kd(n-m))}}$$

### Notes

- The mainlobe width and sidelobe level of uniform array.
- The value of $kd$ has an impact also on the directivity of an array.
- The directivity of an array is usually defined with reference to a z-directed array consisting of isotropic radiators.
- The wavenumber is $\psi = kd \cos \theta$ and the maximum of the array factor is assumed to occur at broadside $\theta = 90^\circ$, or $\psi = 0$. This basically means that the array factor will have a lowpass shape as a function of $\psi$, with a maximum value at dc given by $|A(0)| = \left| \sum_{n=0}^{N-1} a_n \right|$.
22.9. Array Steering

In the particular case of half-wavelength spacing \( d = \lambda/2 \) or \( kd = \pi \), the sinc function acts as a delta function \( \delta(n - m) \), and the sum simplifies into:

\[
D = \frac{\sum_{n=0}^{N-1} a_n |a_n|^2}{|a_n|^2} \quad (22.8.2)
\]

The maximum of this quantity is reached when all the coefficients are equal to each other. The common value may be adjusted so that their sum is unity, that is:

\[
a_n = \frac{1}{N}, \quad n = 0, 1, \ldots, N - 1
\]

The maximized value of \( D \) becomes:

\[
D_{\text{max}} = N \quad (22.8.3)
\]

Thus, the uniform array with half-wavelength spacing achieves maximum directivity equal to the number of array elements. This result is analogous to finding the optimum \( N \)-tap lowpass FIR filter that minimizes the noise reduction ratio, that is, the sum of the squares of its coefficients.

For arbitrary spacing \( d \), it is shown in Problem 22.6 that the optimum array vector \( a = [a_0, a_1, \ldots, a_{N-1}]^T \) that maximizes (22.8.1), and the corresponding maximum directivity, are given by:

\[
a = A^{-1}u, \quad D_{\text{max}} = u^T A^{-1} u \quad (22.8.4)
\]

where \( u = [1, 1, \ldots, 1]^T \) is a vector of \( N \) ones and \( A \) is the so-called prolate matrix [1274] with matrix elements:

\[
A_{nm} = \frac{\sin(kd(n - m))}{kd(n - m)}, \quad 0 \leq n, m \leq N - 1 \quad (22.8.5)
\]

The coefficients \( a \) may be renormalized such that their sum is unity. When \( d \) is an integer multiple of \( \lambda/2 \), the prolate matrix reduces to the \( N \times N \) identity matrix, resulting into (22.8.3).

### 22.9 Array Steering

An array is typically designed to have maximum directive gain at broadside, that is, at \( \phi = 90^\circ \) (for an array along the x-axis). The maximum of the array factor \( A(\psi) \) corresponds to \( \psi = kd \cos \phi = 0 \), so that \( |A|_{\text{max}} = |A(0)| \).

We wish to “electronically” rotate, or steer, the array pattern towards some other direction, say \( \phi_0 \), without physically rotating it. The corresponding wavenumber at the desired look-direction will be:

\[
\psi_0 = kd \cos \phi_0 \quad \text{(steering phase)} \quad (22.9.1)
\]

Such steering operation can be achieved by wavenumber translation in \( \psi \)-space, that is, replacing the broadside pattern \( A(\psi) \) by the translated pattern \( A(\psi - \psi_0) \). Thus, we define:

\[
A'(\psi) = A(\psi - \psi_0) \quad \text{(steered array factor)} \quad (22.9.2)
\]

and the translated wavenumber variable,

\[
\psi' = \psi - \psi_0 = kd(\cos \phi - \cos \phi_0) \quad \text{(steered wavenumber)} \quad (22.9.3)
\]

Then, \( A'(\psi) = A(\psi') \). The maximum of \( A'(\psi) \) will coincide with the maximum of \( A(\psi') \), which occurs at \( \psi' = 0 \), or equivalently at \( \psi = \psi_0 \), or at angle \( \phi = \phi_0 \). Fig. 22.9.1 illustrates this wavenumber translation process and the corresponding rotation of the angular pattern, for an 11-element uniform array with \( d = \lambda/2 \), steered from broadside to \( \phi_0 = 60^\circ \). The MATLAB code for the last two graphs was:

```matlab
% steered uniform weights
a = uniform(d, ph0, N);
% calculate normalized gain
[g, phi] = gain1d(d, a, 400);
% plot in psi space
psi = 2*pi*d*cos(phi);
figure; plot(psi/pi, sqrt(g));
figure; dbz(phi, g, 30, 20);
```

It follows from the translation theorem of Fourier transforms that the weight coefficients \( a_n' \) of the translated pattern \( A'(\psi) \) will be given by:

\[
a_n' = a_n e^{-j\psi_0 n} \quad \text{(steered array weights)} \quad (22.9.4)
\]

so that we have:

\[
A'(\psi) = \sum_n a_n' e^{j\psi n} = \sum_n a_n e^{j(\psi - \psi_0) n} = \sum_n a_n e^{j\psi' n} = A(\psi')
\]

Because of the progressive phase factors \( e^{-j\psi_0 n} \) in the weights \( a_n' \), the steered or scanned array is sometimes called a phased or scanning array.
22.9. Array Steering

The time-domain version of array steering is AM modulation, in which a baseband signal is translated up in frequency by modulating it with a sinusoidal carrier, much like Eq. (22.9.4). Frequency translation is also used in DSP for mapping a lowpass filter into a bandpass one and for designing filter banks. We will use it in Sec. 23.4 to design arrays with angular sector patterns.

The MATLAB functions `steer.m` and `scan.m` of Appendix L can be used to implement Eq. (22.9.4). Their usage for even or odd number of array elements is discussed in Sec. 23.1.

Example 22.9.1: In Examples 22.3.1 and 22.3.2, we considered the three cases having progressive phases \( \psi_0 = 0, \pi, \pi/2 \). These may or may not correspond to a physical steering angle \( \phi_0 \), depending on whether or not \( \psi_0 \) lies in the visible region.

In the case \( \psi_0 = \pi \) and \( d = 0.25 \lambda \), we have \( \psi = 0.5 \pi \cos \phi \), and therefore it is not possible to find a solution for \( 0.5 \pi \cos \phi_0 = \psi_0 = \pi \). However, the array factor does correspond to a pattern rotated towards endfire. This can be seen from the expression,

\[
| A(\psi) | = | 1 - e^{j \psi} | = 2 | \sin(\psi/2) | = 2 | \sin(0.25 \pi \cos \phi) | 
\]

which is maximum towards endfire and minimum towards broadside. In the case \( \psi_0 = \pi/2 \) and \( d = 0.25 \lambda \), there is a solution to \( 0.5 \pi \cos \phi_0 = \psi_0 = 0.5 \pi \), that is, \( \phi_0 = 0^\circ \), which corresponds to the maximum of the steered array.

In the case \( \psi_0 = \pi \) and \( d = 0.5 \lambda \), we have \( \psi = \pi \cos \phi \), and the solution to the equation \( \pi \cos \phi_0 = \pi \) is \( \phi_0 = 0^\circ \). However, because the phase \( \psi_0 = \pi \) is indistinguishable from the phase \( \phi_0 = -\pi \) (both lead to \( e^{-j \phi_0} = -1 \)), we will also have the solution to \( \pi \cos \phi_0 = -\pi \), which is \( \phi_0 = 180^\circ \).

In the case \( \psi_0 = \pi/2 \) and \( d = 0.5 \lambda \), the solution to \( \pi \cos \phi_0 = \pi/2 \) is \( \phi_0 = 60^\circ \), which corresponds to the maximum, as can be seen in Fig. 22.3.1.

In the case \( \psi_0 = \pm \pi \) and \( d = \lambda \), we have \( \psi = 2 \pi \cos \phi \), and the solutions to \( 2 \pi \cos \phi_0 = \pm \pi \) are \( \phi_0 = 60^\circ \) and \( 120^\circ \).

Finally, in the case \( \phi_0 = \pi/2 \) and \( d = \lambda \), the solution to \( 2 \pi \cos \phi_0 = \pi/2 \) is \( \phi_0 = 75.5^\circ \). However, there is another grating lobe maximum towards \( \phi_0 = 138.6^\circ \), which corresponds to the solution of \( 2 \pi \cos \phi_0 = -3 \pi/2 \). This is so because \( \psi_0 = \pi/2 \) and \( \psi_0 = -3 \pi/2 \) are indistinguishable phases, both leading to \( e^{-j \phi_0} = -j \).

The concepts of visible region, beamwidth, and the condition for absence of grating lobes, translate with minor modifications to the case of a steered array. As the angle \( \phi \) varies over \( 0^\circ \leq \phi \leq 180^\circ \), the translated wavenumber \( \psi' \) of Eq. (22.9.3) varies over the shifted visible region:

\[
-kd(1 + \cos \phi_0) \leq \psi' \leq kd(1 - \cos \phi_0) \quad \text{(shifted visible region)} \quad (22.9.5)
\]

where its total width is again \( 2kd \). The condition for absence of grating lobes is obtained with the help of the inequality:

\[
|\psi'| \leq kd|\cos \phi - \cos \phi_0| \leq kd(|\cos \phi| + |\cos \phi_0|) \leq kd(1 + |\cos \phi_0|)
\]

To ensure no grating lobes, \( \psi' \) must remain strictly less than \( 2\pi \), which results in the sufficient condition: \( kd(1 + |\cos \phi_0|) < 2\pi \), or replacing \( kd = 2\pi d/\lambda \),

\[
d < \frac{\lambda}{1 + |\cos \phi_0|} \quad \text{(no grating lobes)} \quad (22.9.6)
\]

At broadside, \( \phi_0 = 90^\circ \), this reduces to the earlier condition \( d < \lambda \). At endfire, \( \phi_0 = 0^\circ \) or \( 180^\circ \), it reduces to \( d < \lambda/2 \).

22.10 Array Beamwidth

Because the steered array has a mainlobe towards the direction \( \phi_0 \), the beamwidth must be calculated by linearizing the map \( \psi = kd \cos \phi \) about \( \phi_0 \), that is,

\[
\Delta \psi = \frac{\partial \psi}{\partial \phi} \Delta \phi = \left| -kd \sin \phi_0 \right| \Delta \phi
\]

which leads to the 3-dB beamwidth in angle-space:

\[
\Delta \phi_{3dB} = \frac{1}{kd \sin \phi_0} \Delta \psi_{3dB}, \quad \text{(3-dB width of steered array)} \quad (22.10.1)
\]

For window-based narrow-beam design methods, the beamwidth \( \Delta \psi_{3dB} \) is approximately equal to the product of the beamwidth of the uniform array, Eq. (22.7.5), and a so-called broadening factor \( b \), whose value depends on the choice of the window. Thus, we have:

\[
\Delta \psi_{3dB} = b \Delta \psi_{3dB, \text{uniform}} = 0.886 \frac{2\pi b}{N} \quad \text{(3-dB width in } \psi\text{-space)} \quad (22.10.2)
\]

Combining Eqs. (22.10.1) and (22.10.2) and replacing \( kd \) by \( 2\pi d/\lambda \), we get:

\[
\Delta \phi_{3dB} = \frac{0.886}{\sin \phi_0} \frac{\lambda}{N d} b, \quad \text{(3-dB width in angle-space)} \quad (22.10.3)
\]

The 3-dB angles will be approximately \( \phi_0 \pm \Delta \phi_{3dB}/2 \). Because of the presence of the sin \( \phi_0 \) in the denominator, the beamwidth \( \Delta \phi_{3dB} \) will broaden as the array is steered from broadside to endfire.

Exactly at endfire, \( \phi_0 = 0^\circ \) or \( 180^\circ \), Eq. (22.10.3) fails and the beamwidth must be calculated by a different procedure. At \( \phi_0 = 0^\circ \), the translated wavenumber \( \psi' = \psi - \psi_0 \) becomes \( \psi' = kd(\cos \phi - 1) \). Using the approximation \( \cos x = 1 - x^2/2 \), we may relate the 3-dB angle \( \phi_3 \) to the corresponding 3-dB wavenumber by:

\[
\psi_3' = kd(\cos \phi_3 - 1) = kd((1 - \phi_3^2/2) - 1) = -\frac{1}{2} kd \phi_3^2
\]

It follows that the 3-dB width in \( \psi \)-space will be \( \Delta \psi_{3dB} = 2|\psi_3'| = kd\phi_3^2 \). Solving for \( \phi_3 \), we have \( \phi_3 = \sqrt{\Delta \psi_{3dB}/kd} \). Thus, the 3-dB width in angle space will be \( \Delta \phi_{3dB} = 2\phi_3 \),

\[
\Delta \phi_{3dB} = 2\sqrt{\frac{\Delta \psi_{3dB}}{kd}}, \quad \text{(3-dB width at endfire)} \quad (22.10.4)
\]
22.10. Array Beamwidth

The same expression also holds for endfire towards \( \phi_0 = 180^\circ \). Replacing \( \Delta \psi_{3dB} \) from Eq. (22.10.2), we find the width in angle space:

\[
\Delta \phi_{3dB} = 2 \sqrt{\frac{0.886 \lambda}{Nd} b}, \quad (3\text{-}dB \text{ width in angle-space}) \quad (22.10.5)
\]

To summarize, the angular 3-dB width of the steered array can be computed in terms of the broadside 3-dB width in wavenumber space by:

\[
\Delta \phi_{3dB} = \begin{cases} 
\frac{1}{kd \sin \phi_0} \Delta \psi_{3dB}, & \text{for } 0^\circ < \phi_0 < 180^\circ \\
2 \sqrt{\frac{\Delta \psi_{3dB}}{kd}}, & \text{for } \phi_0 = 0^\circ, 180^\circ
\end{cases}
\]

In particular, if Eq. (22.10.2) is used:

\[
\Delta \phi_{3dB} = \begin{cases} 
\frac{0.886 \lambda}{\sin \phi_0} \frac{b}{Nd}, & \text{for } 0^\circ < \phi_0 < 180^\circ \\
2 \sqrt{\frac{0.886 \lambda}{Nd} b}, & \text{for } \phi_0 = 0^\circ, 180^\circ
\end{cases}
\]

In degrees, Eq. (22.10.7) reads as:

\[
\Delta \phi_{3dB} = \begin{cases} 
50.76^\circ \frac{\lambda}{\sin \phi_0} \frac{b}{Nd}, & \text{for } 0^\circ < \phi_0 < 180^\circ \\
107.86^\circ \sqrt{\frac{\lambda}{Nd} b}, & \text{for } \phi_0 = 0^\circ, 180^\circ
\end{cases}
\]

In some designs such as binomial arrays, it is easier to determine \( \Delta \psi_{3dB} \) directly from the array factor \( A(\psi) \). In other designs, it is more convenient to estimate \( \Delta \psi_{3dB} \) using Eq. (22.10.2).

The broadening factor \( b \) depends on the choice of the window and its sidelobe level. The larger the sidelobe attenuation, the larger the broadening factor. Some examples of broadening factors for different windows are given as follows:

- Rectangular: \( b = 1 \), \( R = 13 \text{ dB} \)
- Hamming: \( b = 2 \), \( R = 40 \text{ dB} \)
- Taylor-Kaiser \([1266]\): \( b = \frac{6(R + 12)}{155} \)
- Dolph-Chebyshev \([1264]\): \( b = 1 + 0.636 \left( \frac{2}{R_a} \cosh \left( \sqrt{\frac{1}{acosh^2(R_a)} - n^2} \right) \right)^2 \)

where \( R \) and \( R_a \) represent the sidelobe level in dB and absolute units, respectively,

\[
R = 20 \log_{10}(R_a) \quad \Leftrightarrow \quad R_a = 10^{R/20} \quad \text{(sidelobe level)} \quad (22.10.9)
\]

Here, \( R \) and \( R_a \) represent the attenuation of the sidelobe and, therefore, \( R > 0 \) and \( R_a > 1 \). The corresponding gain of the sidelobe relative to the mainlobe peak will be \( R_a^{-1} = 10^{-R/20} \), which is less than one.

The MATLAB function \texttt{bwidth.m} of Appendix I implements Eq. (22.10.6). Its inputs are the quantities \( d, \phi_0, \Delta \psi_{3dB} \) and its output is the 3-dB width in degrees \( \Delta \phi_{3dB} \). Its usage is:

\[
\text{Dphi = bwidth(d, phi0, Dpsi)}; \quad \% \text{map } \Delta \psi \text{ beamwidth to } \Delta \phi \text{ beamwidth}
\]

22.11 Problems

22.1 Show that the modified Friis formula (22.3.7) for two antennas over imperfect ground takes the following frequency-independent form in the limit of low grazing angles and \( h_1, h_2 \ll \lambda r \):

\[
\frac{P_2}{P_1} = G_1 G_2 \left( \frac{h_1 h_2}{r^2} \right)^2
\]

22.2 Consider two horizontal dipoles \( I \) over imperfect ground, oriented along the \( x \) and \( y \) directions, as shown below. Show that the effect of the direct and ground-reflected rays can be obtained by considering an image dipole \( \rho I \).

By considering the relative directions of the electric field along the direct and reflected rays, show that the resulting in array factor has the form:

\[
A(\theta) = e^{jkh_1 \cos \theta} + \rho e^{-jkh_1 \cos \theta}
\]

with \( \rho = \rho_{TM} \) for the \( x \)-directed case and \( \rho = \rho_{TE} \) for the \( y \)-directed one, where \( \rho_{TM}, \rho_{TE} \) are given by Eq. (7.4.4) with \( n^2 = e_r - j60\sigma \lambda \).

22.3 A \( z \)-directed half-wave dipole is positioned in front of a \( 90^\circ \) corner reflector at a distance \( d \) from the corner, as shown below. The reflecting conducting sheets can be removed and replaced by three image dipoles of alternating signs, as shown.
22.11. Problems

a. Thinking of the equivalent image problem as an array, determine an analytical expression for the array factor $A(\theta, \phi)$ as a function of the polar and azimuthal angles $\theta, \phi$.

b. For the values $d = 0.5\lambda$, $d = \lambda$, and $d = 1.5\lambda$, plot the azimuthal pattern $A(90^o, \phi)$ at polar angle $\theta = 90^o$ and for $-45^o \leq \phi \leq 45^o$.

c. For the cases $d = 0.5\lambda$ and $d = 1.5\lambda$, calculate the directivity $D$ (in dB and in absolute units) and compare it with the directivity of a single half-wave dipole in the absence of the reflector.

d. Suppose that the corner reflector is flattened into a conducting sheet lying on the $yz$ plane, i.e., the $90^o$ angle between the sheets is replaced by a $180^o$ angle. Repeat parts (a-c) in this case.

22.4 Four identical isotropic antennas are positioned on the $xy$-plane at the four corners of a square of sides $a$, as shown below. Determine the array factor $A(\phi)$ of this arrangement as a function of the azimuthal angle $\phi$. (Assume the look direction is on the $xy$-plane.)

22.5 The array factor of a two-element array is given by:

$$g(\phi) = |a_0 + a_1 e^{i\phi}|^2 = \frac{1 + \sin \psi}{2}, \quad \psi = \frac{\pi}{2} \cos \phi$$

where $\phi$ is the azimuthal angle (assumed $\theta = 90^o$) and $\psi$, the digital wavenumber. The array elements are along the $x$-axis at locations $x_0 = 0$ and $x_1 = d$.

a. What is the spacing $d$ in units of $\lambda$? Determine the values of the array weights, $a = [a_0, a_1]$, assuming that $a_0$ is real-valued and positive.

b. Determine the visible region and display it on the unit circle. Plot $|A(\psi)|^2$ versus $\psi$ over the visible region. Based on this plot, make a rough sketch of the radiation pattern of the array (i.e., the polar plot of $g(\phi)$ versus $0 \leq \phi \leq 2\pi$).

c. Determine the exact 3-dB width of this array in angle space.

22.6 Defining the array vector $a$ and the prolate matrix $A$ via Eqs. (22.8.4) and (22.8.5), show that the directivity defined in Eq. (22.8.3) can be written in the compact form, where the dagger $\dagger$ indicates the conjugate transposed operation:

$$D = \frac{|a^\dagger a|^2}{a^\dagger A a} \tag{22.11.1}$$

a. Show that the maximum of $D$ is attained for $a = A^{-1}u$ and that the maximized $D$ is $D_{\text{max}} = u^\dagger A^{-1}u$. Show that the value of $D_{\text{max}}$ is not affected if $a$ is defined with an arbitrary normalization factor $\mu$, that is, $a = \mu A^{-1}u$.

b. Show that an equivalent problem is the minimization problem:

$$a^\dagger A a = \min, \quad \text{subject to} \quad u^\dagger a = 1$$

c. Show that (22.11.1) is a special case of the more general problem of the maximization of the Rayleigh quotient:

$$D = \frac{a^\dagger Q a}{a^\dagger A a} = \max$$

where $A, Q$ are positive-definite Hermitian matrices. Show that the solution of this problem is the eigenvector corresponding to the maximum eigenvalue $\lambda = \lambda_{\text{max}}$ of the generalized eigenvalue problem $Qa = \lambda Aa$. Explain how this formulation leads to the same solution in the case of (22.11.1).

d. Show that the directivity (22.11.1) of a uniform array ($a = u$) is given by the two equivalent forms:

$$D_{\text{unif}} = \frac{|u^\dagger u|^2}{u^\dagger A u} = \frac{N}{N + d} \frac{\sum_{n=1}^{N} (N - |n|) \sin(kdn)}{kd_n}$$

22.7 Computer Experiment—Optimum Directivity. Using the matrix formulation of the previous problem, calculate the optimum directivity for an $N$-element array over the range of spacing values: $0.1 \leq d/\lambda \leq 2$ and plot it versus $d$. Carry this out for the values $N = 5, 10, 15$ and place the results on the same graph.

The directivity $D$ of (22.11.1) can be evaluated for any given vector of array weights. Evaluate it for the uniform array $a = u$ and plot the results on the same graph as above. You should observe that directivity of the uniform array comes close to that of the optimum one for most (but not all) of the spacings $d$.

For each $d$ and for the case $N = 15$, calculate the directivities of the array weights $a$ designed with the MATLAB function taylorlp of the next chapter, with sidelobe attenuations of $R = 20$, $R = 30$ dB, and place them on the same graph.
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Array Design Methods

23.1 Array Design Methods

As we mentioned in Sec. 22.4, the array design problem is essentially equivalent to the problem of designing FIR digital filters in DSP. Following this equivalence, we discuss several array design methods, such as:

1. Schelkunoff’s zero placement method
2. Fourier series method with windowing
3. Woodward-Lawson frequency-sampling design
4. Narrow-beam low-sidelobe design methods
5. Multi-beam array design

Next, we establish some common notation. One-dimensional equally spaced arrays are usually considered symmetrically with respect to the origin of the array axis. This requires a slight redefinition of the array factor in the case of even number of array elements. Consider an array of \( N \) elements at locations \( x_m \) along the \( x \)-axis with element spacing \( d \). The array factor will be:

\[
A(\phi) = \sum_{m=-M}^{M} a_m e^{j k x_m \phi} = \sum_{m=-M}^{M} a_m e^{j k x_m \cos \phi}
\]

where \( k_x = k \cos \phi \) (for polar angle \( \theta = \pi/2 \)). If \( N \) is odd, say \( N = 2M + 1 \), we can define the element locations \( x_m \) symmetrically as:

\[
x_m = md, \quad m = 0, \pm 1, \pm 2, \ldots, \pm M
\]

This was the definition we used in Sec. 22.4. The array factor can be written then as a discrete-space Fourier transform or as a spatial \( z \)-transform:

\[
A(\psi) = \sum_{m=-M}^{M} a_m e^{j m \psi} = a_0 + \sum_{m=1}^{M} \left[ a_m e^{j m \psi} + a_{-m} e^{-j m \psi} \right]
\]

where \( \psi = k_x d = k d \cos \phi \) and \( Z = e^{j \psi} \). On the other hand, if \( N \) is even, say \( N = 2M \), in order to have symmetry with respect to the origin, we must place the elements at the half-integer locations:

\[
x_{2m} = \pm \left( \frac{md - d}{2} \right) = \pm \left( m - \frac{1}{2} \right) d, \quad m = 1, 2, \ldots, M
\]

The array factor will be now:

\[
A(\psi) = \sum_{m=1}^{M} \left[ a_m e^{j (m-1/2) \psi} + a_{-m} e^{-j (m-1/2) \psi} \right]
\]

In particular, if the array weights \( a_m \) are symmetric with respect to the origin, \( a_m = a_{-m} \), as they are in most design methods, then the array factor can be simplified into the cosine forms:

\[
A(\psi) = a_0 + 2 \sum_{m=1}^{M} a_m \cos (m \psi), \quad (N = 2M + 1) \tag{23.1.3}
\]

\[
A(\psi) = 2 \sum_{m=1}^{M} a_m \cos ((m - 1/2) \psi), \quad (N = 2M) \tag{23.1.4}
\]

In both the odd and even cases, Eqs. (23.1.1) and (23.1.2) can be expressed as the left-shifted version of a right-sided \( z \)-transform:

\[
A(z) = z^{-(N-1)/2} \tilde{A}(z) = z^{-(N-1)/2} \sum_{n=0}^{N-1} \tilde{a}_n z^n \tag{23.1.5}
\]

where \( \tilde{a} = [\tilde{a}_0, \tilde{a}_1, \ldots, \tilde{a}_{N-1}] \) is the vector of array weights reindexed to be right-sided.

In terms of the original symmetric weights, we have:

\[
[a_0, a_1, \ldots, a_{N-1}] = [a_{-M}, \ldots, a_{-1}, a_0, a_1, \ldots, a_M], \quad (N = 2M + 1)
\]

\[
[\tilde{a}_0, \tilde{a}_1, \ldots, \tilde{a}_{N-1}] = [a_{-M}, \ldots, a_{-1}, a_0, a_1, \ldots, a_M], \quad (N = 2M)
\]

In time-domain DSP, a factor of \( z \) represents a time-advance or left shift. But in the spatial domain, a left shift is represented by \( z^{-1} \) because of the opposite sign convention in the definition of the \( z \)-transform. Thus, the factor \( z^{-(N-1)/2} \) represents a left shift by a distance \((N-1)d/2\), which places the middle of the right-sided array at the origin. For instance, see Examples 22.3.1 and 22.3.2.

The corresponding array factors in \( \psi \)-space are related in a similar fashion. Setting \( Z = e^{j \psi} \), we have:

\[
A(\psi) = e^{-j \psi (N-1)/2} \tilde{A}(\psi) = e^{-j \psi (N-1)/2} \sum_{n=0}^{N-1} \tilde{a}_n e^{j n \psi} \tag{23.1.6}
\]
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Working with $\hat{A}(\psi)$ is more convenient for programming purposes, as it can be done with an ordinary DTFT routine, such as that in Ref. [49], $\hat{A}(\psi) = \text{dift}(a,-\psi)$. The phase factor $e^{-j\psi(N-1)/2}$ does not affect the power gain of the array; indeed, we have $|\hat{A}(\psi)|^2 = |\hat{A}(\psi)|^2 = |\text{dift}(a,-\psi)|^2$.

Some differences arise also for steered array factors. Given a steering phase $\psi_0 = kd \cos \phi_0$, we define the steered array factor as $A'(\psi) = A(\psi - \psi_0)$. Then, we have:

$$A'(\psi) = A(\psi - \psi_0) = e^{-j(\psi - \psi_0)(N-1)/2} \hat{A}(\psi - \psi_0) = e^{-j\psi(N-1)/2} \hat{A}'(\psi)$$

It follows that the steered version of $\hat{A}(\psi)$ will be:

$$\hat{A}'(\psi) = e^{j\psi_0(N-1)/2} \hat{A}(\psi - \psi_0) \tag{23.1.7}$$

which implies for the weights:

$$\hat{a}_n = \hat{a}_n e^{-j\psi_0(n-N+1/2)} \quad n = 0, 1, \ldots, N - 1 \tag{23.1.8}$$

This simply means that the progressive phase is measured with respect to the middle of the array. Again, the common phase factor $e^{j\psi_0(N-1)/2}$ is usually unimportant. One case where it is important is the case of multiple beams steered towards different angles; these are discussed in Sec. 23.14. In the symmetric notation, the steered weights are as follows:

$$\hat{a}'_m = a_m e^{-j m \psi_0}, \quad m = 0, \pm 1, \pm 2, \ldots, \pm M, \quad (N = 2M + 1)$$

$$\hat{a}'_m = a_m e^{j m \psi_0}, \quad m = 1, 2, \ldots, M, \quad (N = 2M) \tag{23.1.9}$$

The MATLAB functions scan and steer perform the desired progressive phasing of the weights according to Eq. (23.1.8). Their usage is as follows:

```matlab
ascan = scan(a, psi0); % scan array with given scanning phase psi0
asteer(d, a, phi0); % steer array towards given angle phi0
```

Example 23.1.1: For the cases $N = 7$ and $N = 6$, we have $M = 3$. The symmetric and right-sided array weights will be related as follows:

$$a = [\hat{a}_0, \hat{a}_1, \hat{a}_2, \hat{a}_3, \hat{a}_4, \hat{a}_5, \hat{a}_6] = [a_{-3}, a_{-2}, a_{-1}, a_0, a_1, a_2, a_3]$$

$$a = [\hat{a}_0, \hat{a}_1, \hat{a}_2, \hat{a}_3, \hat{a}_4, \hat{a}_5] = [a_{-3}, a_{-2}, a_{-1}, a_0, a_1, a_2]$$

For $N = 7$ we have $(N - 1)/2 = 3$, and for $N = 6$, $(N - 1)/2 = 3/2$. Thus, the array locations along the x-axis will be:

$$x_m = [-3d, -2d, -d, 0, d, 2d, 3d]$$

$$x_m = [-\frac{5}{2}d, -\frac{3}{2}d, -\frac{1}{2}d, \frac{1}{2}d, \frac{3}{2}d, \frac{5}{2}d]$$

Eq. (23.1.4) reads as follows in the two cases:

$$A(z) = a_{-3} z^{-3} + a_{-2} z^{-2} + a_{-1} z^{-1} + a_0 + a_1 z + a_2 z^2 + a_3 z^3$$

$$z^{-3} [a_{-3} + a_{-2} z + a_{-1} z^2 + a_0 z^3 + a_1 z^4 + a_2 z^5 + a_3 z^6] = z^{-3} \hat{A}(z)$$

$$A(z) = a_{-3} z^{-5/2} + a_{-2} z^{-3/2} + a_{-1} z^{-1/2} + a_0 z^{1/2} + a_1 z^{3/2} + a_2 z^{5/2} + a_3 z^{7/2}$$

$$z^{-5/2} [a_{-3} + a_{-2} z + a_{-1} z^2 + a_0 z^3 + a_1 z^4 + a_2 z^5] = z^{-5/2} \hat{A}(z)$$

If the arrays are steered, the weights pick up the progressive phases:

$$[a_{-3} e^{j\psi_0}, a_{-2} e^{j\psi_0}, a_{-1} e^{j\psi_0}, a_0, a_1 e^{-j\psi_0}, a_2 e^{-2j\psi_0}, a_3 e^{-3j\psi_0}]$$

$$\hat{A}(\psi) = e^{j\psi_0} [a_{-3}, a_{-2} e^{-j\psi_0}, a_{-1} e^{-2j\psi_0}, a_0, a_1 e^{-3j\psi_0}, a_2 e^{-4j\psi_0}, a_3 e^{-5j\psi_0}]$$

$$A(z) = z^{-5/2} [a_{-3}, a_{-2} e^{-j\psi_0}, a_{-1} e^{-2j\psi_0}, a_0, a_1 e^{-3j\psi_0}, a_2 e^{-4j\psi_0}, a_3 e^{-5j\psi_0}]$$

where $\psi_0 = kd \cos \phi_0$ is the steering phase.

Example 23.1.2: The uniform array of Sec. 22.7, was defined as a right-sided array. In the present notation, the weights and array factor are:

$$a = [\hat{a}_0, \hat{a}_1, \ldots, \hat{a}_{N-1}] = \frac{1}{N} [1, 1, \ldots, 1], \quad \hat{A}(z) = \frac{1}{N} \frac{z^N - 1}{z - 1}$$

Using Eq. (23.1.4), the corresponding symmetric array factor will be:

$$A(z) = z^{-(N-1)/2} \hat{A}(z) = \frac{1}{N} \frac{z^N - 1}{z - 1} = \frac{1}{N} \frac{z^{N/2} - z^{-N/2}}{z^{1/2} - z^{-1/2}}$$

Setting $z = e^{j\phi}$, we obtain

$$A(\psi) = \sin \left(\frac{N\psi}{2}\right)$$

which also follows from Eqs. (22.7.3) and (23.1.6).

23.2 Schelkunoff’s Zero Placement Method

The array factor of an N-element array is a polynomial of degree $N - 1$ and therefore it has $N - 1$ zeros:

$$\hat{A}(z) = \sum_{n=0}^{N-1} \hat{a}_n z^n = (z - z_1)(z - z_2) \cdots (z - z_{N-1}) \hat{A}_{N-1} \tag{23.2.1}$$

By proper placement of the zeros on the z-plane, a desired array factor can be designed. Schelkunoff’s paper of more than 45 years ago [1243] discusses this and the Fourier series methods.

As an example consider the uniform array that has zeros equally spaced around the unit circle at the $N$-th roots of unity, that is, at $z_l = e^{j\pi l/N}$, where $\pi j = 2\pi j/N$, $l = 1, 2, \ldots, N - 1$. The index $l = 0$ is excluded as $z = 1$ or $\psi = 0$ corresponds to the mainlobe peak of the array. Depending on the element spacing $d$, it is possible that not all of these zeros lie within the visible region and, therefore, they may not correspond to actual nulls in the angular pattern. This happens when $d < \lambda/2$ for a broadside array, which has a visible region that covers less than the full unit circle, $\psi_{\text{vis}} = 2kd < 2\pi$. 

23.2. Schelkunoff’s Zero Placement Method

Schelkunoff’s design idea was to place all \( N - 1 \) zeros of the array within the visible region, for example, by equally spacing them within it. Fig. 23.2.1 shows the visible regions and array zeros for a six-element endfire array with element spacings \( d = \lambda/4 \) and \( d = \lambda/8 \).

The visible region is determined by Eq. (22.9.5). For an endfire \((\phi_0 = 0)\) array with \( d = \lambda/4 \) or \( kd = \pi/2 \), the steered wavenumber will be \( \psi' = kd(\cos \phi - \cos \phi_0) = (\cos \phi - 1) \pi/2 \) and the corresponding visible region, \( -\pi \leq \psi' \leq 0 \). Similarly, when \( d = \lambda/8 \) or \( kd = \pi/4 \), we have \( \psi' = (\cos \phi - 1) \pi/4 \) and visible region, \( -\pi/2 \leq \psi' \leq 0 \).

The uniform array has five zeros. When \( d = \lambda/4 \), only three of them lie in the visible region, and when \( d = \lambda/8 \) only one of them does. By contrast Schelkunoff’s design method places all five zeros within the visible regions.

Fig. 23.2.2 shows the gains of the two cases and compares them to the gains of the corresponding uniform array. The presence of more zeros in the visible regions results in a narrower mainlobe and smaller sidelobes.

The angular nulls corresponding to the zeros that lie in the visible region may be observed in these graphs for both the uniform and Schelkunoff designs.

Because the visible region is in both cases \(-2kd \leq \psi' \leq 0\), the five zeros are chosen as \( z_i = e^{j\psi_i} \), where \( \psi_i = -2kd_i/5 \), \( i = 1, 2, \ldots, 5 \). The array weights can be obtained by expanding the zero factors of Eq. (23.2.1). The following MATLAB statements will perform and plot the design:

```matlab
d = 1/4; kd = 2*pi*d;
i = 1:5;
psi = -2*kd*i/5;
zi = exp(j*psi);
a = fliplr(poly(zi));
a = steer(d, a, 0);
[g, ph] = array(d, a, 400);
dbz(ph, g, 45, 40);
```

The function `poly` computes the expansion coefficients. But because it lists them from the higher coefficient to the lowest one, that is, from \( z^{N-1} \) to \( z^0 \), it is necessary to reverse the vector by `fliplr`. When the weight vector is symmetric with respect to its middle, such reversal is not necessary.

23.3 Fourier Series Method with Windowing

The Fourier series design method is identical to the same method in DSP for designing FIR digital filters [48,49]. The method is based on the inverse discrete-space Fourier transforms of the array factor.

Eqs. (23.1.1) and (23.1.2) may be thought of as the truncated or windowed versions of the corresponding infinite Fourier series. Assuming an infinite and convergent series, we have for the “odd” case:

\[
A(\psi) = a_0 + \sum_{m=1}^{\infty} \left[ a_m e^{j m \psi} + a_{-m} e^{-j m \psi} \right]
\]  
(23.3.1)

Then, the corresponding inverse transform will be:

\[
a_m = \frac{1}{2\pi} \int_{-\pi}^{\pi} A(\psi) e^{-j m \psi} d\psi, \quad m = 0, \pm 1, \pm 2, \ldots
\]  
(23.3.2)
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For the odd case, the corresponding ideal weights are obtained from Eq. (23.3.2):

$$a_{BP}(m) = \frac{1}{2\pi} \int_{-\pi}^{\pi} A_{BP}(\psi) e^{-jm\psi} d\psi = \frac{1}{2\pi} \int_{\psi_b-\delta}^{\psi_b+\delta} 1 \cdot e^{-jm\psi} d\psi$$

which gives:

$$A_{BP}(m) = e^{-jm\psi_b} \frac{\sin(\psi_b m)}{\pi m}, \quad m = 0, \pm 1, \pm 2, \ldots \quad (23.4.1)$$

This problem is equivalent to designing an ideal lowpass response with cutoff frequency $\psi_p$ and then translating it by $A_{BP}(\psi) = A_{LP}(\psi - \psi_b)$, where $\psi' = \psi - \psi_b$. The lowpass response is defined as:

$$A_{LP}(\psi') = \begin{cases} 1, & -\psi_b \leq \psi' \leq \psi_b \\ 0, & \text{otherwise} \end{cases}$$

and its ideal weights are:

$$a_{LP}(m) = \frac{1}{2\pi} \int_{-\pi}^{\pi} A_{LP}(\psi') e^{-jm\psi'} d\psi' = \frac{1}{2\pi} \int_{\psi_b-\delta}^{\psi_b+\delta} 1 \cdot e^{-jm\psi'} d\psi' = \frac{\sin(\psi_b m)}{\pi m}$$

Thus, as expected, the ideal weights for the bandpass and lowpass designs are related by a scanning phase: $A_{BP}(m) = e^{-jm\psi} a_{LP}(m)$.

A more realistic design of the bandpass response is to prescribe “brickwall” specifications, that is, defining a passband range over which the response is essentially flat and a stopband range over which the response is essentially zero. These ranges are defined by the bandedge frequencies $\psi_p$ and $\psi_s$, such that the passband is $|\psi - \psi_b| \leq \psi_p$ and the stopband $|\psi - \psi_b| \geq \psi_s$. The specifications of the equivalent lowpass response are shown in Fig. 23.4.1.

![Fig. 23.4.1 Specifications of equivalent lowpass response.](image)

As an example of the Fourier series method, we discuss the design of an array with angular pattern confined into a desired angular sector.

First, we consider the design in $\psi$-space of an ideal bandpass array factor centered at wavenumber $\psi_b$ with bandwidth of $2\psi_b$. We will see later how to map these specifications into an actual angular sector. The ideal bandpass response is defined over $-\pi \leq \psi \leq \pi$ as follows:

$$A_{BP}(\psi) = \begin{cases} 1, & \psi_0 - \psi_b \leq \psi \leq \psi_0 + \psi_b \\ 0, & \text{otherwise} \end{cases}$$

where $\psi_0$ is the angular center of the passband.

In general, a desired array factor requires an infinite number of coefficients $a_m$ to be represented exactly. Keeping only a finite number of coefficients in the Fourier series introduces unwanted ripples in the response. Such ripples can be minimized using an appropriate window, but at the expense of wider transition regions.

The Fourier series method may be summarized as follows. Given a desired response, say $A_d(\psi)$, pick an odd or even window length, for example $N = 2M+1$, and calculate the $N$ ideal weights by evaluating the inverse transform:

$$a_d(m) = \frac{1}{2\pi} \int_{-\pi}^{\pi} A_d(\psi) e^{-jm\psi} d\psi, \quad m = 0, \pm 1, \ldots, \pm M \quad (23.3.5)$$

then, the final weights are obtained by windowing with a length-$N$ window $w(m)$:

$$a(m) = w(m) a_d(m), \quad m = 0, \pm 1, \ldots, \pm M \quad (23.3.6)$$

This method is convenient only when the required integral (23.3.5) can be done exactly, as when $A_d(\psi)$ has a simple shape such as an ideal lowpass filter. For arbitrarily shaped $A_d(\psi)$ one must evaluate the integrals approximately using an inverse DFT as is done in the Woodward-Lawson frequency-sampling design method discussed in Sec. 23.5.

In addition, the method requires that $A_d(\psi)$ be specified over one complete Nyquist interval, $-\pi \leq \psi \leq \pi$, regardless of whether the visible region $\psi_{vis} = 2kd$ is more or less than one Nyquist period.

## 23.4 Sector Beam Array Design

As an example of the Fourier series method, we discuss the design of an array with angular pattern confined into a desired angular sector.

Similarly, in the “even” case we have:

$$A(\psi) = \sum_{m=1}^{\infty} \left[ a_m e^{j(m-1/2)\psi} + a_{-m} e^{-j(m-1/2)\psi} \right]$$

with inverse transform:

$$a_{\pm m} = \frac{1}{2\pi} \int_{-\pi}^{\pi} A(\psi) e^{\pm j(m-1/2)\psi} d\psi, \quad m = 1, 2, \ldots \quad (23.3.4)$$

such that the stopband attenuation is greater than a minimum value, say $A$ dB. The attenuation over the passband need not be specified, because the window method always results in extremely flat passbands for reasonable values of $A$, e.g., for $A > 35$ dB. Indeed, the maximum passband attenuation is related to $A$ by the approximate formula $A_{pass} = 17.4\delta$ dB, where $\delta = 10^{-A/20}$ (see Ref. [49]).
23.4. Sector Beam Array Design

The Kaiser window is the best and simplest of a small class of windows that allow a variable choice for $A$.

Thus, the design specifications are the quantities $\{\psi_p, \psi_s, A\}$. Alternatively, we can take them to be $\{\psi_p, \Delta \psi, A\}$, where $\Delta \psi = \psi_s - \psi_p$ is the transition width. We prefer the latter choice. The design steps for the bandpass response using the Kaiser window are summarized below:

1. From the stopband attenuation $A$, calculate the so-called $D$-factor of the window (similar to the broadening factor):

$$D = \begin{cases} 
A - 7.95 \frac{14.36}{A-14.36}, & \text{if } A > 21 \\
0.922, & \text{if } A \leq 21 
\end{cases}$$

and the window’s shape parameter $\alpha$:

$$\alpha = \begin{cases} 
0.1102(A - 8.7), & \text{if } A \geq 50 \\
0.5842(A - 21)^{0.4} + 0.07886(A - 21), & \text{if } 21 < A < 50 \\
0, & \text{if } A \leq 21 
\end{cases}$$

2. From the transition width $\Delta \psi$, calculate the length of the window by choosing the smallest odd integer $N = 2M + 1$ that satisfies:

$$\Delta \psi = \frac{2\pi D}{N - 1}$$

Alternatively, if $N$ is given, calculate the transition width $\Delta \psi$.

3. Calculate the samples of the Kaiser window:

$$w(m) = \frac{I_0(\alpha \sqrt{1 - m^2/M^2})}{I_0(\alpha)}, \quad m = 0, \pm 1, \ldots, \pm M$$

where $I_0(x)$ is the modified Bessel function of first kind and zeroth order.

4. Calculate the ideal cutoff frequency $\psi_b$ by taking it to be at the middle between the passband and stopband frequencies:

$$\psi_b = \frac{1}{2}(\psi_p + \psi_s) = \psi_p + \frac{1}{2}\Delta \psi$$

5. Calculate the final windowed array weights from $a(m) = w(m)a_{BP}(m)$:

$$a(m) = w(m)e^{-jm\psi_0} \frac{\sin(\psi_b m)}{\pi m}, \quad m = 0, \pm 1, \ldots, \pm M$$

Next, we use the above bandpass design in $\psi$-space to design an array with an angular sector response in $\phi$-space. The ideal array will have a pattern that is uniformly flat over an angular sector $[\phi_1, \phi_2]$:

$$A(\phi) = \begin{cases} 
1, & \phi_1 \leq \phi \leq \phi_2 \\
0, & \text{otherwise} 
\end{cases}$$

Alternatively, we can define the sector by means of its center angle and its width, $\phi_c = (\phi_1 + \phi_2)/2$ and $\phi_b = \phi_2 - \phi_1$. Thus, we have the equivalent definitions of the angular sector:

$$\phi_c = \frac{1}{2} (\phi_1 + \phi_2) \quad \phi_b = \phi_2 - \phi_1$$

$$\phi_1 = \phi_c - \frac{1}{2} \phi_b \quad \phi_2 = \phi_c + \frac{1}{2} \phi_b$$

For a practical design, we may take $[\phi_1, \phi_2]$ to represent the passband of the response and assume an angular stopband with attenuation of at least $A$ dB that begins after a small angular transition width $\Delta \phi$ on either side of the passband.

In filter design, the stopband attenuation and the transition width are used to determine the window length $N$. But in the array problem, because we are usually limited in the number $N$ of available array elements, we must assume that $N$ is given and determine the transition width $\Delta \phi$ from $A$ and $N$.

Thus, our design specifications are the quantities $\{\phi_b, \phi_c, N, A\}$, or alternatively, $\{\psi_p, \psi_s, N, A\}$. These specifications must be mapped into equivalent ones in $\psi$-space using the steered wavenumber $\psi' = kd(\cos \phi - \cos \psi_0)$.

We require that the angular passband $[\phi_1, \phi_2]$ be mapped onto the lowpass passband $[-\psi_p, \psi_p]$ in $\psi'$-space. Thus, we have the conditions:

$$\psi_p = kd \cos \phi_1 - \psi_0$$

$$-\psi_p = kd \cos \phi_2 - \psi_0$$

They may be solved for $\psi_p$ and $\psi_0$ as follows:

$$\psi_p = \frac{1}{2}kd(\cos \phi_1 - \cos \phi_2)$$

$$\psi_0 = \frac{1}{2}kd(\cos \phi_1 + \cos \phi_2)$$

Using Eq. (23.4.8) and some trigonometry, we have equivalently:

$$\psi_p = kd \sin(\phi_c) \sin(\frac{\phi_b}{2})$$

$$\psi_0 = kd \cos(\phi_c) \cos(\frac{\phi_b}{2})$$

Setting $\psi_0 = kd \cos \phi_0$, we find the effective steering angle $\phi_0$:

$$\cos \phi_0 = \cos(\phi_c) \cos(\frac{\phi_b}{2}) \quad \Rightarrow \quad \phi_0 = \arccos(\cos(\phi_c) \cos(\frac{\phi_b}{2}))$$
Note that $\phi_b$ is not equal to $\phi_c$, except for very narrow widths $\phi_b$.

The design procedure is then completed as follows. Given the attenuation $A$, we calculate the window parameters $D, \alpha$ from Eqs. (23.4.2) and (23.4.3). Since $N$ is given, we calculate the transition width $\Delta \psi$ directly from Eq. (23.4.4). Then, the ideal lowpass frequency $\psi_b$ is calculated from Eq. (23.4.6), that is,

$$\psi_b = \psi_\theta + \frac{1}{2} \Delta \psi = kd \sin(\phi_c) \sin \left( \frac{\phi_b}{2} \right) + \pi D \frac{N}{N - 1}$$  \hspace{1cm} (23.4.12)

Finally, the array weights are obtained from Eq. (23.4.7). The transition width $\Delta \phi$ can be approximated by linearizing $\psi = kd \cos \phi$ around $\phi_1$, or around $\phi_2$, or around $\phi_c$. We prefer the latter choice, giving:

$$\Delta \phi = \Delta \psi \frac{\sin \phi_c}{kd \sin \phi_c} = \frac{2 \pi D}{kd(N - 1) \sin \phi_c}$$  \hspace{1cm} (23.4.13)

The design method can be extended to the case of even $N = 2M$. The integral (23.3.4) can still be done exactly. The Kaiser window expression (23.4.5) remains the same for $m = \pm 1, \pm 2, \ldots, \pm M$. We note the symmetry $w(-m) = w(m)$. After windowing and scanning with $\psi_0$, we get the final designed weights:

$$a(m) = w(m) e^{j(m-1/2)\psi_0} \frac{\sin(\psi_b(m-1/2))}{\pi(m-1/2)}, \quad m = 1, 2, \ldots, M$$  \hspace{1cm} (23.4.14)

The MATLAB function sector implements the above design steps for either even or odd $N$. Its usage is as follows:

```plaintext
[a, dph] = sector(d, ph1, ph2, N, A);  \% A=stopband attenuation in dB
```

Fig. 23.4.2 shows four design examples having sector $[\phi_1, \phi_2] = [45^\circ, 75^\circ]$, or center $\phi_c = 60^\circ$ and width $\phi_b = 30^\circ$. The number of array elements was $N = 21$ and $N = 41$, with half-wavelength spacing $d = \lambda/2$. The stopband attenuations were $A = 20$ and $A = 40$ dB. The two cases with $A = 20$ dB are equivalent to using the rectangular window. They have visible Gibbs ripples in their passband. Some typical MATLAB code for generating these graphs is as follows:

```plaintext
d=0.5; ph1=45; ph2=75; N=21; A=20;
[a, dph] = sector(d, ph1, ph2, N, A);
[g, ph] = array(d, a, 400);
dbz(ph,g, 30, 80);
addray(ph1, '--'); addray(ph2, '--');
```

The basic design tradeoff is between $N$ and $A$ and is captured by Eq. (23.3.4). Because $D$ is linearly increasing with $A$, the transition width will increase with $A$ and decrease with $N$. As $A$ increases, the passband exhibits no Gibbs ripples but at the expense of larger transition width.

### 23.5 Woodward-Lawson Frequency-Sampling Design

As we mentioned earlier, the Fourier series method is feasible only when the inverse transform integrals (23.3.2) and (23.3.4) can be done exactly. If not, we may use the frequency-sampling design method of DSP [48,49]. In the array context, the method is referred to as the Woodward-Lawson method.

For an $N$-element array, the method is based on performing an inverse $N$-point DFT. It assumes that $N$ samples of the desired array factor $A(\psi_i)$ are available, that is, $A(\psi_i)$, $i = 0, 1, \ldots, N - 1$, where $\psi_i$ are the $N$ DFT frequencies:

$$\psi_i = \frac{2 \pi i}{N}, \quad i = 0, 1, \ldots, N - 1, \quad \text{(DFT frequencies)}$$  \hspace{1cm} (23.5.1)

The frequency samples $A(\psi_i)$ are related to the array weights via the forward $N$-point DFT’s obtained by evaluating Eqs. (23.1.1) and (23.1.2) at the $N$ DFT frequencies:

$$A(\psi_i) = a_0 + \sum_{m=1}^{M} \left[ a_m e^{j m \psi_i} + a_{-m} e^{-j m \psi_i} \right], \quad (N = 2M + 1)$$  \hspace{1cm} (23.5.2)

$$A(\psi_i) = \sum_{m=1}^{M} \left[ a_m e^{j (m-1/2) \psi_i} + a_{-m} e^{-j (m-1/2) \psi_i} \right], \quad (N = 2M)$$

---

**Fig. 23.4.2** Angular sector array design with the Kaiser window.
where $\psi_i$ are given by Eq. (23.5.1). The corresponding inverse $N$-point DFT's are as follows. For odd $N = 2M + 1$,

$$a_m = \frac{1}{N} \sum_{i=0}^{N-1} A(\psi_i) e^{-jm\psi_i}, \quad m = 0, \pm 1, \pm 2, \ldots, \pm M \quad (23.5.3)$$

and for even $N = 2M$,

$$a_{\pm m} = \frac{1}{N} \sum_{i=0}^{N-1} A(\psi_i) e^{\pm j(m-1/2)\psi_i}, \quad m = 1, 2, \ldots, M \quad (23.5.4)$$

There is an alternative definition of the $N$ DFT frequencies $\psi_i$ for which the forms of the forward and inverse DFT's, Eqs. (23.5.2)-(23.5.4), remain the same. For either even or odd $N$, we define:

$$\psi_i = \frac{2\pi(i - K)}{N}, \quad \text{(alternative DFT frequencies)} \quad (23.5.5)$$

where $i = 0, 1, \ldots, N - 1$ and $K = (N - 1)/2$.

This definition makes a difference only for even $N$, in which case the index $i - K$ takes on all the half-integer values in the symmetric interval $[-K, K]$. For odd $N$, Eq. (23.5.5) amounts to a re-indexing of Eq. (23.5.1), with $i - K$ taking values now over the symmetric integer interval $[-K, K]$.

For both the standard and the alternative sets, the $N$ complex numbers $z_i = e^{j\psi_i}$ are equally spaced around the unit circle. For odd $N$, they are the $N$-th roots of unity, that is, the solutions of the equation $z^N = 1$. For the alternative set with even $N$, they are the $N$ solutions of the equation $z^N - 1 = 0$.

The alternative set is usually preferred in array processing. In DSP, it leads to the discrete cosine transform. The MATLAB function `woodward` implements the inverse DFT operations (23.5.3) and (23.5.4), for either the standard or the alternative definition of $\psi_i$. Its usage is as follows:

```matlab
a = Woodward(A, alt); % alt=0,1 for standard or alternative
```

The frequency-sampling array design method is summarized as follows: Given a set of $N$ frequency response values $A(\psi_i), i = 0, 1, \ldots, N - 1$, calculate the $N$ array weights $a(m)$ using the inverse DFT formulas (23.5.3) or (23.5.4). Then, replace the weights by their windowed versions using any symmetric length-$N$ window. The final expressions for the windowed weights are, for odd $N = 2M + 1$,

$$a(m) = w(m) \frac{1}{N} \sum_{i=0}^{N-1} A(\psi_i) e^{-jm\psi_i}, \quad m = 0, \pm 1, \pm 2, \ldots, \pm M \quad (23.5.6)$$

and for even $N = 2M$,

$$a(\pm m) = w(\pm m) \frac{1}{N} \sum_{i=0}^{N-1} A(\psi_i) e^{\pm j(m-1/2)\psi_i}, \quad m = 1, 2, \ldots, M \quad (23.5.7)$$

As an example, consider the design of a sector beam with edges at $\phi_1 = 45^\circ$ and $\phi_2 = 75^\circ$. Thus, the beam is centered at $\phi_c = 60^\circ$ and has width $\phi_w = 30^\circ$.

As $\phi$ ranges over $[\phi_1, \phi_2]$, the wavenumber $\psi = kd \cos \phi$ will range over $kd \cos \phi_1 \leq \psi \leq kd \cos \phi_2$. For all DFT frequencies $\psi_i$ that lie in this interval, we set $A(\psi_i) = 1$, otherwise, we set $A(\psi_i) = 0$. Assuming the alternative definition for $\psi_i$, we have the passband condition:

$$kd \cos \phi_2 \leq \frac{2\pi(i - K)}{N} \leq kd \cos \phi_1$$

Setting $kd = 2\pi d/\lambda$ and solving for the DFT index $i - K$, we find:

$$j_1 \leq i - K \leq j_2, \quad \text{where} \quad j_1 = \frac{Nd}{\lambda} \cos \phi_2, \quad j_2 = \frac{Nd}{\lambda} \cos \phi_1$$

This range determines the DFT indices $i$ for which $A(\psi_i) = 1$. The inverse DFT summation over $i$ will then be restricted over this subset of $i$'s. Fig. 23.5.1 shows the response of a 20-element array with half-wavelength spacing, $d = \lambda/2$, designed with a rectangular and a Hamming window. The MATLAB code for generating the right graph was as follows:

```matlab
d=0.5; %d=20; ph1=45; ph2=75; alt=1; K=(N-1)/2;
j1 = N*d*cos(ph2*pi/180);
j2 = N*d*cos(ph1*pi/180);
i = (0:N-1);
j = 1 - alt*K;
A = @(j)=1D((j<i+j2));
a = Woodward(A, alt);
w = 0.54 - 0.46*cos(2*pi*(j-N-1));
awind = a.*w;
[g,ph] = array(0.5, awind, 400);
dbz(ph, 30, 80);
addarray(ph1,'--'); addarray(ph2,'--');
```

Fig. 23.5.1 Angular sector array design with Woodward-Lawson method.

The sidelobes of the Hamming window are down approximately at the expected 54-dB level (they reach 54 dB for larger $N$.) The design is comparable to that of Fig. 23.4.2.
The power of this method lies in the ability to specify any shape for the array factor through its frequency samples. The method works well for half-wavelength spacing \( d = \lambda / 2 \), because all \( N \) DFT frequencies \( \psi_i \) lie within the visible region, which coincides in this case with the full Nyquist interval, \( -\pi \leq \psi \leq \pi \).

As another example, we consider the design of an array with a secant-squared gain pattern, which is relevant in air search radars as discussed in Sec. 16.11. We consider an array of \( N \) elements along the \( z \)-direction with half-wavelength spacing \( \lambda / 2 \), because all DFT frequencies \( \psi_i \) lie within the visible region, which coincides in this case with the full Nyquist interval, \( -\pi \leq \psi \leq \pi \).

The corresponding wavenumber \( \psi \) will be \( \psi = k_d \cos \theta \), or

\[
\psi = k d \cos \theta
\]

The design of the secant-squared gain pattern requires that the array factor itself have a secant dependence. Indeed, Eq. (23.5.8) becomes

\[
A(\psi) = \begin{cases} 
\cos \frac{\psi_{\text{max}}}{\cos \theta}, & \text{if } 0 \leq \psi \leq \psi_{\text{max}} \\
\psi_{\text{max}} \psi, & \text{if } \psi_{\text{max}} \leq \psi \leq \pi \\
1, & \text{if } 0 \leq \psi < \psi_{\text{max}}
\end{cases}
\]

The design of the secant-squared gain pattern requires that the array factor itself have a secant dependence. Indeed, Eq. (23.5.8) becomes

\[
A(\psi) = \begin{cases} 
\cos \frac{\psi_{\text{max}}}{\cos \theta}, & \text{if } 0 \leq \psi \leq \psi_{\text{max}} \\
\psi_{\text{max}} \psi, & \text{if } \psi_{\text{max}} \leq \psi \leq \pi \\
1, & \text{if } 0 \leq \psi < \psi_{\text{max}}
\end{cases}
\]

We symmetrize \( A(-\psi) = A(\psi) \) to cover the entire 2\( \pi \) Nyquist interval in \( \psi \). Evaluating Eq. (23.5.9) at the \( N \) DFT frequencies \( \psi_i = 2\pi i/N \), we obtain the array weights by doing an inverse DFT and then windowing the array coefficients with a Hamming window. Fig. 23.5.2 shows a design case with \( N = 21 \) and \( \theta_{\text{max}} = 70^\circ \). The figure compares the Hamming and rectangular window designs to the exact expression (23.5.8). The details of the design are indicated in the MATLAB code:

\[
\begin{align*}
N &= 21; \ K = (N-1)/2; \ d = 0.5; \ \text{thmax} = 70; \\
p\text{max} &= 2\pi d * \cos(\text{thmax} * \pi/180); \\
A_i &= \text{ones}(1,K+1); \\
p_{\text{si}} &= 2\pi i / K; N; \\
j &= \text{find}(p_{\text{si}}); \\
A_i(j) &= \text{psmax} * (p_{\text{si}(j)} > \text{psmax}) / (p_{\text{si}(j)} < \text{psmax}); \\
A_i &= [A_i, A_i(K-1:1)]; \\
a &= \text{woodward}(A_i, 0) / N;
\end{align*}
\]

23.6 Discretization of Continuous Line Sources

One-dimensional arrays may be thought of as arising from the spatial sampling of continuous line current distributions. Consider, for example, a current \( I(x) \) flowing along the \( x \)-axis. Its current density is \( J(x) \). The Fourier transform of the current is

\[
F_x(k_x, k_y, k_z) = \int J_x(x, y, z) e^{jk_y y + jk_z z} dx dy dz
\]

\[
= \int I(x) \delta(y) \delta(z) e^{jk_y y + jk_z z} dx = \int_{-\infty}^{\infty} I(x) e^{jk_x x} dx
\]

Thus, \( F_x(k_x) \) depends only on the \( k_x \) wavevector component and is the spatial Fourier transform of the line current \( I(x) \):

\[
F_x(k_x) = \int_{-\infty}^{\infty} I(x) e^{jk_x x} dx
\]

In spherical coordinates, \( k_{\theta} \) is given by \( k_{\theta} = k \sin \theta \cos \phi \), with \( k = 2\pi / \lambda \). The range of \( k_{\theta} \) values when \( \theta, \phi \) vary over \( 0 \leq \theta \leq \pi \) and \( 0 \leq \phi \leq 2\pi \) is the “visible region”. The inversion of the Fourier transform, however, requires knowledge of \( F_x(k_x) \) over all

\[
aw = a \cdot (0.54 - 0.46\cos(2\pi i (0:N-1)/(N-1))); \\
th = (0:200) * 90 / 200; \\
ps = 2\pi d * \cos(\text{thmax} * \pi/180); \\
A = \text{abs} \left( \text{dtft}(a, -ps) \right); \\
Aw = \text{abs} \left( \text{dtft}(aw, -ps) \right); \\
A0 = \text{psmax} * (ps > \text{psmax}) / (ps < \text{psmax}); \\
% Hamming
% rectangular design
% Hamming design
% exact pattern
k_x, and in such case the inverse is:

\[ I(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F_x(k_x) e^{-jk_x x} \, dk_x \]  

(23.6.2)

Suppose now that the current \( I(x) \) is sampled at the regular intervals \( x_m = md \) with spacing \( d \) and integer \( m \). The sampled current may be represented as the sum of impulses:

\[ \hat{I}(x) = \sum_{m=-\infty}^{\infty} I(x_m) \delta(x - x_m) = \sum_{m=-\infty}^{\infty} I_m \delta(x - md) \]  

(23.6.3)

where we set \( I_m = I(x_m) = I(md) \). Then, the corresponding Fourier transform will be:

\[ \hat{F}_x(k_x) = \int_{-\infty}^{\infty} \hat{I}(x) e^{jk_x x} \, dx = \sum_{m=-\infty}^{\infty} I_m e^{imk_x d} = \sum_{m=-\infty}^{\infty} I_m e^{im\psi} \]  

(23.6.4)

This has precisely the form of an array factor with \( \psi = k_x d \). The pattern \( F_x(k_x) \) is periodic in \( k_x \) with period \( k_s = 2\pi/d \), which is the sampling frequency in units of radians/meter. Equivalently, \( F_x(k_x) \) is periodic in \( \psi \) with period \( 2\pi \). The Poisson summation formula [48] relates \( \hat{F}_x(k_x) \) to the unsampled pattern \( F_x(k_x) \) as a sum of shifted replicas:

\[ \hat{F}_x(k_x) = \frac{1}{d} \sum_{n=-\infty}^{\infty} F_x(k_x - nk_s) \]  

(23.6.5)

Aliasing, that is, the overlapping of the spectral replicas, can be avoided only if \( F_x(k_x) \) is bandlimited to within the Nyquist interval, \( |k_s| \leq k_s/2 \). This would imply that \( I(x) \) have infinite extent.

In practice, \( I(x) \) is assumed to be space-limited with a finite extent, say, over an interval \(-l/2 \leq x \leq l/2\). In this case, \( F_x(k_x) \) cannot be bandlimited and therefore, aliasing will always occur. However, if the pattern \( F_x(k_x) \) attenuates with large \( k_x \), aliasing may be minimized by selecting a small enough \( d \).

Eqs. (23.6.4) and (23.6.5) provide two equivalent ways to express the spectrum of the sampled current. Eq. (23.6.4) can be inverted to recover the current samples \( I_m \):

\[ I_m = \frac{1}{k_s} \int_{-k_s/2}^{k_s/2} \hat{F}_x(k_x) e^{-jk_x x} \, dk_x = \frac{1}{2\pi} \int_{-\pi}^{\pi} \hat{F}_x(\psi) e^{-ij\psi} \, d\psi \]  

(23.6.6)

which is the inverse discrete-space Fourier transform that we introduced in (22.4.8). By using the z-domain variable \( z = e^{j\psi} \), (23.6.4) can also be written as the spatial z-transform:

\[ \hat{F}_x(z) = \sum_{m=-\infty}^{\infty} I_m z^m \]  

(23.6.7)

Next, we focus on finite line sources \( I(x) \), \(-l/2 \leq x \leq l/2\). Then, (23.6.1) reads:

\[ F_x(k_x) = \int_{-l/2}^{l/2} I(x) e^{jk_x x} \, dx \]  

(23.6.8)

It proves convenient to define a normalized wavenumber variable \( u \) by:

\[ u = \frac{lk_x}{2\pi} \Leftrightarrow k_x = \frac{2\pi u}{l} \Leftrightarrow u = \frac{l}{\lambda} \sin \theta \cos \phi \]  

(23.6.9)

and define a scaled pattern \( F(u) = F_x(k_x)/l \). Then, we have the Fourier relationships:

\[ F(u) = \frac{1}{l} \int_{-l/2}^{l/2} I(x) e^{2\pi i u x/l} \, dx \Leftrightarrow I(x) = \int_{-\infty}^{\infty} F(u) e^{-2\pi i u x/l} \, du \]  

(23.6.10)

If \( I(x) \) were periodic with period \( l \), then \( 2\pi/l \) would be its fundamental harmonic and \( 2\pi u/l \) would be interpreted as the \( u \)th harmonic. Indeed, the continuous-line version of the Woodward-Lawson method gives \( u \) just such an interpretation. Let us define the periodic extension of the space-limited \( I(x) \) with period \( l \) to be the sum of its replicas:

\[ \hat{I}(x) = \sum_{n=-\infty}^{\infty} I(x - nl) \]  

(23.6.11)

Then, \( \hat{I}(x) \), being periodic, could be expanded in a Fourier series with coefficients:

\[ \hat{I}(x) = \sum_{p=-\infty}^{\infty} c_p e^{2\pi i px/l}, \quad c_p = \frac{1}{l} \int_{-l/2}^{l/2} \hat{I}(x) e^{2\pi i px/l} \, dx \]  

(23.6.12)

Because \( \hat{I}(x) = I(x) \) over the period \(-l/2 \leq x \leq l/2\), the above integral for the \( p \)th coefficient implies from (23.6.10) that \( c_p = F(u) \) with \( u = p \). Thus, restricting \( x \) over its basic period, we have the representation:

\[ I(x) = \sum_{p=-\infty}^{\infty} F(p) e^{-2\pi i px/l}, \quad -\frac{l}{2} \leq x \leq \frac{l}{2} \]  

(23.6.13)

The pattern \( F(u) \) may itself be expressed in terms of its samples \( F(p) \). We have from (23.6.13):

\[ F(u) = \frac{1}{l} \int_{-l/2}^{l/2} I(x) e^{2\pi i u x/l} \, dx = \sum_{p=-\infty}^{\infty} F(p) \frac{1}{l} \int_{-l/2}^{l/2} e^{2\pi i (u-p) x/l} \, dx, \quad \text{or,} \]

\[ F(u) = \sum_{p=-\infty}^{\infty} F(p) \frac{\sin(\pi(u-p))}{\pi(u-p)} \]  

(23.6.14)

Eqs. (23.6.13) and (23.6.14) are the continuous-line version of the Woodward-Lawson method, which, is of course equivalent to the application of Shannon’s sampling theorem to the space-limited function \( I(x) \), and our derivation is nothing more than the proof of that theorem.

For discrete arrays, we must sample in space \( x_m = md \), not in frequency. By taking \( N \) samples over the length \( l \), that is, \( d = l/N \), and truncating the summation in (23.6.13) to \( p = 0, 1, \ldots, N-1 \), we obtain the practical version of the Woodward-Lawson method that we used in the previous section.

For an \( N \)-element finite array, the z-transform \( \hat{F}_x(z) \) of Eq. (23.6.7) becomes a polynomial of degree \( N - 1 \) in \( z \). Such an array can be designed directly in discrete-space domain, or it can be designed by mapping a given continuous line source pattern to the discrete case. This can be accomplished approximately by mapping \( N - 1 \) zeros of the
23.6. Discretization of Continuous Line Sources

Continuous pattern to \( N-1 \) zeros of the array using the mapping \( z = e^{j\psi} = e^{jkd} \). Since \( d = l/N \), the mapping from \( u \)-space to \( \psi \)-space becomes \( \psi = ksd = 2\pi u l = 2\pi u/N \):

\[
\psi = ksd = \frac{2\pi u}{N}
\]  

(23.6.15)

Therefore, if \( u_n, n = 1, 2, \ldots, N-1 \) are the \( N-1 \) zeros of the pattern \( F(u) \) on which the design is to be based, then we may define the corresponding zeros of the array by:

\[
\psi_n = \frac{2\pi u_n}{N} \Rightarrow z_n = e^{j\psi_n} = e^{j2\pi u_n/N}, \quad n = 1, 2, \ldots, N - 1
\]

(23.6.16)

and construct the array pattern polynomial from these zeros:

\[
A(z) = \prod_{n=1}^{N-1} (z - z_n)
\]

(23.6.17)

The method is an approximation because \( F(u) \) generally has an infinity of zeros. However, good results are obtained if \( N \) is large (e.g., \( N > 10 \)).

To clarify the above definitions and Fourier relationships, we consider three examples: (a) the uniform line source and how it relates to the uniform array, (b) Taylor’s one-parameter line source and its use to design Taylor-Kaiser arrays, and (c) Taylor’s ideal line source, which is an idealization of the Chebyshev array, and leads to the so-called Taylor’s \( \text{n} \) distribution. A uniform line source has constant current:

\[
I(x) = \begin{cases} 
1, & \text{if } -1/2 \leq x \leq 1/2 \\
0, & \text{otherwise}
\end{cases}
\]

(23.6.18)

Its pattern is:

\[
F(u) = \frac{1}{l} \int_{-l/2}^{l/2} I(x)e^{j2\pi ux/l} \, dx = \frac{1}{l} \int_{-l/2}^{l/2} e^{j2\pi ux/l} \, dx = \frac{\sin(\pi u)}{\pi u}
\]

(23.6.19)

Its zeros are at the non-zero integers \( u_n = \pm n \), for \( n = 1, 2, \ldots, \). By selecting the first \( N-1 \) of these, \( u_n = n \), for \( n = 1, 2, \ldots, N-1 \), we may map them to the \( N-1 \) zeros of the uniform array:

\[
z_n = e^{j2\pi un/N} = e^{j2\pi n/N}, \quad n = 1, 2, \ldots, N - 1
\]

The constructed array polynomial will be then,

\[
A(z) = \frac{1}{N} \prod_{n=1}^{N-1} (z - z_n) = \frac{1}{N} \prod_{n=1}^{N-1} (z - e^{j2\pi n/N}) = \frac{1}{N} \prod_{n=0}^{N-1} \frac{z - e^{j2\pi n/N}}{z - 1}
\]

(23.6.20)

where we introduced a scale factor \( 1/N \) and multiplied and divided by the factor \( (z-1) \). But the numerator polynomial, being a monic polynomial and having as roots the \( N \)th roots of unity, must be equal to \( z^{N-1} - 1 \). Thus,

\[
A(z) = \frac{1}{N} z^{N-1} - 1 = \frac{1}{N} \left( 1 + z + z^2 + \cdots + z^{N-1} \right)
\]

which has uniform array weights, \( a_m = 1/N \). Replacing \( z = e^{j\psi} = e^{j2\pi u/N} \), we have:

\[
A(\psi) = \frac{1}{N} e^{j\psi(N-1)/2} = \frac{\sin(\pi u)}{N \sin(\pi u/N)} e^{j\pi u(N-1)/N}
\]

(23.6.21)

For large \( N \) and fixed value of \( u \), we may use the approximation \( \sin x \approx x \) in the denominator which tends to \( N \sin(\pi u/N) \approx \pi u(N) \), thus approximating the \( \pi u/N \) pattern of the continuous line case.

Taylor’s one-parameter continuous line source [1262] has current \( I(x) \) and corresponding pattern \( F(u) \) given by the Fourier transform pair [194]:

\[
F(u) = \frac{\sin(\pi \sqrt{B^2 - u^2})}{\pi \sqrt{B^2 - u^2}} \Rightarrow I(x) = I_0 \left( \frac{\pi B}{1 - (2x/l)^2} \right)
\]

(23.6.22)

where \(-1/2 \leq x \leq 1/2 \) and \( I_0(\cdot) \) is the modified Bessel function of first kind and zeroth order, and \( B \) is a positive parameter that controls the sidelobe level. For \( u > B \), the pattern becomes a sinc-pattern in the variable \( \sqrt{u^2 - B^2} \), and for large \( u \), it tends to the pattern of the uniform line source. We will discuss this further in Sec. 23.10.

Taylor’s ideal line source [1602] also has a parameter that controls the sidelobe level and is is defined by the Fourier pair [194]:

\[
F(u) = \cosh \left( \frac{\pi A^2 - u^2}{\pi A} \right)
\]

\[
I(x) = \frac{I_1(\pi A \sqrt{1 - (2x/l)^2})}{\sqrt{1 - (2x/l)^2}} + \frac{\pi A}{l} + \delta \left( x - \frac{l}{2} \right) + \delta \left( x + \frac{l}{2} \right)
\]

(23.6.23)

where \( I_1(\cdot) \) is the modified Bessel function of first kind and first order. Van der Maas [1250] showed first that this pair is the limit of a Dolph-Chebyshev array in the limit of a large number of array elements. We will explore it further in Sec. 23.12.

23.7 Narrow-Beam Low-Sidelobe Designs

The problem of designing arrays having narrow beams with low sidelobes is equivalent to the DSP problem of spectral analysis of windowed sinusoids. A single beam corresponds to a single sinusoid, multiple beams to multiple sinusoids.

To understand this equivalence, suppose one wants to design an infinitely narrow beam toward some look direction \( \phi = \phi_0 \). In \( \psi \)-space, the array factor (spatial or wavenumber spectrum) should be the infinitely thin spectral line:

\[
A(\psi) = 2\pi \delta(\psi - \psi_0)
\]

where \( \psi = kd \cos \phi \) and \( \psi_0 = kd \cos \phi_0 \). In \( \psi \)-space, the array factor (spatial or wavenumber spectrum) should be the infinitely thin spectral line:

\[
i(m) = \frac{1}{2\pi} \int_{-\pi}^{\pi} A(\psi) e^{-jm\psi} d\psi = \frac{1}{2\pi} \int_{-\pi}^{\pi} 2\pi \delta(\psi - \psi_0) e^{-jm\psi} d\psi = e^{-jm\phi_0}
\]

(23.6.24)

\( \dagger \)To be periodic in \( \psi \), all the Nyquist replicas of this term must be added. But they are not shown here because \( \psi_0 \) and \( \psi \) are assumed to lie in the central Nyquist interval \([-\pi, \pi]\).
23.7. Narrow-Beam Low-Sidelobe Designs

This is the spatial analog of an infinite sinusoid \( a(n) = e^{j\omega_0 n} \) whose spectrum is the sharp spectral line \( A(\omega) = 2\pi \delta(\omega - \omega_0) \). A finite-duration sinusoid is obtained by windowing with a length-\( N \) time window \( w(n) \) resulting in \( a(n) = w(n) e^{j\omega_0 n} \).

In the frequency domain, the effect of windowing is to replace the spectral line \( \delta(\omega - \omega_0) \) by its smeared version \( W(\omega - \omega_0) \), where \( W(\omega) \) is the DTFT of the window \( w(n) \). The spectrum \( W(\omega - \omega_0) \) exhibits a main lobe at \( \omega = \omega_0 \) and sidelobes. The main lobe gets narrower with increasing \( N \).

A finite \( N \)-element array with a narrow beam and low sidelobes, and steered towards an angle \( \phi_0 \), can be obtained by windowing the infinite narrow-beam array with an appropriate length-\( N \) spatial window \( w(m) \), resulting in \( a(m) = w(m) e^{j\omega_0 m} \).

In both cases, the array factor of Eqs. (23.1.1) and (23.1.2) becomes:

\[
A(\psi) = W(\psi - \psi_0) \quad \text{(narrow beam array factor)}
\]

where \( W(\psi) \) is the DSFT of the window, defined for odd or even \( N \) as:

\[
W(\psi) = \sum_{m=1}^{M} w(m) e^{j\psi} w(-m)e^{-j\psi}, \quad m = 0, \pm 1, \pm 2, \ldots, \pm M
\]

Assuming a symmetric window, \( w(-m) = w(m) \), we can rewrite:

\[
W(\psi) = \sum_{m=1}^{M} w(m) \cos(m\psi)
\]

At broadside, \( \psi_0 = 0, \phi_0 = 90^\circ \), Eq. (23.7.1) reduces to \( a(m) = w(m) \) and the array factor becomes \( A(\psi) = W(\psi) \). Thus, the weights of a broadside narrow beam array are the window samples \( a(m) = w(m) \). The steered weights (23.7.1) can be calculated with the help of the MATLAB function \texttt{scan}, or \texttt{steer}:

\[
a = \text{scan}(w, \psi_0); \\
a = \text{steer}(d, w, \phi_0);
\]

The primary issue in choosing a window function \( w(m) \) is the tradeoff between frequency resolution and frequency leakage, that is, between main-lobe width and sidelobe level [48,49]. Ideally, one would like to meet, as best as possible, the two conflicting requirements of having a very narrow mainlobe and very small sidelobes.

Fig. 23.7.1 shows four narrow-beam design examples illustrating this tradeoff. All designs are 7-element arrays with half-wavelength spacing, \( d = \lambda/2 \), and steered towards 90°. The Dolph-Chebyshev and Taylor-Kaiser arrays were designed with sidelobe level of \( R = 20 \) dB.
The uniform array has the narrowest mainlobe but also the highest sidelobes. The Dolph-Chebyshev is optimum in the sense that, for the given sidelobe level of 20 dB, it has the narrowest width. The Taylor-Kaiser is somewhat wider than the Dolph-Chebyshev, but it exhibits better sidelobe behavior. The binomial array has the widest mainlobe but no sidelobes at all.

Fig. 23.7.2 shows another set of examples. All designs are 21-element arrays with half-wavelength spacing, \( d = \lambda/2 \), and scanned towards 60°.

The Dolph-Chebyshev and Taylor arrays were designed with sidelobe level of 25 dB. The uniform array has sidelobes at \( R = 13 \) dB. Because \( N \) is higher than in Fig. 23.7.1, the beams will be much narrower. The 3-dB beamwidths are in the four cases:

- \( \Delta \psi_{3DB} = 5.58° \) Uniform
- \( \Delta \psi_{3DB} = 6.44° \) Dolph-Chebyshev
- \( \Delta \psi_{3DB} = 7.03° \) Taylor-Kaiser
- \( \Delta \psi_{3DB} = 15.64° \) Binomial

The two key parameters characterizing a window are the 3-dB width of its main lobe, \( \Delta \psi_{3DB} \), and its sidelobe level \( R \) (in dB). For some windows, such as Dolph-Chebyshev and binomial, \( \Delta \psi_{3DB} \) can be calculated exactly. In others, such as Taylor-Kaiser and Hamming, it can be calculated approximately by Eq. (22.10.2), that is,

\[
\Delta \psi_{3DB} = 0.886 \frac{2\pi b}{N} \quad \text{(3-dB width in } \psi \text{-space)} \tag{23.7.5}
\]

where \( b \) is a broadening factor that depends on the choice of window and increases with the sidelobe attenuation \( R \). As discussed in Sec. 22.10, once \( \Delta \psi_{3DB} \) is known, the angular 3-dB width of the steered array can be computed approximately by:

\[
\Delta \phi_{3DB} = \begin{cases} 
\frac{\Delta \psi_{3DB}}{kd \sin \phi_0}, & \text{for } 0^\circ < \phi_0 < 180^\circ \\
2\sqrt{\frac{\Delta \psi_{3DB}}{kd}}, & \text{for } \phi_0 = 0^\circ, 180^\circ 
\end{cases} \tag{23.7.6}
\]

This is an adequate approximation in practice. In succeeding sections, we discuss the binomial, Dolph-Chebyshev, and Taylor-Kaiser arrays in more detail. In addition, we discuss prolate arrays, Taylor’s \( n \) distribution, and Villeneuve arrays.

We finish this section by summarizing the uniform array, which is based on the rectangular window and has \( b = 1 \) and sidelobe level \( R = 13 \) dB. Its weights, symmetric DSFT, and symmetric \( z \) transform were determined in Example 23.1.2:

\[
w = \frac{1}{N} [1, 1, \ldots, 1] \\
W(\psi) = \frac{\sin \left( \frac{N\psi}{2} \right)}{N \sin \left( \frac{\psi}{2} \right)} \tag{23.7.7}
\]

\[
W(z) = \frac{1}{N} \frac{z^{N/2} - z^{-N/2}}{z^{1/2} - z^{-1/2}} = z^{-(N-1)/2} \frac{1}{N} \frac{z^N - 1}{z - 1}
\]

### 23.8 Binomial Arrays

The weights of an \( N \)-element binomial array are the binomial coefficients:

\[
w(m) = \frac{(N - 1)!}{m!(N - 1 - m)!}, \quad m = 0, 1, \ldots, N - 1 \tag{23.8.1}
\]
23.8 Binomial Arrays

For example, for \( N = 4 \) and \( N = 5 \) they are:

\[
\begin{align*}
\mathbf{w} & = [1, 3, 3, 1] \\
\mathbf{w} & = [1, 4, 6, 4, 1]
\end{align*}
\]

The binomial weights are the expansion coefficients of the polynomial \( (1 + z)^{N-1} \). Indeed, the symmetric \( z \)-transform of the binomial array is defined as:

\[
W(z) = \left( z^{\frac{1}{2}} + z^{-\frac{1}{2}} \right)^{N-1} = z^{-\frac{(N-1)}{2}} (1 + z)^{N-1}
\]

Setting \( z = e^{j\psi} \), we find the array factor in \( \psi \)-space:

\[
W(\psi) = (e^{j\psi/2} + e^{-j\psi/2})^{N-1} = \left[ 2 \cos\left( \frac{\psi}{2} \right) \right]^{N-1}
\]

This response falls monotonically on either side of the peak at \( \psi = 0 \) until it becomes zero at the Nyquist frequency \( \psi = \pm \pi \). Indeed, the \( z \)-transform has a multiple zero of order \( N - 1 \) at \( z = -1 \).

Thus, the binomial response has no sidelobes. This is, of course, at the expense of a fairly wide mainlobe. The 3-dB width \( \Delta \psi_{3dB} \) can be determined by finding the 3-dB frequencies \( \pm \psi_3 \) that satisfy the half-power condition:

\[
\frac{|W(\psi_3)|^2}{|W(0)|^2} = \frac{1}{2} \Rightarrow \left[ \cos\left( \frac{\psi_3}{2} \right) \right]^{2(N-1)} = \frac{1}{2}
\]

The solution is:

\[
\psi_3 = 2 \cos\left( 2^{-0.5/(N-1)} \right)
\]

Therefore, the 3-dB width will be \( \Delta \psi_{3dB} = 2\psi_3 \):

\[
\Delta \psi_{3dB} = 4 \cos\left( 2^{-0.5/(N-1)} \right)
\]

Once \( \Delta \psi_{3dB} \) is found, the 3-dB width \( \Delta \phi_{3dB} \) in angle space, for an array steered towards an angle \( \phi_0 \), can be found from Eq. (23.7.6). The MATLAB function `binomial` generates the array weights (steered towards \( \phi_0 \)) and 3-dB width. Its usage is:

\[
[a, dph] = \text{binomial}(d, \phi_0, N);
\%
\text{binomial array coefficients and beamwidth}
\]

For example, the fourth graph of the binomial response of Fig. 23.7.1 was generated by the MATLAB code:

\[
[a, dph] = \text{binomial}(0.5, 90, 5);
\%
\text{array weights and 3-dB width}
\]

\[
[g, ph] = \text{array}(0.5, a, 200);
\%
\text{compute array gain}
\]

\[
dbz(ph, g, 45, 40);
\%
\text{plot gain in dB with 40-dB scale}
\]

\[
\text{addcirc}(3, 40, 'r--');
\%
\text{add the circle}
\]

\[
\text{adddot}(90 + dph/2, 'r');
\%
\text{add dots at 3-dB angles}
\]

\[
\text{adddot}(90 - dph/2, 'r');
\%
\text{add dots at 3-dB angles}
\]

23.9 Dolph-Chebyshev Arrays

Most windows have largest sidelobes near the main lobe. If a window is designed to achieve a minimum sidelobe attenuation of \( R \) dB, then typically \( R \) will be the attenuation of the sidelobes nearest to the mainlobe; the sidelobes further away will have attenuations higher than \( R \).

Because of the tradeoff between mainlobe width and sidelobe attenuation, the extra attenuation of the furthest sidelobes will come at the expense of increased mainlobe width. If the attenuation of these sidelobes could be decreased (up to the level of the minimum \( R \)), then the mainlobe width would narrow.

It follows that for a given minimum desired sidelobe level \( R \), the narrowest mainlobe width will be achieved by a window whose sidelobes are all equal \( R \). Conversely, for a given maximum desired mainlobe width, the largest sidelobe attenuation will be achieved by a window with equal sidelobe levels.

This “optimum” window is the Dolph-Chebyshev window, which is constructed with the help of Chebyshev polynomials. The \( m \)th Chebyshev polynomial \( T_m(x) \) is:

\[
T_m(x) = \cos(m \arccos(x))
\]

If \( |x| > 1 \), the inverse cosine \( \arccos(x) \) becomes imaginary, and the expression can be rewritten in terms of hyperbolic cosines: \( T_m(x) = \cosh(m \arccosh(x)) \).

Setting \( x = \cos \theta \), or \( \theta = \arccos(x) \), we see that \( T_m(x) = \cos(m \theta) \). Using trigonometric identities, the quantity \( \cos(m \theta) \) can always be expanded as a polynomial in powers of \( \cos \theta \). The expansion coefficients are precisely the coefficients of the powers of \( x \) of the Chebyshev polynomial. For example, we have:

\[
\begin{align*}
\cos(0 \theta) & = 1 & T_0(x) & = 1 \\
\cos(1 \theta) & = \cos \theta & T_1(x) & = x \\
\cos(2 \theta) & = 2 \cos^2 \theta - 1 & T_2(x) & = 2x^2 - 1 \\
\cos(3 \theta) & = 4 \cos^3 \theta - 3 \cos \theta & T_3(x) & = 4x^3 - 3x \\
\cos(4 \theta) & = 8 \cos^4 \theta - 8 \cos^2 \theta + 1 & T_4(x) & = 8x^4 - 8x^2 + 1
\end{align*}
\]

For \( |x| < 1 \), the Chebyshev polynomial has equal ripples, whereas for \( |x| > 1 \), it increases like \( x^m \). Moreover, \( T_m(x) \) is even in \( x \) if \( m \) is even, and odd in \( x \) if \( m \) is odd. Fig. 23.9.1 depicts the Chebyshev polynomials \( T_9(x) \) and \( T_{10}(x) \).
The Dolph-Chebyshev window is defined such that its sidelobes will correspond to a portion of the equi-ripple range \(|x| \leq 1\) of the Chebyshev polynomial, whereas its mainlobe will correspond to a portion of the range \(x > 1\).

For either even or odd \(N\), Eq. (23.7.4) implies that any window spectrum \(W(\psi)\) can be written in general as a polynomial of degree \(N - 1\) in the variable \(u = \cos(\psi/2)\). Indeed, we have for the \(m\)th terms:

\[
\cos(m\psi) = \cos\left(\frac{2m\psi}{2}\right) = T_{2m}(u)
\]

\[
\cos\left((m - 1/2)\psi\right) = \cos\left(\frac{(2m - 1)\psi}{2}\right) = T_{2m-1}(u)
\]

Thus in the odd case, the summation in Eq. (23.7.4) will result in a polynomial of maximal degree \(2M = N - 1\) in the variable \(u\), and in the even case, it will result into a polynomial of degree \(2M - 1 = N - 1\).

The Dolph-Chebyshev array factor is defined by the Chebyshev polynomial of degree \(N - 1\) in the scaled variable \(x = x_0 \cos(\psi/2)\), that is,

\[
W(\psi) = T_{N-1}(x), \quad x = x_0 \cos\left(\frac{\psi}{2}\right) \quad \text{(Dolph-Chebyshev array factor)} \quad (23.9.2)
\]

The scale factor \(x_0\) is always \(x_0 > 1\) and is determined below. For a broadside design, as the azimuthal angle \(\phi\) ranges over the interval \(0^\circ \leq \phi \leq 180^\circ\), the wavenumber \(\psi = k\phi\) will range over the visible region \(-k\phi \leq \psi \leq k\phi\). The quantity \(x = x_0 \cos(\psi/2)\) will range from \(x_{\min} = x_0 \cos(k\phi/2)\) to the value \(x = x_0\), which is reached broadside at \(\phi = 90^\circ\) or \(\psi = 0\), and then \(x\) will move back to \(x_{\min}\). Thus, the range of variation of \(x\) will be \(x_{\min} \leq x \leq x_0\).

Assuming that \(x_{\min}\) is in the interval \(-1 \leq x_{\min} \leq 1\), we can split the interval \([x_{\min}, x_0]\) into the two subintervals: \([x_{\min}, 1]\) and \([1, x_0]\), as shown in Fig. 23.9.2. We require that the subinterval \([x_{\min}, 1]\) coincide with the sidelobe interval of the array factor \(W(\psi)\), and that the subinterval \([1, x_0]\) coincide with the mainlobe interval. The zeros of the Chebyshev polynomial within \([x_{\min}, 1]\) become the sidelobe zeros of the array factor and get repeated twice as \(\phi\) varies over \([0^\circ, 180^\circ]\).

In Fig. 23.9.2, for spacing \(d = \lambda/2\), we have \(kd = \pi\) and \(x_{\min} = x_0 \cos(k\phi/2) = x_0 \cos(\pi/2) = 0\). Similarly, we have \(x_{\min} = x_0 \cos(3\pi/4) = -0.707x_0\) for \(d = 3\lambda/4\), and \(x_{\min} = x_0 \cos(\pi/4) = 0.707x_0\) for \(d = \lambda/4\).

The relative sidelobe attenuation level in absolute units and in dB is defined in terms of the ratio of the mainlobe to the sidelobe heights:

\[
R_a = \frac{W_{\text{main}}}{W_{\text{side}}} \quad R = 20 \log_{10}(R_a) \quad R_d = 10R/20
\]

Because the mainlobe peak occurs at \(\psi = 0\) or \(x = x_0\), we will have \(W_{\text{main}} = T_{N-1}(x_0)\), and because the sidelobe level is equal to the Chebyshev level within \(|x| \leq 1\), we will have \(W_{\text{side}} = 1\). Thus, we find:

\[
R_a = T_{N-1}(x_0) = \cosh\left((N - 1) \cosh(x_0)\right) \quad (23.9.3)
\]

\[
R_a = \frac{\cosh\left(\frac{1}{N - 1} \frac{1}{x_0}\right)}{\cosh(\frac{1}{x_0})}
\]

Once the scale factor \(x_0\) is determined, the window samples \(w(m)\) can be computed by constructing the \(z\)-transform of the array factor from its zeros and then doing an
inverse $z$-transform. The $N - 1$ zeros of $T_{N-1}(x)$ are easily found to be:

$$T_{N-1}(x) = \cos \left( (N - 1) \cos \left( \frac{(i - 1/2)\pi}{N - 1} \right) \right)$$

for $i = 1, 2, \ldots, N - 1$. Solving for the corresponding wavenumbers through $x_i = x_0 \cos(\psi_i/2)$, we find the pattern zeros:

$$\psi_i = 2 \cos \left( \frac{x_i}{x_0} \right), \quad z_i = e^{j\psi_i}, \quad i = 1, 2, \ldots, N - 1$$

We note that the zeros $x_i$ do not have to lie within the sidelobe range $[x_{\min}, 1]$ and the corresponding $\psi_i$ do not all have to be in the visible region.

The symmetric $z$-transform of the window is constructed in terms of the one-sided transform using Eq. (23.1.4) as follows:

$$W(z) = z^{-(N-1)/2} \tilde{W}(z) = z^{-(N-1)/2} \prod_{i=1}^{N-1} (z - z_i)$$

The inverse $z$-transform of $W(z)$ are the window coefficients $w(m)$. The MATLAB function dolph.m of Appendix I implements this design procedure with the help of the function poly2.m, which calculates the coefficients from the zeros.\(^{1}\) The typical MATLAB code in dolph.m is as follows:

```matlab
N1 = N-1; % number of zeros
Ra = 10^6*(R/20); % sidelobe level in absolute units
x0 = cosh(acosh(Ra)/N1); % scaling factor
i = 1:N1; % N1 zeros of Chebyshev polynomial
psi = 2 * acos(xi/x0); % N1 array pattern zeros in psi-space
z1 = exp(j*psi); % N1 zeros of array polynomial
a = real(poly2(x1)); % zeros-to-polyynomial form (N coefficients)
```

The window coefficients resulting from definition (23.9.5) are normalized to unity values at their end-points. This definition differs from that of Eq. (23.9.2) by the scale factor $x_0^{N-1}/2$.

The function dolph.m also returns the 3-dB width of the main lobe. The 3-dB frequency $\psi_3$ is defined by the half-power condition:

$$W(\psi_3) = T_{N-1}(x_3) = \frac{T_{N-1}(x_0)}{\sqrt{2}} = \frac{R_a}{\sqrt{2}} \Rightarrow \cosh \left( (N - 1) \cos(\chi_3) \right) = \frac{R_a}{\sqrt{2}}$$

Solving for $\chi_3$ and the corresponding 3-dB angle, $\chi_3 = x_0 \cos(\psi_3/2)$, we have:

$$\chi_3 = -\frac{\sinh^{-1} \left( \frac{R_a}{\sqrt{2}} \right)}{N - 1}, \quad \psi_3 = 2 \cos \left( \frac{x_3}{x_0} \right)$$

which yields the 3-dB width in $\psi$-space, $\Delta\psi_{3dB} = 2\psi_3$. The 3-dB width in angle space, $\Delta\phi_{3dB}$, is then computed from Eq. (23.7.6) or (22.10.6).

\(^{1}\)See Sec. 6.8 regarding the accuracy of poly2 versus poly.

There exist several alternative methods for calculating the Chebyshev array coefficients [1248-1257,1259] and have been compared in [1258]. One particularly accurate and effective method is that of Bresler [1252], which has recently been implemented by Simon [1254] with the MATLAB function chebarray.m.

**Example 23.9.1:** The second graph of Fig. 23.7.1 was generated by the MATLAB commands:

```matlab
[a, dph] = dolph(0.5, 90, 5, 20); % array weights and 3-dB width
[g, ph] = array(0.5, a, 200); % compute array gain
dbz(ph, g, 45); % plot gain in dB
addcir(circ(3, 40, 'r'), % add 3-dB gain circle
addray(90 + dph/2, 'r'); % add 3-dB angles
daddray(90 - dph/2, 'r');
```

The array weights and 3-dB width were given previously in the table of Fig. 23.7.1. The weights are constructed as follows. The scale parameter $x_0$ is found to be $x_0 = 1.2933$. The zeros $x_i, \psi_i,$ and $z_i$ are found to be:

\[
\begin{array}{ccc}
  i & x_0 & \psi_i & z_i \\
  1 & 0.9239 & 1.5502 & 0.0206 + 0.9998j \\
  2 & 0.3827 & 2.5408 & -0.8249 + 0.5653j \\
  3 & 0.3827 & 3.7424 & -0.8249 - 0.5653j \\
  4 & 0.9239 & 4.7330 & 0.0206 - 0.9998j \\
\end{array}
\]

It follows that the one-sided array polynomial will be:

$$\tilde{W}(\psi) = (z - z_1)(z - z_2)(z - z_3)(z - z_4) = z^4 + 1.6085z^3 + 1.9319z^2 + 1.6085z + 1$$

and the symmetric z-transform:

$$W(z) = z^{-2}\tilde{W}(\psi) = z^2 + 1.6085z + 1.9319 + 1.6085z^{-1} + z^{-2}$$

resulting in the array weights $w = [1.0000, 1.6085, 1.9319, 1.6085, 1.0000]$. We note that the array zeros come in conjugate pairs. Only the first two $x_i$ and $\psi_i$ lie in the visible region and show up as pattern zeros in the array factor. \(\Box\)

**Example 23.9.2:** The second graph of Fig. 23.7.2 was generated by the MATLAB commands:

```matlab
[a, dph] = dolph(0.5, 60, 21, 25); % array weights and 3-dB width
[g, ph] = array(0.5, a, 200); % compute array gain
dbz(ph, g, 45); % plot gain in dB
addcir(circ(3, 40, 'r'), % add 3-dB gain circle
addray(90 + dph/2, 'r'); % add 3-dB angles
addray(90 - dph/2, 'r');
```

The function dolph.m was called with the parameters $N = 21, R = 20$ degrees and was steered towards the angle $\phi_0 = 60^\circ$. \(\Box\)

**Example 23.9.3:** As another example, consider the design of a nine-element broadband Dolph-Chebyshev array with half-wavelength spacing and sidelobe attenuation level of $R = 20$ dB. The array factor is shown in Fig. 23.9.2.

The absolute attenuation level is $R_a = 10^{R/20} = 10^{20/20} = 10$, that is, if the peak is normalized to height $R_a = 10$, the sidelobes will have height of unity. The scale factor $x_0$ is found to be $x_0 = 1.0708$, and the array weights:

$$w = [1.0000, 1.0231, 1.3503, 1.5800, 1.6627, 1.5800, 1.3503, 1.0231, 1.0000]$$
The array zeros are constructed as follows:

<table>
<thead>
<tr>
<th>i</th>
<th>$x_i$</th>
<th>$\psi_i$</th>
<th>$z_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9808</td>
<td>0.8260</td>
<td>0.6778+0.7352j</td>
</tr>
<tr>
<td>2</td>
<td>0.8315</td>
<td>1.3635</td>
<td>0.2059+0.9786j</td>
</tr>
<tr>
<td>3</td>
<td>0.5556</td>
<td>2.0506</td>
<td>-0.4616+0.8871j</td>
</tr>
<tr>
<td>4</td>
<td>0.1951</td>
<td>2.7752</td>
<td>-0.9336+0.3583j</td>
</tr>
<tr>
<td>5</td>
<td>-0.1951</td>
<td>3.5080</td>
<td>-0.9336-0.3583j</td>
</tr>
<tr>
<td>6</td>
<td>-0.5556</td>
<td>4.2326</td>
<td>-0.4616-0.8871j</td>
</tr>
<tr>
<td>7</td>
<td>-0.8315</td>
<td>4.9197</td>
<td>0.2059-0.9786j</td>
</tr>
<tr>
<td>8</td>
<td>-0.9808</td>
<td>3.4572</td>
<td>0.6778-0.7352j</td>
</tr>
</tbody>
</table>

The 3-dB width is found from Eq. (23.9.6) to be $\Delta \phi_{3 \text{dB}} = 12.51^\circ$.

In order for the Chebyshev interval $[x_{\text{min}}, 1]$ to be mapped onto the sidelobe region of the array factor, we must require that $x_{\text{min}} \geq -1$.

If $d < \lambda/2$, then this condition is automatically satisfied because $kd < \pi/2$ and $x_{\text{min}} = x_0 \cos(kd/2) > 0$. (In this case, we must also demand that $x_{\text{min}} \leq 1$. However, as we discuss below, when $d < \lambda/2$ Dolph's construction is no longer optimal and is replaced by the alternative procedure of Ribelet.)

If $\lambda/2 < d < \lambda$, then $\pi < kd < 2\pi$ and $x_{\text{min}} < 0$ and can exceed the left limit $x = -1$. This requires that for the given sidelobe level $R$, the array spacing may not exceed a maximum value that satisfies $x_{\text{min}} = x_0 \cos(kd_{\text{max}}/2) = -1$. This gives:

$$kd_{\text{max}} = 2 \cos \left( -\frac{1}{x_0} \right) \Rightarrow d_{\text{max}} = \frac{\lambda}{\pi} \cos \left( \frac{1}{x_0} \right)$$

(23.9.7)

An alternative way of phrasing the condition $x_{\text{min}} \geq -1$ is to say that for the given value of the array spacing $d$ (such that $\lambda/2 < d < \lambda$), there is a maximum sidelobe attenuation that may be designed. The corresponding maximum value of $x_0$ will satisfy $x_{\text{min}} = x_0 \cos(kd/2) = -1$, which gives:

$$x_{0,\text{max}} = -\frac{1}{\cos(kd/2)} \Rightarrow R_{d,\text{max}} = T_{N-1}(x_{0,\text{max}})$$

(23.9.8)

**Example 23.9.4:** Consider the case $d = 3\lambda/4$, $R = 20 \text{ dB}$, $N = 9$. Then for the given $R$, the maximum element spacing that we can have is $d_{\text{max}} = 0.8836 \lambda$.

Alternatively, for the given spacing $d = 3\lambda/4$, the maximum sidelobe attenuation that we can have is $R_{d,\text{max}} = 577$, or, $R_{\text{max}} = 55.22 \text{ dB}$.

An array designed with the maximum spacing $d = d_{\text{max}}$ will have the narrowest mainlobe, because its total length will be the longest possible. For example, the following two calls to the function dolph will calculate the required 3-dB beamwidths:

```matlab
[w, dph1] = dolph(0.75, 90, 9, 20); % spacing d = 3/4
[w, dph2] = dolph(0.8836, 90, 9, 20); % spacing d = d_{max}
```

We find $\Delta \phi_1 = 8.34^\circ$ and $\Delta \phi_2 = 7.08^\circ$. The array weights $w$ are the same in the two cases and equal to those of Example 23.9.3. The gains are shown in Fig. 23.9.3.

As pointed out by Ribelet [1245], Dolph’s procedure is optimal only for element spacings that are greater than half a wavelength, $d \geq \lambda/2$. For $d < \lambda/2$, it is possible to find another set of window coefficients that would result into a narrower main lobe. Ribelet modified Dolph’s method to obtain an optimal design for both cases, $d < \lambda/2$ and $d \geq \lambda/2$, but only for an odd number of array elements, $N = 2M + 1$.

It follows from Eq. (23.7.4) that if $N$ is odd, the array factor $W(\psi)$ can be expressed either as a polynomial in the variable $\cos(\psi/2)$ or as a polynomial in the variable $\cos \psi$.

Dolph’s original definition of Eq. (23.9.2) used a Chebyshev polynomial $T_{2M}(x)$ of order $2M = N - 1$ in the variable $x = x_0 \cos(\psi/2)$. Ribelet used instead a Chebyshev polynomial $T_M(y)$ of order $M$ in the new variable $y = A \cos \psi + B$, where the constants $A, B$ are to be determined from the desired spacing $d$ and sidelobe attenuation $R$. The array factor is defined as:

$$W(\psi) = T_M(y), \quad y = A \cos \psi + B$$

(Ribelet’s modification)

(23.9.9)

The mainlobe peak of height $R_a$ at $\phi = 90^\circ$ (or $\psi = 0$) will correspond to a value $y_0$ such that:

$$R_a = T_M(y_0) = \cosh(M \text{acos}(y_0))$$

(23.9.10)

which may be solved for $y_0$:

$$y_0 = \cosh \left( \frac{\text{acos}(R_a)}{M} \right)$$

(23.9.11)

We note that $y_0$ is related to $x_0$ of Eq. (23.9.3) by $y_0 = 2x_0^2 - 1$. This follows from the general property of Chebyshev polynomials that:

$$y = 2x^2 - 1 \Rightarrow T_{2M}(x) = T_M(y)$$

(23.9.12)

Indeed, setting $x = \cos \theta$ and $y = \cos(2\theta) = 2 \cos^2 \theta - 1 = 2x^2 - 1$, we have $\theta = \text{acos}(x)$ and $2\theta = \text{acos}(y)$, and therefore:

$$T_{2M}(x) = \cos((2M)\theta) = \cos(M(2\theta)) = T_M(y)$$

Fig. 23.9.3 Chebyshev arrays with $N = 9, R = 20 \text{ dB}, d = 3\lambda/4$ and $d = 0.8836 \lambda$. 

We find $\Delta \phi_1 = 8.34^\circ$ and $\Delta \phi_2 = 7.08^\circ$. The array weights $w$ are the same in the two cases and equal to those of Example 23.9.3. The gains are shown in Fig. 23.9.3.
As the azimuthal angle $\phi$ varies over $0^\circ \leq \phi \leq 180^\circ$ and the wavenumber $\psi$ over the visible region $-kd \leq \psi \leq kd$, the quantity $c = \cos \psi$ will vary from $c = \cos(kd)$ at $\phi = 0^\circ$ to $c = 1$ at $\phi = 90^\circ$, and then back to $c = \cos(kd)$ at $\phi = 180^\circ$.

If $\lambda/2 \leq d \leq \lambda$, then $\pi \leq kd \leq 2\pi$ and $\psi = kd \cos \phi$ will pass through the value $\psi = \pi$ before it reaches the value $\psi = kd$. It follows that the quantity $c$ will go through $c = -1$ before it reaches $c = \cos(kd)$. Thus, in this case the widest range of variation of $c = \cos \psi$ is $-1 \leq c \leq 1$.

On the other hand, if $d < \lambda/2$, then $kd < \pi$ and $c$ never reaches the value $c = -1$. Its minimum value is $c = \cos(kd)$, and the range of $c$ is $[\cos(kd), 1]$. To summarize, the range of variation of $c$ will be the interval $[c_0, 1]$, where

$$c_0 = \begin{cases} 
-1, & \text{if } d \geq \lambda/2 \\
\cos(kd), & \text{if } d < \lambda/2 
\end{cases}$$

Assuming $A > 0$, it follows that the range of variation of $y = A \cos \psi + B$ will be the interval $[A c_0 + B, A + B]$. The parameters $A, B$ are fixed by requiring that this interval coincide with the interval $[-1, y_0]$ so that the right end will correspond to the mainlobe peak, while the left end will ensure that we use the maximum size of the equi-ripple interval of the Chebyshev variable $y$. Thus, we require the conditions:

$$Ac_0 + B = -1$$
$$A + B = y_0$$

which may be solved for $A, B$:

$$A = \frac{1 + y_0}{1 - c_0}$$
$$B = -\frac{1 + y_0 c_0}{1 - c_0}$$

For $d \geq \lambda/2$, the method coincides with Dolph's original method. In this case, $c_0 = -1$, and $A, B$ become:

$$A = \frac{y_0 + 1}{2} = x_0^2$$
$$B = \frac{y_0 - 1}{2} = x_0^2 - 1$$

where we used $y_0 = 2x_0^2 - 1$, as discussed above. It follows that the $y$ variable will be related to the Dolph variable $x = x_0 \cos(\psi/2)$ by:

$$y = x_0^2 \cos \psi + x_0^2 - 1 = x_0^2 (\cos \psi + 1) - 1 = 2x_0^2 \cos^2 \left(\frac{\psi}{2}\right) - 1 = 2x^2 - 1$$

and therefore, Eq. (23.9.12) implies that $W(y) = T_M(y) = T_{2M}(x)$.

Once the parameters $A, B$ are determined, the window $w(m)$ may be constructed from the zeros of the Chebyshev polynomials. The $M$ zeros of $T_M(y)$ are:

$$y_i = \cos \left(\frac{(i - 1/2)\pi}{M}\right), \quad i = 1, 2, \ldots, M$$

The corresponding wavenumbers are found by inverting $y_i = A \cos \psi_i + B$:

$$\psi_i = \cos^{-1}\left(\frac{y_i - B}{A}\right), \quad i = 1, 2, \ldots, M$$

The $2M = N - 1$ zeros of the $z$-transform of the array are the conjugate pairs:

$$\{e^{j\psi_i}, e^{-j\psi_i}\}, \quad i = 1, 2, \ldots, M$$

The symmetrized $z$-transform will be then:

$$W(z) = z^{-M} \tilde{W}(z) = z^{-M} \prod_{i=1}^{M} (z - e^{j\psi_i})(z - e^{-j\psi_i})$$

The inverse $z$-transform of $W(z)$ will be the desired array weights $w(m)$. This procedure is implemented by the MATLAB function dolph2.m of Appendix L. We note again that this definition differs from that of Eq. (23.9.9) by the scale factor $A^M/2$.

The function dolph2 also returns the 3-dB width of the main lobe. The 3-dB frequency $\psi_3$ is computed from the half-power condition:

$$W(\psi_3) = T_M(y_3) = \frac{T_M(y_0)}{\sqrt{2}} = \frac{R_0}{\sqrt{2}} \Rightarrow y_3 = \cos\left(\frac{\cos^{-1}(R_0/\sqrt{2})}{M}\right)$$

Inverting $y_3 = A \cos \psi_3 + B$, we obtain the 3-dB width in $\psi$-space:

$$\psi_3 = \cos\left(\frac{y_3 - B}{A}\right), \quad \Delta \psi_{3dB} = 2\psi_3$$

For the case $d \geq \lambda/2$, the maximum element spacing given by Eq. (23.9.7) can also be expressed in terms of the variable $y_0$ as follows:

$$d_{\text{max}} = \lambda \left[1 - \frac{1}{2\pi} \cos\left(\frac{3 - y_0}{1 + y_0}\right)\right]$$

This follows from the condition $x_{\text{min}} = x_0 \cos(kd_{\text{max}}/2) = -1$. The corresponding value of $y$ will be $y = 2x_{\text{min}}^2 - 1 = 1$. Using Eq. (23.9.16), this condition reads:

$$y = \frac{y_0 + 1}{2} \cos(kd_{\text{max}}) + \frac{y_0 - 1}{2} = 1 \Rightarrow \cos(kd_{\text{max}}) = \frac{3 - y_0}{1 + y_0}$$

Because the function $\cos$ always returns a value in the range $[0, \pi]$, and we want a value $kd_{\text{max}} > \pi$, we must invert the cosine as follows:

$$kd_{\text{max}} = 2\pi - \cos\left(\frac{3 - y_0}{1 + y_0}\right)$$

do which implies Eq. (23.19.18).

Example 23.9.5: The bottom two graphs of Fig. 23.9.2 show the array factor designed using Dolph's and Riblet's methods for the case $N = 9$, $R = 20$ d, and $d = \lambda/4$. The Dolph weights are the same as those given in Example 23.9.3. The Riblet weights computed by dolph2 are:

$$w = [1, \ -3.4884, \ 7.8029, \ -11.7919, \ 13.6780, \ -11.7919, \ 7.8029, \ -3.4884, \ 1]$$

The corresponding array gains in dB are shown in Fig. 23.9.4. The 3-dB widths of the Dolph and Riblet designs are $\Delta \phi_{dB} = 25.01^\circ$ and $\Delta \phi_{dB} = 17.64^\circ$. □
Next, we discuss steered arrays [1946]. We assume a steering angle $0^\circ < \phi_0 < 180^\circ$. The endfire case $\phi_0 = 0^\circ, 180^\circ$ will be treated separately [1947]. The steered wavenumber will be:

$$\psi' = \psi - \psi_0 = k d (\cos \phi - \cos \phi_0)$$  \hspace{1cm} (23.9.19)$$

where $\psi_0 = k d \cos \phi_0$. The corresponding array weights and array factor will be:

$$a(m) = e^{-jm\psi_0 w(m)}, \quad -M \leq m \leq M$$

$$A(\psi) = W(\psi - \psi_0) = W(\psi') = T_M(\psi'), \quad \psi' = A \cos \psi' + B$$  \hspace{1cm} (23.9.20)$$

where we assumed that $N$ is odd, $N = 2M + 1$. The visible region becomes now:

$$kd (1 - |\cos \phi_0|) \leq \psi' \leq kd (1 + |\cos \phi_0|)$$

In order to avoid grating lobes, the element spacing must be less than the maximum:

$$d_0 = \frac{\lambda}{1 + |\cos \phi_0|}$$  \hspace{1cm} (23.9.21)$$

which satisfies $kd_0 (1 + |\cos \phi_0|) = 2\pi$.

The Chebyshev design method is carried out in the same way, except instead of using the half-wavelength spacing $\lambda/2$ as the dividing line between the Riblet and the Dolph methods, we must use $d_0/2$. Thus, the variable

$$c = \cos \psi' = \cos (\psi - \psi_0)$$

will vary in the interval $[c_0, 1]$, where Eq. (23.9.13) is now replaced by

$$c_0 = \begin{cases} -1, & \text{if } d \geq d_0/2 \\ \cos (kd (1 + |\cos \phi_0|)), & \text{if } d < d_0/2 \end{cases}$$

Replacing $1 + |\cos \phi_0| = \lambda/d_0$, we can rewrite this as follows:

$$c_0 = \begin{cases} -1, & \text{if } d \geq d_0/2 \\ \cos \left( \frac{2\pi d}{d_0} \right), & \text{if } d < d_0/2 \end{cases}$$  \hspace{1cm} (23.9.22)$$

The solutions for $A, B$ will still be given by Eq. (23.9.15) with this new value for $c_0$. Note that when $d < d_0/2$ the quantities $A, B$, and hence the array weights $w(m)$, will depend on $\phi_0$. Therefore, the weights must be redesigned for each new value of $\phi_0$, instead of simply steering the broadside weights [1946].

When $d \geq d_0/2$, we have $c_0 = -1$ and the weights $w(m)$ become independent of $\phi_0$. In this case, the steered weights are obtained by steering the broadside weights.

**Example 23.9.6:** Fig. 23.9.5 shows the gain of an array steered towards $\phi_0 = 60^\circ$, with $N = 9$, $R = 20$ dB, and element spacing $d = \lambda/4$.

The grating lobe spacing is $d_0 = \lambda/(1 + \cos (60^\circ)) = 2\lambda/3$, and the dividing line between Dolph and Riblet designs will be $d_0/2 = \lambda/3$. The second graph shows the gain of a broadside array, which is steered towards $60^\circ$. It demonstrates that the plain steering of a broadside design will not work for $d < d_0/2$. The array weights were computed by the MATLAB commands:

```matlab
a1 = dolph2(1/4, 60, 9, 20); % steered array
w = dolph2(1/4, 90, 9, 20); % broadside array
a2 = steer(1/4, w, 60); % steered broadside array
```

The 3-dB width was $\Delta \phi_{3dB} = 26.66^\circ$. It was obtained using Eq. (23.9.17) and the approximation Eq. (23.7.6). The first graph also shows the 3-dB gain circle intersecting the rays at the 3-dB angles $\phi_0 = \pm \Delta \phi_{3dB}/2$, that is, at $46.67^\circ$ and $73.33^\circ$. We note also that the broadside weights $w$ were given in Example 23.9.5.
23.9. Dolph-Chebyshev Arrays

\( \phi = 0 \), or, at \( \psi' = kd - \psi_0 \). Moreover, we require that the two endpoints \( y' = -1 \) and \( y' = 1 \) of the equi-ripple range of the Chebyshev polynomial are reached at \( \psi' = 0 \) and at \( \phi = 180^\circ \), or, \( \psi' = -kd - \psi_0 \). These three conditions can be stated as follows:

\[
A \cos(kd - \psi_0) + B = y_0
\]
\[
A + B = -1
\]
\[
A \cos(kd + \psi_0) + B = 1
\]

For a backward endfire array (with mainlobe towards \( \phi = 180^\circ \)) we must replace \( \psi_0 \) by \(-\psi_0\). The solution of Eqs. (23.9.23) is:

\[
A = -\frac{y_0 + 3 + 2 \cos(kd) \sqrt{2(y_0 + 1)}}{2 \sin^2(kd)}
\]
\[
B = -1 - A
\]
\[
\psi_0 = \pm \sin \left( \frac{y_0 - 1}{2A \sin(kd)} \right)
\]

where in the solution for \( \psi_0 \), the plus (minus) sign is chosen for the forward (backward) endfire array. Bidirectional endfire arrays can also be designed. In that case, we set \( \psi_0 = 0 \) and only require the first two conditions in (23.9.23), which become

\[
A \cos(kd) + B = y_0
\]
\[
A + B = -1
\]

with solution:

\[
A = -\frac{y_0 + 1}{1 - \cos(kd)}
\]
\[
B = \frac{y_0 + \cos(kd)}{1 - \cos(kd)}
\]

In all three of the above endfire designs, we must assume \( d \leq \lambda/2 \) in order to avoid grating lobes. The MATLAB function dolph.m of Appendix L implements all three cases.

**Example 23.9.7:** Fig. 23.9.6 shows three endfire designs for a nine-element array with quarter-wavelength spacing \( d = \lambda/4 \), and sidelobe level of \( R = 20 \) dB. The array weights and 3-dB widths were computed as follows:

\[
\begin{array}{ll}
[a1, dph1] = dolph3(1, 1/4, 9, 20); & \text{forward endfire} \\
[a2, dph2] = dolph3(-1, 1/4, 9, 20); & \text{backward endfire} \\
[a3, dph3] = dolph3(2, 1/4, 9, 20); & \text{bidirectional endfire}
\end{array}
\]

The first argument of dolph3 takes on one of the three values \{1, -1, 2\}, for forward, backward, and bidirectional designs. In the forward and backward cases, the array weights are already scanned by the effective scanning phase \( \pm \psi_0 \). The calculated array weights are in the three cases:

<table>
<thead>
<tr>
<th>weights</th>
<th>forward</th>
<th>backward</th>
<th>bidirectional</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_0 )</td>
<td>18.3655</td>
<td>18.3655</td>
<td>20.4676</td>
</tr>
<tr>
<td>( a_1 = a_{-1} )</td>
<td>-15.8051 - 1.0822j</td>
<td>-15.8051 + 1.0822j</td>
<td>-17.5383</td>
</tr>
<tr>
<td>( a_2 = a_{-2} )</td>
<td>9.8866 + 1.3603j</td>
<td>9.8866 - 1.3603j</td>
<td>10.8723</td>
</tr>
<tr>
<td>( a_3 = a_{-3} )</td>
<td>-4.1837 - 0.8703j</td>
<td>-4.1837 + 0.8703j</td>
<td>-4.5116</td>
</tr>
<tr>
<td>( a_4 = a_{-4} )</td>
<td>0.9628 + 0.2701j</td>
<td>0.9628 - 0.2701j</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Because the backward case is obtained by the replacement \( \psi_0 \rightarrow -\psi_0 \), its weights will be the conjugates of those of the forward case.

The 3-dB widths are in the three cases: \( \Delta \phi_{3dB} = 22.85^o, 22.85^o, 22.09^o \). The graphs also show the 3-dB gain circles intersecting the gains at the 3-dB angles. \( \square \)

![Fig. 23.9.6 Forward, backward, and bidirectional endfire designs.](image)

23.10 Taylor One-Parameter Source

In Sec. 23.4, we used the Kaiser window to design a sector array pattern. That design problem was equivalent to designing an FIR lowpass digital filter using the window method. Here, we use the Kaiser window to design a narrow beam array—a problem equivalent to the spectral analysis of windowed sinusoids [48,49,1266].

The broadside array weights are equal to the window coefficients \( a(m) = w(m) \), defined up to an overall normalization constant by:

\[
w(m) = I_0 \left( \alpha \sqrt{1 - m^2/M^2} \right)
\]

where \( m = \pm 1, \pm 2, \ldots, \pm M \), or \( m = 0, \pm 1, \pm 2, \ldots, \pm M \), for even or odd number of array elements, \( N = 2M \) or \( N = 2M + 1 \).

This window is based on Taylor’s one-parameter continuous line source [1262], and is obtained by setting \( x_m = md \) with \( d = l/(2M) \) in Eq. (23.6.20), so that \( 2x_m/l = m/M \),...
23.10. Taylor One-Parameter Source

\[ I(x_m) = I_0 \left( \frac{\pi B \sqrt{1 - (2x_m/I)^2}}{2} \right) = I_0 \left( \frac{\pi B \sqrt{1 - (m/M)^2}}{2} \right) \]

Thus, we note that the Kaiser window shape parameter \( \alpha \) is related to Taylor’s parameter \( B \) by \( \alpha = \pi B \). The parameter \( B \) or \( \alpha \) control the sidelobe level. The continuous line pattern of (23.6.20),

\[ F(u) = \frac{\sinh \left( \frac{\pi \sqrt{B^2 - u^2}}{B} \right)}{\pi \sqrt{B^2 - u^2}} \]

has a first null at \( u_0 = \sqrt{B^2 + 1} \), and therefore, the first sidelobe level will occur for \( u > u_0 \). For this range, we must use the sinc-form of \( F(u) \) and to find the maximum sidelobe level, we must find the maximum of the sinc function (for argument other than zero). This can be determined, for example, by the MATLAB command:

\[ x_0 = \text{fminbnd('sinc(x)', 1,2, optimset('TolX',eps));} r_0 = \text{abs(sinc(x0));} \]

which yields the values:

\[ x_0 = 1.4302966532 \]
\[ r_0 = | \text{sinc}(x_0) | = 0.2172336282 \] (23.10.3)
\[ R_0 = -20 \log_{10}(r_0) = 13.2614588840 \text{ dB} \] (23.10.4)

The sidelobe level \( R_0 \) (in absolute units) is defined as the ratio of the pattern at \( u = 0 \) to the maximum sidelobe level \( r_0 \), that is,

\[ R_a = \frac{1}{r_0} \frac{\sinh(\pi B)}{\pi B} \] (23.10.5)

and in dB, \( R = 20 \log_{10}(R_a) \),

\[ R = R_0 + 20 \log_{10} \left( \frac{\sinh(\pi B)}{\pi B} \right) \] (23.10.6)

To avoid having to solve (23.10.4) for \( B \) for a given \( R_0 \), Kaiser and Schafer [1266] have developed an empirical formula in terms of the sidelobe level \( R \) in dB, which is valid across the range 13 < \( R \) < 120 dB:

\[ \pi B = \begin{cases} 0, & R \leq 13.26 \\ 0.76609(R - 13.26)^{0.4} + 0.09834(R - 13.26), & 13.26 < R \leq 60 \\ 0.12438(R + 6.3), & 60 < R < 120 \end{cases} \]

(23.10.7)

For \( R \leq 13.26 \), \( w(m) \) becomes the rectangular window. The broadening factor \( b \), and the 3-dB width in \( \psi \)-space can also be expressed in terms of the dB sidelobe level \( R \) by the following empirical formula valid for 20 < \( R \) < 100 dB:

\[ b = 0.01330 R + 0.9761, \quad \Delta \psi_{3dB} = 0.886 \frac{2\pi b}{N} \] (23.10.8)

\[ \Delta u = 2u_0, \quad \text{where} \quad u_0 = \frac{\pi B}{\pi} \]

The 3-dB width in angle space, \( \Delta \phi_{3dB} \), is then calculated from Eq. (23.7.6). The 3-dB beam width may be more accurately calculated by finding it in \( u \)-space, say \( \Delta u \), and then transforming it to \( \psi \)-space using Eq. (23.6.15), \( \Delta \psi_{3dB} = 2\pi \Delta u / N \). The width \( \Delta u \) is given by \( \Delta u = 2u_0 \), where \( u_0 \) is the solution of the half-power condition:

\[ \frac{|F(u_0)|}{|F(0)|} = 1 \Rightarrow \frac{\sinh \left( \frac{\pi \sqrt{B^2 - u_0^2}}{B} \right)}{\pi B} = \frac{1}{\sqrt{2}} \] (23.10.9)

For small values of \( B \), the right-hand side becomes less than one, and we must switch the left-hand side to its sinc form. This happens when \( B \leq B_c \), where

\[ 1 - \frac{\sinh(\pi B)}{\pi B} \leq 1 \Rightarrow B_c = 0.4747380492 \] (23.10.10)

which, through (23.10.5), corresponds to a sidelobe attenuation of \( R_c = 16.27 \text{ dB} \). Rather than using the above empirical formulas, Eqs. (23.10.4) and (23.10.8) may be solved numerically in MATLAB. The function \text{taylorbw} implements the solution, returning the values of \( B \) and \( \Delta u \), for any vector of sidelobe attenuations \( R \):

\[ \{B, Du\} = \text{taylorbw}(R); \quad \% \text{Taylor parameter } B \text{ and beamwidth } \Delta u \]

It is built on the functions \text{sinhc} and \text{asinhc} for computing the hyperbolic sinc function and its inverse:

\[ y = \text{sinhc}(x); \quad \% \text{hyperbolic sinc function, } \text{sinhc}(x) = \sinh(\pi x) / \pi x \]
\[ x = \text{asinhc}(y); \quad \% \text{inverse function, finds the } x \text{ that satisfies } \sinh(\pi x) = y \]

For small \( x \), the equation \( y = \sinh(\pi x) / x \) is solved for \( x \) by using the Taylor series expansion \( y = \sinh(\pi x) x = 1 + x^2 / 6 + x^4 / 120; \) for larger \( x \), it is solved by the iteration \( \text{asinhc}(x_{n+1}) = x_{n+1} \), for \( x_n = \text{asinhc}(y_{n-1}), \) for \( n = 1, 2, \ldots \).

Once the \( B \)-parameter is determined, the array weights \( w(m) \) can be computed from (23.10.1) using the built-in function \text{bessel11}, and then steered towards an angle \( \phi_0 \) using Eq. (23.7.1). In this case, to avoid grating lobes, the element spacing must be less than the maximum:

\[ d_0 = \frac{\lambda}{2} \left( \frac{1}{1 + |\cos \phi_0|} \right) \]

(23.10.11)

As discussed in Sec. 23.9, in order for the visible region is \( \psi \)-space to cover at least one Nyquist period, the element spacing \( d \) must be in the range:

\[ \frac{d_0}{2} \leq d < d_0 \]

The MATLAB function \text{taylor1p} of Appendix L implements this design procedure and implements the function \text{taylorbw}. The outputs of the function are the steered array weights and the 3-dB width. It has usage:

\[ \{a, dph\} = \text{taylor1p}(d, ph0, N, R); \quad \% \text{Taylor 1-parameter line source} \]
Example 23.10.1: Fig. 23.10.1 depicts the gain of a 14- and a 15-element Taylor-Kaiser array with half-wavelength spacing \( d = \lambda/2 \), steered towards \( \phi_0 = 60^\circ \). The sidelobe level was \( R = 20 \text{ dB} \). The array weights were obtained by:

\[
\begin{align*}
[a_1, \text{dph}1] &= \text{taylorlp}(0.5, 60, 14, 20); \\
[a_2, \text{dph}2] &= \text{taylorlp}(0.5, 60, 15, 20);
\end{align*}
\]

The graphs in Fig. 23.10.1 can be produced by the following commands:

\[
\begin{align*}
[g1, \text{ph}1] &= \text{gain1d}(0.5, a1, 720); \\
\text{dbz(}p3,g1); & \quad \text{compute normalized gain at 720 angles} \\
\text{addcerc(3);} & \quad \text{make azimuthal plot of the gain} \\
\text{addray(60-dph1/2); addray(60+dph1/2);} & \quad \text{add rays at 3-dB angles}
\end{align*}
\]

The array weights are already steered towards 60°. The designed unsteered weights were in the two cases:

\[
\begin{align*}
w_1 &= [1, 0.0000, 1.3903, 1.7762, 2.1339, 2.4401, 2.6749, 2.8224, 2.8224, 2.6749, 2.4401, 2.1339, 1.7762, 1.3903, 1.0000] \\
w_2 &= [1, 0.0000, 1.3903, 1.7762, 2.1339, 2.4401, 2.6749, 2.8224, 2.8224, 2.6749, 2.4401, 2.1339, 1.7762, 1.3903, 1.0000]
\end{align*}
\]

The corresponding 3-dB widths were \( \Delta \phi_{\text{3dB}} = 9.68^\circ \) and \( \Delta \phi_{\text{3dB}} = 9.03^\circ \), with the second being slightly narrower because the array is slightly longer. The graphs show how the rays at the two 3-dB angles intersect the 3-dB gain circles. The maximum and minimum array spacings are from (23.10.10): \( d_0 = 2\lambda/3 \) and \( d_0/2 = \lambda/3 \).

Example 23.10.2: Fig. 23.10.2 depicts the gain of a 31-element endfire array with spacing \( d = \lambda/4 \) and sidelobe level \( R = 20 \text{ dB} \), steered towards the forward direction, \( \phi_0 = 0^\circ \), and the backward one, \( \phi_0 = 180^\circ \).

The maximum and minimum array spacings, calculated from Eq. (23.10.10) for \( \phi_0 = 0^\circ \) and \( \phi_0 = 180^\circ \), are \( d_0 = \lambda/2 \) and \( d_0/2 = \lambda/4 \). We have chosen \( d = d_0/2 = \lambda/4 \). The 3-dB widths are in both cases \( \Delta \phi_{\text{3dB}} = 43.12^\circ \). The graphs also show the 3-dB circle intersecting the 3-dB angle rays.

The design method of the section was based on sampling the current distribution directly, as in Eq. (23.10.1), rather than using the procedure of mapping the pattern zeros as outlined in Eqs. (23.6.15)–(23.6.17). A variation of the design method array that uses the latter procedure is discussed in Problem 23.1.

23.11 Prolate Array

Kaiser has noted [1265,1266] that the Kaiser window function (23.10.1) is an excellent approximation to the 0th order discrete prolate spheroidal sequence that maximizes the energy concentration in a given frequency interval [1267–1276].

Using the prolate sequence as a window for array design provides a slight improvement over the Taylor-Kaiser case in the sense of having a slightly narrower beamwidth while meeting the sidelobe specification more precisely. The prolate array can be designed very quickly using the inverse power iteration.

Given an \( N \)-dimensional array \( a = [a_0, a_1, \ldots, a_{N-1}]^T \) with array pattern \( A(\psi) \), the discrete prolate spheroidal performance index which measures the concentration of energy within the wavenumber interval \( [-\psi_c, \psi_c] \) is defined by:

\[
f = \frac{1}{2\pi} \int_{-\psi_c}^{\psi_c} |A(\psi)|^2 d\psi = \frac{1}{2\pi} \int_{-\pi}^\pi |A(\psi)|^2 d\psi \quad (23.11.1)
\]

The integration range in the denominator may be changed to be the visible region \( [-kd, kd] \) if so desired [1269], but the design technique remains essentially the same. Inserting the array pattern,

\[
A(\psi) = \sum_{n=0}^{N-1} a_n e^{i\psi n} \quad (23.11.2)
\]
For the array problem, we are interested only in the maximum eigenvector. A simple way to compute it is by the power iteration, that is, \( a_n = A a_{n-1} = A^2 a_0 \). However, because the corresponding eigenvalue \( \lambda_0 \) and the next highest one are so close to unity, the iteration will be very slow converging.

A more efficient approach is to apply the inverse power iteration on the matrix \( Q = I - A \), that is, \( a_n = Q^{-1} a_{n-1} = Q^{-2} a_0 \). This iteration converges to the minimum eigenvector of \( Q \), which is the same as the maximum eigenvector of \( A \). The minimum eigenvalue of \( Q = 0 - \lambda_0 \), which is very small and its inverse \( (0 - \lambda_0)^{-1} \) very large, causing the iteration to converge very fast.

For the array problem one needs to know the relationship of the bandwidth parameter \( W \) to the desired sidelobe level \( R \) and the array length \( N \). Because the Taylor-Kaiser window is a good approximation to the maximum eigenvector, one expects to have a relationship among the parameters \( W, B, N, R \). As pointed out by Kaiser and Walden [1265, 1272], this relationship is approximately \( W = B/N \).

We have improved this relationship slightly by using the results of [1276] to arrive at the following empirical formula, which works well over the range \( 14 \leq R \leq 120 \) dB:

\[
W = \frac{0.95 B + 0.14}{N}
\]  

(23.11.6)

This leads to the following design procedure. Given \( N \) and \( R \), we calculate \( B \) using the function \texttt{taylorbw}, described in Sec. 23.10, then calculate \( W \) from (23.11.6), and construct the prolate matrix \( A \), and \( Q = I - A \), then, apply the inverse power iteration initialized with the unit vector \( a_0 = [1, 0, 0, \ldots, 0]^T \):

\[
a = Q^{-1} a
\]

for \( n = 1, 2, \ldots, N_{\text{iter}} \).

The algorithm is insensitive to the choice of the initial vector \( a_0 \) and converges extremely fast, requiring about 1-3 iterations (we use 3 by default).

We determine the 3-dB width by simply equating it to that of the Taylor array, that is, \( \Delta \psi = 2\pi \Delta u / N \), where \( \Delta u \) is also obtained from the function \texttt{taylorbw}. Even so, the prolate array’s mainlobe, as a whole, is slightly narrower than that of the Taylor array. The MATLAB function \texttt{prol} implements the above procedure:

\[
[a, \ dph] = \text{prol}(d, \phi0, N, R);
\]

% prolate array

The function \texttt{prolmat} constructs the prolate matrix for given \( N, W \):

\[
A = \text{prolmat}(N, W);
\]

% prolate matrix

Fig. 23.11.1 shows a design example with \( N = 21 \) and \( R = 30 \). The left graph plots the array patterns \( |A(\psi)| \) for the prolate and Taylor designs at broadside. The right graph shows the same prolate array steered towards 60°. The 3-dB width is also indicated on the figure. We note that the Taylor array has a slightly wider mainlobe and slightly lower sidelobes, whereas the prolate design meets the sidelobe specification exactly. The graphs were computed by the following MATLAB code:
23.11. Prolate Array

\[ d = 0.5; N = 21; R = 30; \phi_0 = 90; \]

\[ \text{[at, Dt]} = \text{taylorlp}(d, \phi_0, N, R); \quad \% \text{Taylor design} \]
\[ \text{[ap, Dp]} = \text{prolp}(d, \phi_0, N, R); \quad \% \text{Prolate design} \]

\[ f = \text{linspace}(-1, 1, 1001); \psi = \pi \cdot f; \quad \% \text{normalized wavenumber} \]

\[ \text{At} = \text{20*log10}(|\text{dtft}(\text{at}, -\psi)|); \text{At} = \text{At-max(At)}; \]
\[ \text{Ap} = \text{20*log10}(|\text{dtft}(\text{ap}, -\psi)|); \text{Ap} = \text{Ap-max(Ap)}; \]

\[ \text{figure; plot}(f, \text{Ap}, '-', f, \text{At}, '--'); \text{ap} = \text{steer}(d, \text{ap}, 60); \]

\[ \psi(\text{m}) \leq A \quad \text{and} \quad \text{ap} = \text{steer}(d, \text{ap}, 60); \quad \% \text{redesign steered towards 60°} \]

\[ [\text{gp, phi}] = \text{gain1d}(d, \text{ap}, 720); \]

\[ \text{figure; dbz}(\phi, \text{gp}); \]

23.12 Taylor Line Source

Taylor’s ideal line source pattern [1602], given in Eq. (23.6.21), has a mainlobe when \(|u| \leq A\) and equiripple sidelobes when \(|u| \geq A\). The equiripple behavior arises from the fact that the pattern switches to its cosine form when \(|u| \geq A\), as shown below:

\[
F(u) = \begin{cases} 
\cosh \left( \pi \sqrt{A^2 - u^2} \right), & \text{if } |u| \leq A \\
\cos \left( \pi \sqrt{u^2 - A^2} \right), & \text{if } |u| \geq A 
\end{cases}
\]

The pattern \(F(u)\) may be thought of as a limiting form of the Chebyshev array when the number \(N\) of array elements becomes large [1250]. To see this, we consider the Chebyshev polynomial \(T_N(x) = \cosh(N \xi)\), where \(x = \cosh \xi\). In the limit of large \(N\) and small \(\xi\), with the product \(N \xi\) kept constant, we can use the approximation

\[
x = \cosh \xi \approx 1 + \frac{1}{2} \xi^2 \quad \Rightarrow \quad \xi \approx \sqrt{2x - 2} \quad \Rightarrow \quad T_N(x) \approx \cosh \left( N \sqrt{2x - 2} \right)
\]

For an \(N\)-element array, the Chebyshev pattern is defined by Eqs. (23.9.2) and (23.9.3):

\[ A(\psi) = T_{N-1} \left( x_0 \cos \frac{\psi}{2} \right), \quad R_d = T_{N-1} (x_0) \]

Recalling that \(\psi = 2\pi u / N\), it follows that \(\psi\) will be small in the limit of large \(N\) and fixed \(u\), thus, we may apply the approximation \(\cos(\psi/2) \approx 1 - \psi^2/2\). Then, using the Chebyshev approximation (23.12.3), we have:

\[
A(\psi) \approx \cosh \left( (N - 1) \sqrt{2x_0 \cos \frac{\psi}{2} - 2} \right) = \cosh \left( (N - 1) \sqrt{2x_0 \left( 1 - \frac{\psi^2}{8} \right) - 2} \right)
\]

\[ = \cosh \left( \sqrt{(N - 1)^2 (2x_0 - 2) - \frac{(N - 1) \psi^2}{2}} \right) \]

We also have \(R_d = T_{N-1} (x_0) \approx \cosh \left( (N - 1) \sqrt{2x_0 - 2} \right)\). Comparing with (23.12.2), we may identify \(\pi A = (N - 1) \sqrt{2x_0 - 2}\). We also note that in the large-\(N\) limit:

\[
\frac{(N - 1) \psi}{2} \approx \frac{(N - 1) 2\pi u}{2N} \approx \pi u
\]

It follows that the limiting form of \(A(\psi)\) is precisely the pattern (23.12.1).
23.12. Taylor Line Source

Taylor introduced a modification of the ideal pattern so the first few sidelobes, say the first \( \tilde{n} \), are essentially equiripple at the given sidelobe level \( R \), while the remaining ones follow the \( \sin \pi u/\pi u \) attenuation rate of the uniform array. The method essentially preserves the mainlobe width and sidelobe level of the Chebyshev array, while allowing the far sidelobes to decay faster.

The zeros of the \( \sin \pi u/\pi u \) pattern occur at the integers \( u_n = \pm n, \ n = 1, 2, \ldots \), whereas the zeros of the ideal pattern (23.12.1) occur at the locations:

\[
\sqrt{u_n^2 - A^2} = (n - 0.5) \Rightarrow u_n = \pm \sqrt{A^2 + (n - 0.5)^2}, \ n = 1, 2, \ldots
\] (23.12.5)

Taylor defined a new pattern such that its zeros are:

\[
u_n = \begin{cases} \pm \sqrt{A^2 + (n - 0.5)^2}, & \text{for } n = 1, 2, \ldots, \tilde{n} - 1 \\ \pm n, & \text{for } n \geq \tilde{n} \end{cases}
\] (23.12.6)

The scale parameter \( \sigma \) is selected to allow a smooth transition between the two sets of zeros, that is, requiring the matching condition:

\[
\sigma \sqrt{A^2 + (\tilde{n} - 0.5)^2} = \tilde{n} \Rightarrow \sigma = \frac{\tilde{n}}{\sqrt{A^2 + (\tilde{n} - 0.5)^2}}
\] (23.12.7)

The 3-dB width of the ideal pattern is obtained from the condition:

\[
cosh \left( \pi \sqrt{A^2 - u_n^2} \right) = \frac{1}{\sqrt{2}} \cosh (\pi A) \Rightarrow \Delta u = 2u_3
\] (23.12.8)

The 3-dB width of the modified pattern is \( \sigma \) times larger:

\[
\Delta u = 2u_3 \sigma = 2\sqrt{A^2 - \frac{1}{\pi^2} \cosh^2 \left( \frac{1}{\sqrt{2}} \cosh (\pi A) \right)}
\] (23.12.9)

As discussed by Taylor [1602], the minimum acceptable value for \( \tilde{n} \) should be such that \( \partial \sigma / \partial \tilde{n} < 0 \). This gives the constraint:

\[
\tilde{n} \geq 2A^2 + \frac{1}{2}
\] (23.12.10)

Eqs. (23.12.6)–(23.12.10) define completely the properties of the modified pattern. An \( N \)-element array approximating Taylor's modified pattern can be designed by the procedure outlined in Eqs. (23.6.16) and (23.6.17), that is, selecting the first \( N - 1 \) zeros of the continuous pattern as the zeros of the discrete pattern.

In particular, given the parameters \( N, R, \tilde{n} \), we calculate \( A \) from (23.12.2) and \( \sigma \) from (23.12.7), and define the \( N - 1 \) conjugate zeros:

\[
u_n = \begin{cases} \sigma \sqrt{A^2 + (n - 0.5)^2}, & \text{for } 1 \leq n \leq \tilde{n} - 1 \\ n, & \text{for } \tilde{n} \leq n \leq N - \tilde{n} \\ -\sigma \sqrt{A^2 + (N - n - 0.5)^2}, & \text{for } N - \tilde{n} + 1 \leq n \leq N - 1 \end{cases}
\] (23.12.11)

Then, we define the array's zeros in \( \psi \)-space and \( z \)-domain:

\[
\psi_n = \frac{2\pi u_n}{N}, \quad z_n = e^{i\psi_n}, \quad n = 1, 2, \ldots, N - 1
\] (23.12.12)

and convolve them to get the array pattern polynomial:

\[
A(z) = \prod_{n=1}^{N-1} (z - z_n)
\] (23.12.13)

The first and last \( \tilde{n} - 1 \) zeros are conjugate pairs by construction; the middle ones come in conjugate pairs because for each \( n \) in the range \( \tilde{n} \leq n \leq N - \tilde{n} \), the integer \( N - n \) is also in the same range and has a conjugated zero: \( z_{N-n} = e^{-i\pi (N-n)/N} = e^{-i\pi n/N} = z_n^* \). An exception is in the case when \( N \) is even, for which \( n = N/2 \) corresponds to a real zero.

The 3-dB width of the array is calculated from \( \Delta \psi = 2\pi \Delta u / N \). This design method is implemented by the MATLAB function `taylorlb` with usage:

\[
[a, \phi, \theta, \phi \theta, \text{nbar}] = \text{taylorlb}(d, \phi_0, N, R, \text{nbar})\;
\]

Fig. 23.12.1 shows two design examples. The left graph has \( N = 21, R = 30 \) dB, and \( \tilde{n} = 5 \), while the right graph has \( N = 41, R = 40 \) dB, and \( \tilde{n} = 10 \). The required minimum values for \( \tilde{n} \), calculated from (23.12.10), were \( \tilde{n} = 4.48 \) and \( \tilde{n} = 6.69 \), respectively.

![Fig. 23.12.1 Taylor line source array design](image)

In order for the middle range of \( n \)'s in (23.12.11) to be nontrivial, we must necessarily have \( n \leq N/2 \), which combined with the restriction (23.12.10) implies a minimum value for the array length:

\[
N \geq 4A^2 + 1
\] (23.12.14)

The following table lists some representative values of the minimum \( N \):

<table>
<thead>
<tr>
<th>( R ) dB</th>
<th>( \tilde{n} )</th>
<th>( N )</th>
<th>( R ) dB</th>
<th>( \tilde{n} )</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>2</td>
<td>50</td>
<td>50</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>50</td>
<td>15</td>
<td>5</td>
<td>22</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>60</td>
<td>25</td>
<td>7</td>
<td>25</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>65</td>
<td>30</td>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td>35</td>
<td>5</td>
<td>70</td>
<td>35</td>
<td>11</td>
<td>33</td>
</tr>
<tr>
<td>40</td>
<td>6</td>
<td>75</td>
<td>40</td>
<td>13</td>
<td>37</td>
</tr>
<tr>
<td>45</td>
<td>7</td>
<td>80</td>
<td>45</td>
<td>15</td>
<td>41</td>
</tr>
</tbody>
</table>
23.13 Villeneuve Arrays

Taylor’s \( \bar{n} \) pattern was based on the ideal continuous line source distribution (23.12.1), which was the limit of a Dolph-Chebyshev array. The design of an \( N \)-element array was accomplished by the usual method of mapping \( N-1 \) continuous-case zeros to the \( N-1 \) zeros of the array.

Villeneuve [1277] introduced an alternative design method whose starting point was a true \( N \)-element Chebyshev array, instead of the ideal limiting form. The modified array was designed by choosing its first (and last) \( \bar{n} \) zeros to coincide with the (stretched) zeros of the Chebyshev array, and the remaining zeros to coincide with zeros of an \( N \)-element uniform array.

We recall from Sec. 23.9 that the \( N-1 \) zeros of and \( N \)-element Chebyshev array are constructed by:

\[
x_n = \cos \left( \frac{(2n-1)\pi}{2(N-1)} \right), \quad \psi_n = 2 \cos \left( \frac{x_n}{x_0} \right), \quad z_n = e^{i\psi_n}
\]

(23.13.1)

for \( n = 1, 2, \ldots, N-1 \), where \( x_0 \) is determined by \( T_N(x_0) = 1 \), and \( R_a \) is the sidelobe level in absolute units. Villeneuve modified the above zeros as follows:

\[
\psi_n = \begin{cases} 
+\sigma 2 \cos \left( \frac{x_n}{x_0} \right), & \text{for } 1 \leq n \leq \bar{n} - 1 \\
\frac{2\pi n}{N}, & \text{for } \bar{n} \leq n \leq N - \bar{n} \\
-\sigma 2 \cos \left( \frac{x_{N-n}}{x_0} \right), & \text{for } N - \bar{n} + 1 \leq n \leq N - 1
\end{cases}
\]

(23.13.2)

where \( x_n \) are given as in (23.13.1). By construction, we have \( \psi_{N-n} = -\psi_n \), for \( 1 \leq n \leq \bar{n} - 1 \), which implies that the first and last \( \bar{n} \) zeros are conjugate pairs.

The scale factor \( \sigma \) is fixed by requiring a smooth transition between the two sets of zeros at \( n = \bar{n} \), that is,

\[
\sigma 2 \cos \left( \frac{x_{\bar{n}}}{x_0} \right) = \frac{2\pi \bar{n}}{N}, \quad \text{where} \quad x_{\bar{n}} = \cos \left( \frac{(2\bar{n}-1)\pi}{2(N-1)} \right)
\]

(23.13.3)

With \( z_n = e^{i\psi_n} \), the array polynomial is then formed by

\[
A(z) = \prod_{n=1}^{N-1} (z - z_n)
\]

The 3-dB width of the new design is taken to be \( \sigma \) times greater than that of the Dolph-Chebyshev case. The MATLAB function \texttt{villle} implements this method:

\[
[a,\text{dph}] = \text{villle}(d,\text{ph0},N,R,nbar);
\]

% Villeneuve array design

The method applied to the two examples of Fig. 23.12.1 produces virtually identical graphs, and we do not repeat them here.

23.14 Multibeam Arrays

An array can form multiple narrow beams towards different directions. For example, suppose it is desired to form three beams towards the steering angles \( \phi_1, \phi_2, \) and \( \phi_3 \). The weights for such a multibeam array can be obtained by superimposing the weights of a single broadside array, say \( w(m) \), steered towards the three angles. Defining the corresponding scanning phases \( \psi_i = kd_i \cos \phi_i, i = 1, 2, 3 \), we have:

\[
a(m) = A_1 e^{-jm\psi_1} w(m) + A_2 e^{-jm\psi_2} w(m) + A_3 e^{-jm\psi_3} w(m)
\]

where \( m = 0, \pm 1, \pm 2, \ldots, \pm M \) and we assumed an odd number of array elements \( N = 2M + 1 \). The complex amplitudes \( A_1, A_2, A_3 \) represent the relative importance of the three beams. The corresponding array factor becomes:

\[
A(\psi) = A_1 W(\psi - \psi_1) + A_2 W(\psi - \psi_2) + A_3 W(\psi - \psi_3)
\]

and will exhibit narrow peaks towards the three steering angles. More generally, we can form \( L \) beams towards the angles \( \phi_i, i = 1, 2, \ldots, L \) by superimposing the steered beams:

\[
a(m) = \sum_{i=1}^{L} A_i e^{-jm\psi_i} w(m), \quad m = 0, \pm 1, \pm 2, \ldots, \pm M
\]

(23.14.1)

where \( \psi_i = kd_i \cos \phi_i, i = 1, 2, \ldots, L \). For an even number of array elements, \( N = 2M \), we replace Eq. (23.14.1) with:

\[
a(\pm m) = \sum_{i=1}^{L} A_i e^{\pm j(m-1/2)\psi_i} w(\pm m), \quad m = 1, 2, \ldots, M
\]

(23.14.2)

For either even or odd \( N \), the corresponding array factor will be the superposition:

\[
A(\psi) = \sum_{i=1}^{L} A_i W(\psi - \psi_i)
\]

(23.14.3)

The basic broadside array weights \( w(m) \) can be designed to achieve a desired sidelobe level or beam width. As the broadside beam \( w(m) \) is steered away from 90°, the beamwidths will broaden. To avoid grating lobes, the element spacing \( d \) must be less than the quantity \( d_0 \) (and greater than \( d_0/2 \)):

\[
d_i = \min_i d_i, \quad \text{where} \quad d_i = \frac{\lambda}{1 + |\cos \phi_i|}, \quad i = 1, 2, \ldots, L
\]

This minimum is realized at the beam angle closest to endfire. If the steering angles are closer to each other than about one 3-dB beamwidth, the mainlobes will begin to merge with each other reducing the resolvability of the individual beams. This behavior is analogous to the problem of frequency resolution of multiple sinusoids.

The MATLAB function \texttt{multbeam.m} of Appendix I implements Eqs. (23.14.1) and (23.14.2). Its inputs are the vector of broadside array weights \( w \)—which can be designed beforehand using for example \texttt{dolph2} or \texttt{taylor}—and the beam angles and amplitudes \( \phi_i, A_i \).
Example 23.14.1: Fig. 23.14.1 shows the gains of two 21-element three-beam arrays with half-wavelength spacing, and steered towards the three angles of 45°, 90°, and 120°. The broadside array was designed as a Taylor-Kaiser array with sidelobe level of \( R = 20 \) and \( R = 30 \) dB.

The relative amplitudes of the three beams were equal to unity. The MATLAB code used to generate the right figure was:

```matlab
w = taylor1p(0.5, 90, 21, 30); % unsteered weights
a = multbeam(0.5, w, [1,1,1], [45, 90, 120]); % equal-amplitude beams
[g, ph] = array(d, a, 400); % compute gain
dbz(ph, g); % plot gain in dB
addray(45); addray(-45); % add ±45° grid rays
```

We note the broadening of the beam widths of the larger beam angles. The left array has narrower mainlobes than the right one because its sidelobe attenuation is less. But, it also exhibits more constructive interference between mainlobes causing somewhat smaller sidelobe attenuations than the desired one of 20 dB.

![Fig. 23.14.1 Multi-beam arrays with R = 20 and R = 30 dB sidelobes.](image)

Equations (23.14.1) and (23.14.2) generalize the Woodward-Lawson frequency sampling design equations (23.5.6) and (23.5.7) in the sense that the steering phases \( \psi_i \) can be arbitrary and do not have to be the DFT frequencies.

However, if the \( \psi_i \) are chosen to be the DFT frequencies given by Eq. (23.5.1) or (23.5.5), and the broadside array is chosen to be a length-\( N \) uniform array, \( w(m) = 1 \), then the inverse DFT expressions (23.5.6) and (23.5.7) can be thought of as defining \( N \) beams—called the Woodward-Lawson-Butler beams—steered towards the DFT angles \( \phi_i = \cos\left(\psi_i / kd\right) \), that is, towards

\[
\phi_i = \cos\left(\frac{\psi_i}{kd}\right) = \cos\left(\frac{2\pi l i}{N bd}\right) = \cos\left(\frac{\lambda l i}{N d}\right), \quad l = 0, 1, \ldots, N - 1 \tag{23.14.4}
\]

The array weights will be given then by the inverse DFT:

\[
a(m) = \frac{1}{N} \sum_{l=0}^{N-1} A(\psi_i) e^{-jm\psi_i} \tag{23.14.5}
\]

and the corresponding array factor by:

\[
A(\psi) = \frac{1}{N} \sum_{i=0}^{N-1} A(\psi_i) W(\psi - \psi_i) \tag{23.14.6}
\]

where \( W(\psi) = \sin(N\psi/2) / \sin(\psi/2) \) is the array factor of the uniform window. The DFT values are identified as the relative beam weights \( A_i = A(\psi_i) / N \).

A single Butler beam, say the \( j \)th beam, can be turned on by choosing \( A_i = \delta_{ij} \). By successively turning on the Butler beams one by one, the array will act as a scanning array. Fig. 23.14.2 depicts such a multi-beam array structure. The inverse DFT box implements Eq. (23.14.5). The inputs are the “beams” \( A_i \) and the outputs are the weights \( a(m) \).

![Fig. 23.14.2 Woodward-Lawson-Butler beam matrix network for \( N = 8 \).](image)

Somewhat before the advent of the FFT algorithm, Butler proposed a hardware realization of the inverse DFT network, which was quickly recognized to be equivalent to the FFT algorithm [1278,1279,1281–1284]. The DFT matrix realization of this network is called the Blass matrix in the antenna array context [18,10].

Example 23.14.2: Fig. 23.14.3 shows the individual Butler beams turned on successively for an eight-element array. Both the standard and alternative DFT frequency sets are shown. There are eight beams in each graph. For the standard DFT set, the two endfire beams count as one, that is, the \( l = 0 \) beam.

The sidelobes are at the 13-dB level because these are scanned versions of the uniform array. The mainlobes intersect exactly half-way between the DFT frequencies \( \psi_i \), that is, the \( i \)th beam intersects the neighboring ones at \( \psi = \psi_i + \pi / N = 2\pi (i + 0.5) / N \). These intersection points are approximately 4 dB down (3.92 dB to be exact) from the main peaks. The 4-dB gain circle intersects the gain curves at these points. □

### 23.15 Problems

23.1 Computer Experiment—Taylor’s one-parameter/\( h \) array design. Taylor’s \( h \) distribution of Sec. 23.12 can also be applied to Taylor’s one-parameter continuous distribution of Sec. 23.10. First, show that the zeros of Eq. (23.10.2) occur at

\[
u_n = \sqrt{B^2 + n^2}, \quad n = 1, 2, \ldots
\]
Then, choose \( \hat{n} \) such that \( \hat{n} \leq N/2 \) and define an \( N \)-element array by its \( N - 1 \) zeros:

\[
u_n = \begin{cases} 
\sigma \sqrt{B^2 + n^2}, & \text{for } 1 \leq n \leq \hat{n} - 1 \\
n, & \text{for } \hat{n} \leq n \leq N - \hat{n} \\
-\sigma \sqrt{B^2 + (N - n)^2}, & \text{for } N - \hat{n} + 1 \leq n \leq N - 1 
\end{cases} \tag{23.15.1}
\]

Fix the parameter \( \sigma \) such that \( \sigma \sqrt{B^2 + \hat{n}^2} = \hat{n} \). Then, define the array polynomial:

\[
A(z) = \prod_{n=1}^{N-1} (z - z_n), \quad \psi_n = \frac{2\pi u_n}{N}, \quad z_n = e^{i\psi_n}, \quad n = 1, 2, \ldots, N - 1
\tag{23.15.2}
\]

Write a MATLAB function that implements this procedure, and takes as input the parameters \( N, R, \hat{n} \) and outputs the array weights and 3-dB width.

Apply your function to the following example \( N = 21, R = 30 \text{ dB}, \hat{n} = 5 \), with half-wavelength spacing \( d = \lambda/2 \). You will notice that, like the prolate array, the mainlobe is slightly narrower and the sidelobe level slightly better matched than the Taylor-Kaiser array. On the same graph, plot the array patterns \( |A(\psi)| \) in dB for the present design, the Taylor Kaiser and the prolate arrays designed with the same specifications. Vary \( \hat{n} \) to understand its effect on the design.

23.2 Computer Experiment—Villeneuve array design. Redesign the examples shown in Fig. 23.12.1 using Villeneuve’s array design method and plot the array responses together with those of that figure. Vary the parameters \( N, R, \hat{n} \) and compare the range of similarity of the Villeneuve versus the Taylor \( \hat{n} \) method.

### 24

## Currents on Linear Antennas

### 24.1 Hallén and Pocklington Integral Equations

In Sec. 15.4, we determined the electromagnetic fields generated by a given current distribution on a thin linear antenna, but did not discuss the mechanism by which the current distribution is set up and maintained. In Chap. 17, we assumed that the currents were sinusoidal, but this was only an approximation. Here, we discuss the integral equations that determine the exact form of the currents.

An antenna, whether transmitting or receiving, is always driven by an external source field. In transmitting mode, the antenna is driven by a generator voltage applied to its input terminals, and in receiving mode, by an incident electric field (typically, a uniform plane wave if it is arriving from far distances.) In either case, we will refer to this external source field as the “incident” field \( E_{\text{in}} \).

The incident field \( E_{\text{in}} \) induces a current on the antenna. In turn, the current generates its own field \( E \), which is radiated away. The total electric field is the sum \( E_{\text{tot}} = E + E_{\text{in}} \). Assuming a perfectly conducting antenna, the boundary conditions are that the tangential components of the total electric field vanish on the antenna surface. These boundary conditions are enough to determine the current distribution induced on the antenna.

Fig. 24.1.1 depicts a \( z \)-directed thin cylindrical antenna of length \( l \) and radius \( a \), with a current distribution \( I(z) \) along its length. We will concentrate only on the \( z \)-component \( E_z \) of the electric field generated by the current and use cylindrical coordinates.

For a perfectly conducting antenna, the current is essentially a surface current at radial distance \( \rho = a \) with surface density \( J_s(z) = 2I(z)/2\pi a \), where in the “thin-wire approximation,” we may assume that the density is azimuthally symmetric with no dependence on the azimuthal angle \( \phi \). The corresponding volume current density will be as in Eq. (15.4.2):

\[
I(r) = J_s(z) \delta(\rho - a) = 2I(z) \delta(\rho - a) \frac{1}{2\pi a} = 2J_z(r)
\]
Following the procedure of Sec. 15.4, we obtain the z-component of the vector potential:

\[ A_z(z, \rho) = \frac{\mu}{4\pi} \int_{-\pi/2}^{\pi/2} I(z') e^{-jkr} d\phi' \]

where \( R = \sqrt{(z-z')^2 + \rho^2 + a^2 - 2 \rho a \cos \theta} \) and \( \theta = \beta' - \beta \). In the limit of a thin antenna, \( a \to 0 \), Eq. (24.1.1) reduces to:

\[ A_z(z, \rho) = \frac{\mu}{4\pi} \int_{-\pi/2}^{\pi/2} I(z') G(z-z', \rho) d\phi' \]  

with \( R = \sqrt{(z-z')^2 + \rho^2 + a^2} \). Eq. (24.1.3) is the same as (15.4.3) because the limit \( a \to 0 \) is equivalent to assuming that the current density is a line current \( J = \gamma I(z) \delta(x) \delta(y) \), as given by Eq. (15.4.1).

Given the vector potential \( A_z(z, \rho) \), the z-component of the electric field generated by the current is obtained from Eq. (15.4.6):

\[ j \omega \mu \epsilon E_z(z, \rho) = (\partial_t \gamma z^2 + k^2) A_z(z, \rho) \]  

The values of the electric field on the antenna are obtained by setting \( \rho = a \):

\[ E_z(z, a) = \frac{\mu}{4\pi} \int_{-\pi/2}^{\pi/2} I(z') G(z-z', a) d\phi' \]  

To simplify the notation, we will denote \( G(z-z', a) \) by \( G_{\text{app}}(z-z', \rho) \). The boundary condition on the surface is that the electric field vanish, that is, at \( \rho = a \):

\[ E_{z,tot}(z, a) = E_z(z, a) + E_{z,in}(z, a) = 0 \]  

Thus, with \( E_z(z) = E_z(z, a) \), \( E_{z,in}(z, a) \), and \( E_{z,tot}(z, a) \), we have Eq. (24.1.5) can be expressed in terms of the z-component of the incident field:

\[ (\gamma z^2 + k^2) A_z(z) = -j \omega \mu \epsilon E_{z,in}(z) \]  

Either kernel can be used in Eq. (24.1.6). If the approximate kernel \( G_{\text{approx}}(z) \) is used, then it is still meaningful to consider the boundary conditions at the cylindrical surface (i.e., at \( \rho = a \)) of the antenna, as shown on the right of Fig. 24.1.1.

To summarize, given an incident field \( E_{z,in}(z) = G(z-z', a) \), we have Eq. (24.1.7) may be solved for \( A_z(z) \) and then the integral equation (24.1.6) can be solved for the current \( I(z) \).

Depending on how this procedure is carried out, one obtains either the Hallén or the Pocklington equations. Solving Eq. (24.1.7) by formally inverting the differential operator \( (\gamma z^2 + k^2) \) and combining with (24.1.6), we obtain Hallén’s integral equation:

\[ \frac{\mu}{4\pi} \int_{-\pi/2}^{\pi/2} I(z') G(z-z', a) d\phi' = -j \omega \mu \epsilon E_{z,in}(z) \]  

Alternatively, applying the differential operator \( (\gamma z^2 + k^2) \) directly to Eq. (24.1.6) and combining with (24.1.7), we obtain Pocklington’s integral equation:

\[ \frac{\mu}{4\pi} \int_{-\pi/2}^{\pi/2} I(z') (\gamma z^2 + k^2) G(z-z', a) d\phi' = -j \omega \mu \epsilon E_{z,in}(z) \]  

The two integral equations must be solved subject to the constraint that the current \( I(z) \) vanish at the antenna ends, that is, \( I(l/2) = I(-l/2) = 0 \). The exact and approximate kernels evaluated on the antenna surface are:

\[ G(z-z') = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} e^{-jkr} R d\phi', \quad R = \sqrt{(z-z')^2 + 2a^2 - 2a^2 \cos \theta} \]  

\[ G_{\text{approx}}(z-z') = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} e^{-jkr} R d\phi', \quad R = \sqrt{(z-z')^2 + a^2} \]
24.2 Delta-Gap, Frill Generator, and Plane-Wave Sources

The inverse differential operator in the right-hand side of Eq. (24.1.8) can be rewritten as an integral convolutional operator acting on $E_{in}$. We discuss this in detail in Sec. 24.3. We will then consider the numerical solutions of these equations using either the exact or the approximate kernels. The numerical evaluation of these kernels is discussed in Sec. 24.7.

24.2 Delta-Gap, Frill Generator, and Plane-Wave Sources

Although the external source field $E_{in}(z)$ can be specified arbitrarily, there are two special cases of practical importance. One is the so-called delta-gap model, which imitates the way a transmitting antenna is fed by a transmission line. The other is a uniform plane wave incident at an angle on a receiving antenna connected to a load impedance. Fig. 24.2.1 depicts these cases.

Formally, we can write $V(z)$ as an integral operator acting on $F(z)$ with the help of the Green’s function $G(z,z’)$, but we prefer to express $V(z)$ as an integral convolutional operator acting on $E_{in}(z)$. A simplified case arises when we take the limit $Δz \to 0$. Then, approximately, $V_{0} = E_{in}Δz$, or $E_{in} = V_{0}/Δz$. In order to maintain a finite value of $V_{0}$ in the left-hand side of Eq. (24.2.1), $E_{in}$ must become commensurately large. This means that in this limit,

$$E_{in}(z) = V_{0}\delta(z)$$  \hspace{1cm} \text{(delta-gap model of incident field)} \hspace{1cm} (24.2.2)

A simplified case arises when we take the limit $Δz \to 0$. Then, approximately, $V_{0} = E_{in}Δz$, or $E_{in} = V_{0}/Δz$. In order to maintain a finite value of $V_{0}$ in the left-hand side of Eq. (24.2.1), $E_{in}$ must become commensurately large. This means that in this limit,

$$E_{in}(z) = V_{0}\delta(z)$$  \hspace{1cm} \text{(delta-gap model of incident field)} \hspace{1cm} (24.2.2)

King [3] has discussed the case of a finite $Δz$. An alternative type of excitation input is the frill generator [6,7] defined by:

$$E_{in}(z) = \frac{V_{0}}{2\ln(b/a)} \left[ \frac{e^{-jkR_{a}}}{R_{a}} - \frac{e^{-jkR_{b}}}{R_{b}} \right], \hspace{0.5cm} R_{a} = \sqrt{z^{2} + a^{2}}, \hspace{0.5cm} R_{b} = \sqrt{z^{2} + b^{2}}$$  \hspace{1cm} (24.2.3)

where $b > a$. The case of a receiving antenna with a uniform plane wave incident at a polar angle $\theta$ and such that the propagation vector $\hat{k}$ is co-planar with the antenna axis is shown on the right of Fig. 24.2.1.

The electric field vector is perpendicular to $\hat{k}$ and has a space dependence $E_{0}e^{-jkr}$. For a thin antenna, we may evaluate the field along the $z$-axis, that is, we set $x = y = 0$ so that $e^{-jkz} = e^{-jkz\cos \theta}$ because $k_{z} = -k \cos \theta$. Then, the $z$-component of the incident field will be:

$$E_{in}(z) = E_{0} \sin \theta e^{jkz \cos \theta}$$  \hspace{1cm} (incident uniform plane wave) \hspace{1cm} (24.2.4)

If the wave is incident from broadside ($\theta = \pi/2$), then $E_{in}(z) = E_{0}$, that is, a constant along the antenna length. And, if $\theta = 0$ or $\pi$, then $E_{in}(z) = 0$.

24.3 Solving Hallén’s Equation

Instead of working with the vector potential $A_{z}(z)$ it proves convenient to work with a scaled version of it that has units of volts and is defined as:

$$V(z) = 2jcA_{z}(z)$$  \hspace{1cm} (24.3.1)

where $c$ is the speed of light. We note that $V(z)$ is not the scalar potential $\varphi(z)$ along the antenna length. From the Lorenz condition, Eq. (15.4.5), we have $\partial_{z}A_{z} = -j\omega\mu\epsilon\varphi(z)$. Multiplying by $2jc$ and noting that $c\omega\mu\epsilon = \omega/c = k$, we find:

$$\partial_{z}V(z) = 2k\varphi(z)$$  \hspace{1cm} (24.3.2)

Multiplying both sides of Eq. (24.1.7) by $2jc$, we can rewrite it as:

$$\left(\partial_{z}^{2} + k^{2}\right)V(z) = 2kE_{in}(z)$$  \hspace{1cm} (24.3.3)

Similarly, Eq. (24.1.6) becomes:

$$\frac{j\eta}{2\pi} \int_{-h}^{h} G(z-z')I(z')dz' = V(z)$$  \hspace{1cm} (24.3.4)

where $\eta = \sqrt{\mu\epsilon}$, and for later convenience, we introduced the half-length $h = l/2$ of the antenna. Eqs. (24.3.3)-(24.3.4) represent our rescaled version of Hallén’s equations. Formally, we can write $V(z) = 2k(\partial_{z}^{2} + k^{2})^{-1}E_{in}(z)$, but we prefer to express $V(z)$ as an integral operator acting on $E_{in}(z)$. A particular solution of (24.3.3) is obtained with the help of the Green’s function $F(z)$ for this differential equation:

$$\left(\partial_{z}^{2} + k^{2}\right)F(z) = 2k\delta(z)$$  \hspace{1cm} (24.3.5)
24.3. Solving Hallén’s Equation

The general solution of Eq. (24.3.3) is obtained by adding the most general solution of the homogeneous equation, \((z^2 + k^2) V(z) = 0\), to the Green’s function solution:

\[
V(z) = C_1 e^{ikz} + C_2 e^{-ikz} + \int_{-h}^{h} F(z - z') E_{\text{in}}(z') dz'
\]

With a re-definition of the constants \(C_1, C_2\), we can also write:

\[
V(z) = C_1 \cos kz + C_2 \sin kz + \int_{-h}^{h} F(z - z') E_{\text{in}}(z') dz'
\]

In fact, \(F(z)\) itself is defined up to an arbitrary solution of the homogeneous equation. If \(F(z)\) satisfies Eq. (24.3.5), so does \(F_1(z) = F(z) + C_1 e^{ikz} + C_2 e^{-ikz}\), with arbitrary constants \(C_1, C_2\). Some possible choices for \(F(z)\) are as follows. They differ from each other by a homogeneous term:

\[
\begin{align*}
F_1(z) &= je^{-jk|z|} = F_3(z) + j \cos kz \\
F_2(z) &= \sin k|z| = F_3(z) - \sin kz \\
F_3(z) &= 2 \sin (kz) u(z) = F_4(z) + 2 \sin kz \\
F_4(z) &= -2 \sin (kz) u(-z)
\end{align*}
\]

where \(u(z)\) is the unit-step function. All satisfy Eq. (24.3.5) as well as the required discontinuity conditions on their first derivative, that is,

\[
F'(0+) - F'(0-) = 2k
\]

This discontinuity condition is obtained by integrating Eq. (24.3.5) over the small interval \(-\epsilon \leq z \leq \epsilon\) and then taking the limit \(\epsilon \to 0\) and assuming that \(F(z)\) itself is continuous at \(z = 0\). Depending on the choice of \(F(z)\), the corresponding solution \(V(z)\) of Eq. (24.3.3) can be written in the equivalent forms (each with different \(C_1, C_2\)):

\[
\begin{align*}
V(z) &= C_1 e^{ikz} + C_2 e^{-ikz} + \int_{-h}^{h} je^{-jk|z' - z|} E_{\text{in}}(z') dz' \\
V(z) &= C_1 e^{ikz} + C_2 e^{-ikz} + \int_{-h}^{h} \sin (k|z - z'|) E_{\text{in}}(z') dz' \\
V(z) &= C_1 e^{ikz} + C_2 e^{-ikz} + 2 \int_{-h}^{h} \sin (k(z - z')) E_{\text{in}}(z') dz' \\
V(z) &= C_1 e^{ikz} + C_2 e^{-ikz} - 2 \int_{-h}^{h} \sin (k(z - z')) E_{\text{in}}(z') dz'
\end{align*}
\]

We will use mostly the first and second choices for \(F(z)\), that is, \(F(z) = je^{-jk|z|}\) and \(F(z) = \sin k|z|\). Combining the solution for \(V(z)\) with Eq. (24.3.4), we obtain the equivalent form of Hallén’s integral equation for an arbitrary incident field:

\[
\frac{jn}{2\pi} \int_{-h}^{h} G(z - z') I(z') dz' = C_1 e^{ikz} + C_2 e^{-ikz} + \int_{-h}^{h} F(z - z') E_{\text{in}}(z') dz'
\]
24.4 Sinusoidal Current Approximation

Here, we look at simplified solutions of Eq. (24.3.12), which justify the common sinusoidal assumption for the current. We work with the approximate kernel.

Inspecting the quantity $G_{\text{app}}(z-z') = e^{-jkR}/R$ in the integral equation (24.3.12), we note that as the integration variable $z'$ sweeps past $z$, the denominator becomes very large, because $R = a$ at $z' = z$. Therefore, the integral is dominated by the value of the integrand near $z' = z$. We can write approximately,

$$\frac{jn}{2\pi} \int_{-h}^{h} G_{\text{app}}(z-z')I(z')\,dz' \approx \tilde{Z}(z)I(z) = \tilde{Z}I(z) \quad (24.4.1)$$

where $\tilde{Z}(z)$ is a sort of an average value of $jnG_{\text{app}}(z-z')/2\pi$ in the neighborhood of $z' = z$. This quantity varies slowly with $z$ and we may approximate it with a constant, say $\tilde{Z}$. Then, Hallén’s equation (24.3.12) becomes approximately:

$$\tilde{Z}I(z) = V(z) = C_1 \cos k z + V_0 \sin k |z|$$

This shows that $I(z)$ is approximately sinusoidal. The constant $C_1$ is fixed by the end-condition $I(h) = 0$, which gives:

$$C_1 \cos kh + V_0 \sin kh = 0 \quad \Rightarrow \quad C_1 = -\frac{V_0 \sin kh}{\cos kh}$$

so that $I(z)$ becomes:

$$\tilde{Z}I(z) = -V_0 \frac{1}{\cos kh} \left[ \sin kh \cos k z - \cos kh \sin k |z| \right] = -V_0 \frac{1}{\cos kh} \sin(k(h-|z|))$$

Solving for $I(z)$, we obtain the common standing-wave expression for the current:

$$I(z) = I(0) \frac{\sin(k(h-|z|))}{\sin kh}, \quad I(0) = -\frac{V_0}{Z \cos kh} \quad (24.4.2)$$

where $I(0)$ is the input current at $z = 0$. The crude approximation of Eq. (24.4.1) can be refined further using King’s three-term approximation discussed in Sec. 24.6. From Eq. (24.4.2), the antenna input impedance is seen to be:

$$Z_A = \frac{V_0}{I(0)} = -Z \cot kh \quad (24.4.3)$$

24.5 Reflecting and Center-Loaded Receiving Antennas

A similar approximation to Hallén’s equation can be carried out in the plane-wave case shown in Fig. 24.2.1. We distinguish three cases: (a) $Z_L = 0$, corresponding to a reflecting parasitic antenna with short-circuited output terminals, (b) $Z_L = \infty$, corresponding to open-circuited terminals, and (c) arbitrary $Z_L$, corresponding to a center-loaded receiving antenna. See Ref. [12] for more details on this approach.

By finding the short-circuit current from case (a) and the open-circuit voltage from case (b), we will determine the output impedance of the receiving antenna, that is, the Thévenin impedance $Z_A$ of the model of Sec. 16.4, and show that it is equal to the input impedance (24.4.3) of the transmitting antenna, in accordance with the reciprocity principle. We will also show from case (c) that the angular gain pattern of the receiving antenna agrees with that of the transmitting one.

Starting with the short-circuited case, the approximation of Eq. (24.4.1) applied to (24.3.13) gives:

$$\tilde{Z}I(z) = V(z) = C_1 e^{jkz} + C_2 e^{-jkz} + \frac{2E_0}{k \sin \theta} e^{jk \cos \phi}$$

The end-point conditions $I(h) = I(-h) = 0$ provide two equations in the two unknowns $C_1, C_2$, that is,

$$C_1 e^{jh} + C_2 e^{-jh} + \frac{2E_0}{k \sin \theta} e^{jk \cos \phi} = 0$$
$$C_1 e^{-jh} + C_2 e^{jh} + \frac{2E_0}{k \sin \theta} e^{-jk \cos \phi} = 0$$

with solution:

$$C_1 = \frac{E_0 \sin(k(1 + \cos \theta))}{k \sin \theta \sin kh \cos kh}, \quad C_2 = -\frac{E_0 \sin(k(1 - \cos \theta))}{k \sin \theta \sin kh \cos kh}$$

Then, the current $I(z)$ becomes:

$$I(z) = \frac{2E_0}{zk \cos kh} (\cos kh - \cos k z) \quad (24.5.2)$$

For normal incidence, $\theta = 90^\circ$, we have $C_1 = C_2$ and Eq. (24.5.1) becomes:

$$I(z) = \frac{2E_0}{zk \cos kh}$$

For $\theta = 0$ and $\theta = \pi$, the $z$-component of the incident field is zero, $E_{\text{in}}(z) = 0$, and we expect $I(z) = 0$. This can be verified by carefully taking the limit of Eq. (24.5.1) at $\theta = 0, \pi$, with the seemingly diverging term $2E_0/k \sin \theta$ getting canceled.

The short-circuit current at the output terminals is obtained by setting $z = 0$ in Eq. (24.5.1):

$$I_{sc} = I(0) = \frac{1}{Z} [C_1 + C_2 + \frac{2E_0}{k \sin \theta}]$$

Inserting the expressions for $C_1, C_2$, we find:

$$I_{sc} = \frac{2E_0}{zk \cos kh} \cos kh \cos (kh \cos \theta) / \sin \theta \quad (24.5.3)$$

For the open-circuit case, the incident field will induce an open-circuit voltage across the gap, and therefore, the scalar potential $\phi(z)$ will be discontinuous at $z = 0$. In addition, the current must vanish at $z = 0$. Therefore, we must apply Eq. (24.3.13) separately to the upper and lower halves of the antenna. Using $\cos k z$ and $\sin k z$ as the homogeneous terms, instead of $e^{\pm jk z}$, we have the approximation:

$$\tilde{Z}I(z) = V(z) = \begin{cases} C_1 \cos k z + C_2 \sin k z + \frac{2E_0}{k \sin \theta} e^{jk \cos \phi}, & z \geq 0 \\ D_1 \cos k z + D_2 \sin k z + \frac{2E_0}{k \sin \theta} e^{jk \cos \phi}, & z \leq 0 \end{cases}$$
24. Currents on Linear Antennas

The conditions \( I(0+) = I(h) = 0 \) and \( I(0-) = I(-h) = 0 \) provide four equations in the four unknowns \( C_1, C_2, D_1, D_2 \). They are:

\[
\begin{align*}
C_1 + \frac{2E_0}{k \sin \theta} &= 0, \quad & C_1 \cos kh + C_2 \sin kh + \frac{2E_0}{k \sin \theta} e^{jk h \cos \theta} &= 0 \\
D_1 + \frac{2E_0}{k \sin \theta} &= 0, \quad & D_1 \cos kh - D_2 \sin kh + \frac{2E_0}{k \sin \theta} e^{-jk h \cos \theta} &= 0
\end{align*}
\]

with solution:

\[
C_1 = D_1 = -\frac{2E_0}{k \sin \theta}, \quad C_2 = \frac{2E_0 (\cos kh - e^{jk h \cos \theta})}{k \sin \theta \sin kh}, \quad D_2 = -\frac{2E_0 \cos kh - e^{-jk h \cos \theta}}{k \sin \theta \sin kh}
\]

The open-circuit voltage is \( V_{oc} = \phi(0+) - \phi(0-) \). Using Eq. (24.3.2), we have:

\[
V'(0+) - V'(0-) = 2kV_{oc} = k(C_2 - D_2) \Rightarrow V_{oc} = \frac{1}{2}(C_2 - D_2)
\]

and using the solution for \( C_2, D_2 \), we find:

\[
V_{oc} = \frac{2E_0}{k \sin \theta} \cos kh - \cos (kh \cos \theta) \sin \theta
\]

(24.5.4)

Having found the short-circuit current and open-circuit voltage, we obtain the corresponding output Thevenin impedance by dividing Eq. (24.5.4) and (24.5.3):

\[
Z_A = -\frac{V_{oc}}{I_{sc}} = -\frac{Z \cot kh}{\pi}
\]

(24.5.5)

where the minus sign is due to the fact that \( I_{sc} \) is flowing into (instead of out of) the top antenna terminal. We note that Eq. (24.5.5) agrees with (24.4.3) of the transmitting case.

Equations (24.5.3) and (24.5.4) are special cases of a more general result, which is a consequence of the reciprocity principle (for example, see [34]). Given an incident field on a receiving linear antenna, the induced short-circuit current and open-circuit voltage at its terminals are given by:

\[
I_{sc} = \frac{1}{V_0} \int_{-h}^{h} E_{in}(z) I(z) dz, \quad V_{oc} = \frac{1}{I_0} \int_{-h}^{h} E_{in}(z) I(z) dz
\]

(24.5.6)

where \( I(z) \) is the current generated by \( V_0 \) when the antenna is transmitting. Inserting Eq. (24.4.2) into (24.5.6), we can easily derive Eqs. (24.5.3) and (24.5.4). We will use (24.5.6) in Sec. 25.3 to derive the mutual impedance between two antennas.

Finally, we consider case (c) of an arbitrary load impedance \( Z_L \). The current will be continuous across the gap but it does not have to vanish at \( z = 0 \). The voltage difference across the gap will be equal to the voltage drop across the load, that is, \( V_L = -Z_L I(0) \). The approximate Hallén equation is now:

\[
2I(z) = V(z) = \begin{cases} 
C_1 \cos kz + C_2 \sin kz + \frac{2E_0}{k \sin \theta} e^{jkz \cos \theta}, & z \geq 0 \\
D_1 \cos kz + D_2 \sin kz + \frac{2E_0}{k \sin \theta} e^{jkz \cos \theta}, & z \leq 0
\end{cases}
\]

where \( D_1 = C_1 \) because of the continuity of \( I(z) \) at \( z = 0 \). The end conditions, \( I(h) = I(-h) = 0 \), give:

\[
C_1 \cos kh + C_2 \sin kh + \frac{2E_0}{k \sin \theta} e^{jk h \cos \theta} = 0 \\
C_1 \cos kh - D_2 \sin kh + \frac{2E_0}{k \sin \theta} e^{-jk h \cos \theta} = 0
\]

Moreover, we have the discontinuity condition:

\[
V'(0+) - V'(0-) = 2kV_L = k(C_2 - D_2) \Rightarrow V_L = \frac{1}{2}(C_2 - D_2)
\]

Ohm’s law at the load gives:

\[
V_L = -Z_L I(0) = -\frac{Z_L}{Z} \left( C_1 + \frac{2E_0}{k \sin \theta} \right) = \frac{Z_L}{Z} \left( C_1 + \frac{2E_0}{k \sin \theta} \right) \cot kh
\]

where we used Eq. (24.5.5). Solving the above four equations for \( C_1, C_2, D_2, Z_L \), we find eventually:

\[
V_L = \frac{Z_L}{Z_A + Z_L} \frac{2E_0 \cos kh - \cos (kh \cos \theta)}{\sin \theta} \frac{V_{oc}Z_L}{Z_A + Z_L} \quad (24.5.7)
\]

This is equivalent to the Thevenin model that we used in Sec. 16.4. The power delivered to the load will be proportional to \( |V_L|^2 \), which is proportional to the gain pattern of a transmitting dipole, that is,

\[
\left| \frac{\cos kh - \cos (kh \cos \theta)}{\sin \theta} \right|^2
\]

24.6 King’s Three-Term Approximation

To improve the crude sinusoidal approximation of Eq. (24.4.1), we must look more carefully at the properties of the kernel. Separating its real and imaginary parts, we have:

\[
\frac{j\eta}{2\pi} G_{app}(z - z') = \frac{j\eta}{2\pi} e^{jkR} \left[ \frac{\sin kR}{kR} \right] + \frac{j\eta}{2\pi} \frac{\cos kR}{kR}
\]

For \( R \) near zero, the imaginary part becomes very large and we may apply the approximation \( 24.4.1 \) to it. But, the real part remains finite at \( R = 0 \). For \( kR \ll \pi \), which will be guaranteed if \( kh \ll \pi \), the sinc function can be very well approximated by \( \cos(kR/2) \approx \cos(k(z - z')/2) \) as can be verified by plotting the two functions. Therefore,

\[
\frac{\sin kR}{kR} \approx \cos(kR/2) \approx \cos(k(z - z')/2), \quad \text{for} \quad kR \ll \pi
\]

(24.6.1)

Using this approximation for the real part of the kernel, and applying the approximation of Eq. (24.4.1) to its imaginary part, King has shown [494] that an improved approximation of the convolution integral is as follows:

\[
\frac{j\eta}{2\pi} \int_{-h}^{h} G_{app}(z - z') I(z') dz' \approx R \cos(kz \sqrt{2}) + jXI(z)
\]

(24.6.2)
24.6. King’s Three-Term Approximation

where \( R, X \) are appropriate constants, which are real if \( I(z) \) is real. The approximation also assumes that the current is symmetric, \( I(z) = I(-z) \). Indeed, we have:

\[
\frac{\eta}{2\pi} \int_{-h}^{h} G_{\text{app}}(z-z')I(z')dz' = \frac{k\eta}{2\pi} \int_{-h}^{h} \left[ \cos \left( \frac{k(z-z')}{2} \right) + j \frac{\cos kR}{kR} \right] I(z')dz' = \frac{k\eta}{2\pi} \int_{-h}^{h} \left[ \cos \left( \frac{kz}{2} \right) \cos \left( \frac{kz'}{2} \right) I(z') + \sin \left( \frac{kz}{2} \right) I(z') + j \frac{\cos kR}{kR} I(z') \right] dz'
\]

The first term of the form \( R \cos(kz/2) \), the second term vanishes because of the assumed even symmetry of \( I(z) \), and the third term is of the form \( jX I(z) \). It follows that the Hallén equation (24.3.12) can be approximated by:

\[
R \cos \left( \frac{kz}{2} \right) + jX I(z) = V(z) = C_1 \cos kz + V_0 \sin k|z|
\]

This shows that the current \( I(z) \) is a linear combination of the sinusoidal terms \( \sin(kz), \cos(kz), \) and \( \cos(kz/2) \), and leads to King’s three-term approximation for the current [4,94], which incorporates the condition \( I(h) = 0 \). There are two alternative forms:

\[
I(z) = A_1 I_1(z) + A_2 I_2(z) + A_3 I_3(z) = A_1' I_1'(z) + A_2' I_2'(z) + A_3' I_3'(z) \tag{24.6.3}
\]

where the expansion currents are defined by:

\[
I_1(z) = \sin k|z| - \sin kh, \quad I_2(z) = \cos kz - \cos kh, \quad I_3(z) = \cos(kz/2) - \cos(kh/2)
\]

\[
I_1'(z) = \sin(k(h-|z|)) \quad I_2'(z) = \cos k(h-|z|) \quad I_3'(z) = \cos(k(z-h/2)) \tag{24.6.4}
\]

Using the trigonometric identity \( I_1'(z) = I_2'(z) \tan kh-I_1'(z)/\cos kh \), the relationship between the primed and unprimed coefficients is:

\[
\begin{bmatrix}
A_1' \\
A_2'
\end{bmatrix} = \frac{1}{\cos kh} \begin{bmatrix}
-1 & 0 \\
\sin kh & \cos kh
\end{bmatrix} \begin{bmatrix}
A_1 \\
A_2
\end{bmatrix}, \quad A_3' = A_3 \tag{24.6.5}
\]

The condition number of the transformation matrix is \( 1/|\cos kh| \), and the transformation breaks down when \( \cos kh = 0 \), that is, when the antenna length \( l = 2h \) is an odd-multiple of \( \lambda/2 \). In that case, only the unprimed form may be used. Otherwise, the primed form is preferable because the term \( I_1'(z) = \sin(k(h-|z|)) \) has the conventional standing-wave form. We will work with the unprimed form because it is always possible. The MATLAB function \texttt{kingprime} transforms the unprimed coefficients into the primed ones:

\[
\texttt{Aprime = kingprime(L,A);} \quad \text{converts from unprimed to primed form}
\]

To determine the expansion coefficients \( A_1, A_2, A_3 \), we insert Eq. (24.6.3) into Hallén’s equation (24.3.12) and get:

\[
A_1 V_1(z) + A_2 V_2(z) + A_3 V_3(z) = V(z) = C_1 \cos kz + V_0 \sin k|z| \tag{24.6.6}
\]

where

\[
V_i(z) = \frac{\eta}{2\pi} \int_{-h}^{h} G_{\text{app}}(z-z') I_i(z')dz', \quad i = 1, 2, 3
\]

At \( z = h \), we have:

\[
A_1 V_1(h) + A_2 V_2(h) + A_3 V_3(h) = V(h) = C_1 \cos kh + V_0 \sin kh
\]

Subtracting Eqs. (24.6.6) and (24.6.8), and defining \( V_{d1}(z) = V_1(z) - V_i(h) \), we have:

\[
A_1 V_{d1}(z) + A_2 V_{d2}(z) + A_3 V_{d3}(z) = C_1 (\cos kz - \cos kh) + V_0 (\sin k|z| - \sin kh)
\]

Using the definition (24.6.4), we can write:

\[
A_1 V_{d1}(z) + A_2 V_{d2}(z) + A_3 V_{d3}(z) = C_1 I_2(z) + V_0 I_1(z) \tag{24.6.9}
\]

Introducing the difference kernel \( G_d(z-z') = G_{\text{app}}(z-z') - G_{\text{app}}(h-z') \), we have:

\[
V_{d1}(z) = \frac{\eta}{2\pi} \int_{-h}^{h} G_d(z-z') I_1(z')dz', \quad i = 1, 2, 3 \tag{24.6.10}
\]

The improved approximation (24.6.2) applied to the difference kernel gives:

\[
\frac{\eta}{2\pi} \int_{-h}^{h} G_d(z-z') I_1(z')dz' = R(\cos(kz/2) - \cos(kh/2)) + jX I(z) = RI_3(z) + jX I(z)
\]

Therefore, applying it to the three separate currents \( I_1(z), I_2(z), I_3(z) \), we obtain:

\[
V_{d1}(z) = V_i(z) - V_i(h) = R I_3(z) + jX I_1(z), \quad i = 1, 2, 3
\]

Inserting these approximations in Eq. (24.6.6), we have:

\[
A_1 [R I_3(z) + jX I_1(z)] + A_2 [R I_3(z) + jX I_2(z)] + A_3 [R I_3(z) + jX I_3(z)] = C_1 I_2(z) + V_0 I_1(z)
\]

\[
A_1 I_1(z) + A_2 I_2(z) + A_3 I_3(z) = C_1 I_2(z) + V_0 I_1(z)
\]

Defining \( Z_3 = R + jX \) and matching the coefficients of \( I_1(z), I_2(z), I_3(z) \) in the two sides, gives three equations in the four unknowns \( A_1, A_2, A_3, C_1 \):

\[
jX_1 A_1 = V_0, \quad jX_2 A_2 - C_1 = 0, \quad R_1 A_1 + R_2 A_2 + Z_3 A_3 = 0
\]

The fourth equation is (24.6.8). Thus, we obtain the linear system:

\[
\begin{bmatrix}
V_1(h) & V_2(h) & V_3(h) & -\cos kh
\end{bmatrix} \begin{bmatrix}
A_1 \\
A_2 \\
A_3 \\
C_1
\end{bmatrix} = \begin{bmatrix}
V_0 \\
0 \\
0 \\
V_0 \sin kh
\end{bmatrix}
\]

The matrix elements can be determined by evaluating the defining approximations (24.6.11) at \( z \)-points at which the currents \( I_1(z) \) take on their maximum values. For \( I_1(z) \), the maximum occurs at \( z_1 = 0 \) if \( h \leq \lambda/4 \) and at \( z_1 = h - \lambda/4 \) if \( \lambda/4 \leq h \leq 5\lambda/8 \).
For $I_2(z)$ and $I_3(z)$, the maxima occur at $z = 0$. Thus, the defining equations for the matrix elements are:

$$
V_{d1}(z_1) = V_1(z_1) - V_1(h) = R_1 I_3(z_1) + jX_1 I_1(z_1)
$$
$$
V_{d2}(0) = V_2(0) - V_2(h) = R_2 I_3(0) + jX_2 I_2(0)
$$
$$
V_{d3}(0) = V_3(0) - V_3(h) = Z_3 I_3(0)
$$

(24.6.13)

The coefficients $R_1, X_1, R_2, X_2$ are obtained by extracting the real and imaginary parts of these expressions. The left-hand sides can be computed by direct numerical integration of the definitions (24.6.7). The expected range of applicability of the 3-term approximation is for antenna lengths $l \leq 1.25 \lambda$ (see [4,94]). However, it works well even for longer lengths.

The MATLAB function `king` implements the design equations (24.6.12) and (24.6.13). It has usage:

$$
A = \text{king}(L,a); \quad \% \text{King's 3-term sinusoidal approximation}
$$

where $L, a$ are the antenna length and its radius in units of $\lambda$ and the output $A$ is the column vector of the coefficients $A_i$ of the (unprimed) representation (24.6.3) of the current.

The numerical integrations are done with a 32-point Gauss-Legendre quadrature integration routine implemented with the function `quadR`, which provides the appropriate weights and evaluation points for the integration.

**Example 24.6.1:** Fig. 24.6.1 compares the three-term approximation to the standard sinusoidal approximation, $I(z) = \sin(k(h - |z|))$, and to the exact numerical solution of Hallén's equation for the two cases of $l = \lambda$ and $l = 1.5\lambda$. The antenna radius was $a = 0.005\lambda$.

![Fig. 24.6.1 Three-term approximation for $l = \lambda$ and $l = 1.5\lambda$.](image)

In the full-wavelength case, the sinusoidal approximation has $I(0) = 0$, which would imply infinite antenna impedance. The three-term approximation gives a nonzero value for $I(0)$. The computed three-term coefficients are in the two cases:

$$
\begin{bmatrix}
A_1 \\
A_2 \\
A_3
\end{bmatrix} = 10^{-3}
\begin{bmatrix}
-2.6035j \\
0.2737 + 0.2779j \\
0.2666 + 0.2376j
\end{bmatrix}, \quad \begin{bmatrix}
A_1 \\
A_2 \\
A_3
\end{bmatrix} = 10^{-3}
\begin{bmatrix}
-2.1403j \\
7.7886 - 3.6840j \\
0.8688 + 2.4546j
\end{bmatrix}
$$

We used the unprimed representation for both cases (the primed one coincides with the unprimed one for the case $l = \lambda$ because $\cos kh = -1$ and the transformation matrix (24.6.5) becomes the identity matrix.) The graphs were generated by the following example code (for the $l = 1.5\lambda$ case):

$$
L = 1.5; \quad h = L/2; \quad a = 0.005; \quad \% \text{length and radius}
$$
$$
k = 2\pi/\lambda; \quad \% \text{wavenumber in units of } \lambda = 1
$$
$$
M = 30; \quad \% \text{number of cells is } 2M + 1
$$
$$
\delta = \text{delta}(L,a,M,'e'); \quad \% \text{numerical solution of Hallén equation with exact kernel}
$$
$$
\text{In} = \text{In}(M+1); \quad \% \text{keep only upper half of the values}
$$
$$
zn = \text{zn}(M+1); \quad \% \text{evaluation points on upper half}
$$
$$
A = \text{king}(L,a); \quad \% \text{King's three-term approximation}
$$
$$
\text{Ik} = \text{abs}(\text{kingeval}(L,A,zn)); \quad \% \text{evaluate King's three-term current}
$$
$$
\text{Ik} = \text{abs}(\text{kingeval}(L,B,zn)); \quad \% \text{evaluate one-term sinusoidal current}
$$
$$
C = \text{king}(L,zn,1); \quad \% \text{fit three-term current to the numerical values}
$$
$$
C = \text{king}(L,zn,1); \quad \% \text{evaluate fitted three-term current}
$$

As is evident from the above example, King's three-term approximation does not work particularly well for larger antenna lengths (about $l > 1.25 \lambda$). This can be attributed to the crude approximation of computing the coefficients $A_i$ by matching the defining currents only at one point along the antenna (at the current maxima).

It turns out, however, that the three-term approximation is very accurate if fitted to the “exact” current as computed by solving Hallén's equation numerically, with a range of applicability of up to about $l = 2\lambda$. With a 4-term fit, the range increases to $l = 3\lambda$.

Typically, numerical methods generate a set of $N$ current values $I_n(z)$ at $N$ points $z_n, n = 1,2,\ldots,N$, along the antenna. These values can be fitted to a three-term expression of the form of Eq. (24.6.3) using the least-squares criterion:

$$
\mathcal{J} = \sum_{n=1}^{N} |I_n(z_n) - I_n|^2 = \min, \quad \text{where} \quad I_n(z) = \sum_{i=1}^{3} A_i I_i(z)
$$

(24.6.14)

where $\mathcal{J}$ is minimized with respect to the three coefficients $A_1, A_2, A_3$. This is equivalent to finding the least-squares solution of the overdetermined $N \times 3$ linear system of equations (assuming $N > 3$):

$$
\begin{bmatrix}
I_1(z_1) & I_2(z_1) & I_3(z_1) \\
\vdots & \vdots & \vdots \\
I_1(z_N) & I_2(z_N) & I_3(z_N)
\end{bmatrix} \begin{bmatrix}
A_1 \\
A_2 \\
A_3
\end{bmatrix} = \begin{bmatrix}
I_1 \\
\vdots \\
I_N
\end{bmatrix}
$$

(24.6.15)
Writing this system in the compact matrix form $SA = I$, its MATLAB solution is obtained by the backslash operation: $A = S \backslash I$. More generally, one may perform the fit to $p = 1, 2, 3, 4$ sinusoidal terms, that is,

$$I_l(z) = \sum_{i=1}^{p} A_l I_i(z) \quad (24.6.16)$$

For $p = 1, 2, 3$, the basis currents $I_l(z)$ are as in Eq. (24.6.4). For $p = 4$, the first two basis currents, $I_1(z), I_2(z)$, are as in (24.6.4), and the last two are:

$$I_3(z) = \cos(kz/4) - \cos(kh/4)$$
$$I_4(z) = \cos(3kz/4) - \cos(3kh/4) \quad (24.6.17)$$

The MATLAB function `kingfit` solves the system of equations (24.6.15), or its more general version, and returns the coefficients $A_l$. It has the following usage, where $p$ is the desired number of terms:

$$A = \text{kingfit}(L, I_n, z, n, p); \quad \% \text{p-term fit to sinusoidal currents}$$

The function `kingeval` evaluates the $p$-term approximation (24.6.16) at a given number of $z$-points:

$$I = \text{kingeval}(L, A, z); \quad \% \text{evaluate p-term expression } I(z) \text{ at the points } z$$

where the number of terms $p$ is determined from the number of coefficients $A_l$. The right graph of Fig. 24.6.1 compares King’s and the least-squares three-term approximations.

The four-term approximation is justified as follows. The three-term case was based on the approximation $\sin kR/kR \approx \cos (kR/2)$. To improve it, we consider the identity:

$$\frac{\sin kR}{kR} = \frac{\sin(kR/2)}{kR/2} \approx \frac{\sin(kR/4)}{kR/4} \approx \frac{\cos(kR/4) \cos(kR/2)}{kR/4}$$

The three-term case is obtained by replacing $\sin(kR/2)/(kR/2) \approx 1$, which is approximately valid for $R \lesssim \lambda/2$. A better approximation is obtained from the second identity by setting $\sin(kR/4)/(kR/4) \approx 1$. This results in the approximation:

$$\frac{\sin kR}{kR} \approx \cos(kR/4) \cos(kR/2) = \frac{1}{2} \left[ \cos(kR/4) + \cos(3kR/4) \right] \quad (24.6.18)$$

which is well satisfied up to $R \lesssim 3\lambda/2$. Using the same arguments that led to Eq. (24.6.2), we now obtain the approximation:

$$\frac{\int_{-h}^{h} G_{\text{app}}(z - z') I(z') \, dz'}{2\pi} \approx R \cos \left( \frac{kz}{4} \right) + R' \cos \left( \frac{3kz}{4} \right) + j XI(z) \quad (24.6.19)$$

where $R, R', X$ are appropriate constants. Thus, Hallén’s equation (24.3.12) can be approximated as:

$$\begin{align*}
R \cos \left( \frac{kz}{4} \right) + R' \cos \left( \frac{3kz}{4} \right) + j X I(z) = V(z) &= \ C_1 \cos kz + V_0 \sin k z \\
\end{align*}$$

which implies that $I(z)$ can be written as the sum of four sinusoidal currents, $I_1(z), I_2(z), \ldots, I_4(z)$, given by Eq. (24.6.3), and $I_3(z), I_4(z)$, given by (24.6.17).

Fig. 24.6.2 compares the three-term and four-term fits for the two antenna lengths $l = \lambda$ and $l = 3\lambda$. For the $l = \lambda$ case, the two fits are virtually indistinguishable. The antenna radius was $a = 0.005\lambda$ and the “exact” numerical solution was computed using the exact kernel with $2M + 1 = 101$ segments. The graphs can be generated by the following code:

```matlab
L=3; a=0.005; M=50;
[Ie,z] = hdelta(L,a,M,'e'); \% solve Hallén equation with exact kernel and delta-gap input
A = kingfit(L,Ie,z,3); I3 = kingeval(L,A,z);
B = kingfit(L,Ie,z,4); I4 = kingeval(L,B,z);
pplot(z,real(Ie),'.', z,real(I4),'-', z,real(I3),'--');
```

![Fig. 24.6.2 Three- and four-term approximations for $l = \lambda$ and $l = 3\lambda$.](image)

We will look at further examples later on. The main advantage of such fits is that they provide simple analytical expressions for the current, which can be used in turn to compute the radiation pattern. We saw in Eq. (17.1.7) that the radiation intensity of a
linear antenna is given by

\[ U(\theta) = \frac{\eta k^2}{32\pi^2} |F_z(\theta)|^2 \sin^2 \theta \]

where \( F_z(\theta) \) is the z-component of the radiation vector:

\[ F_z(\theta) = \int_{-h}^{h} I(z)e^{j kz \cos \theta} \, dz \]

For the \( p \)-term current given by Eq. (24.6.16), we have:

\[ F_x(\theta) = \sum_{i=1}^{p} A_i \int_{-h}^{h} I_i(z)e^{j k z \cos \theta} \, dz \]

The individual radiation vectors \( F_i(\theta) \) are given by closed-form expressions as follows. For \( I_1(z) \) and \( I_1'(z) \), we have:

\[ F_1(\theta) = \int_{-h}^{h} (\sin k|z| - \sin k h) e^{j k z \cos \theta} \, dz = \frac{1}{k} \left( 1 - \cos (k h \cos \theta \cos k \phi) \cos \phi - \sin (k h \cos \theta \sin k \phi) \sin k \phi \right) \]

\[ F_1'(\theta) = \int_{-h}^{h} \sin (k h - k |z|) e^{j k z \cos \theta} \, dz = \frac{2}{k} \cos \left( \frac{k h \cos \theta}{\sin^2 \theta} - \frac{k h}{\sin \theta} \right) \]

The rest of the radiation vectors are obtained from the following integral, with the parameter values \( \alpha = 1, 1/2, 1/4, 3/4 \):

\[ \int_{-h}^{h} \cos (k \alpha z) - \cos (k \alpha h) e^{j k z \cos \theta} \, dz = \frac{\alpha}{k} \left( \alpha + \cos \theta \right) \sin \left( k h (\alpha + \cos \theta) \right) - \left( \alpha - \cos \theta \right) \sin \left( k h (\alpha - \cos \theta) \right) \]

\[ \frac{\cos \theta}{\alpha^2 - \cos^2 \theta} \]

\[ \frac{1}{k} \sum_{i=1}^{p} A_i F_i(\theta) \]

### 24.7 Evaluation of the Exact Kernel

Numerical methods for Hallén’s and Pocklington’s equations require the numerical evaluation (and integration) of the exact or approximate kernel. A sample of such numerical methods is given in Refs. [1725–1788].

The evaluation of the approximate kernel is straightforward. The exact kernel requires a more careful treatment because of its singularity at \( z = 0 \). Here, we follow [1781] and express the exact kernel in terms of elliptic functions and discuss its numerical evaluation. The exact kernel was defined in Eq. (24.1.2):

\[ G(z, \rho) = \frac{1}{2\pi} \int_{0}^{2\pi} e^{-jkR} \, d\phi', \quad R = \sqrt{z^2 + \rho^2 + a^2 - 2\rho a \cos \phi'} \]

The distance \( R \) may be written in the alternative forms:

\[ R = \sqrt{z^2 + (\rho + a)^2 - 2\rho a (1 + \cos \phi')} \]

\[ = \sqrt{z^2 + (\rho + a)^2 - 4\rho a \cos^2 (\phi'/2)} \]

\[ = \sqrt{z^2 + (\rho + a)^2 - 4\rho a \sin^2 \phi} \]

\[ = R_{max} \sqrt{1 - \kappa^2 \sin^2 \phi} \]

where we defined:

\[ R_{max} = \sqrt{z^2 + (\rho + a)^2}, \quad \kappa = \frac{2\sqrt{\rho a}}{R_{max}} = \frac{2\sqrt{\rho a}}{\sqrt{z^2 + (\rho + a)^2}} \]

and made the change of variables \( \phi' = \pi + 2\phi \). Under this change, the integration range \([0, 2\pi]\) in \( \phi' \) maps onto \([-\pi/2, \pi/2]\) in \( \phi \), and because \( R \) is even in \( \phi \), that range can be further reduced to \([0, \pi/2]\), resulting into the expression for the kernel:

\[ G(z, \rho) = \frac{2}{\pi} \int_{0}^{\pi/2} e^{-jkR_{max} \sqrt{1 - \kappa^2 \sin^2 \phi'}} \, d\phi' \]

where \( R_{max} \) represents the maximum value of \( R \) as \( \phi \) varies. The approximate kernel corresponds to the limit \( \alpha = 0 \) or \( \kappa = 0 \). The connection to elliptic functions comes indirectly as a function of \( \kappa \).

\[ u = \frac{\theta}{\sqrt{1 - \kappa^2 \sin^2 \phi}}, \quad du = \frac{d\phi}{\sqrt{1 - \kappa^2 \sin^2 \phi}} \]

defines \( \phi \) indirectly as a function of \( u \). The Jacobian elliptic functions \( sn(u, \kappa) \) and \( dn(u, \kappa) \) are then defined by

\[ sn(u, \kappa) = \sin \phi \]

\[ dn(u, \kappa) = \sqrt{1 - \kappa^2 \sin^2 (u, \kappa)} = \sqrt{1 - \kappa^2 \sin^2 \phi} \]

where \( \kappa \) is referred to as the elliptic modulus. The complete elliptic integrals of the first and second kinds are given by:

\[ K(\kappa) = \int_{0}^{\pi/2} \frac{d\phi}{\sqrt{1 - \kappa^2 \sin^2 \phi}}, \quad E(\kappa) = \int_{0}^{\pi/2} \sqrt{1 - \kappa^2 \sin^2 \phi} \, d\phi \]

Thus, when \( \phi = \pi/2 \), then \( u = K(\kappa) \). With these definitions, Eq. (24.7.4) can be written as:

\[ G(z, \rho) = \frac{2}{\pi R_{max}} \int_{0}^{K(\kappa)} e^{-jkR_{max} \sqrt{1 - \kappa^2 \sin^2 \phi'}} \, d\phi' \]

Changing variables from \( u \) to \( u K(\kappa) \), we may write:

\[ G(z, \rho) = \frac{2K(\kappa)}{\pi R_{max}} \int_{0}^{1} e^{-jkR_{max} \sqrt{1 - \kappa^2 \sin^2 \phi'}} \, d\phi' \]
For points on the surface of the antenna wire (ρ = a), the kernel and the quantities \( R_{\text{max}} \) and κ simplify into:

\[
G(z) = \frac{2}{\pi} \int_{0}^{\pi/2} e^{-jkr} \frac{dr}{R} = \frac{2K(\kappa)}{\pi R_{\text{max}}} \int_{0}^{1} e^{-jkr_{\text{max}}} dn(u,\kappa) \, du
\]

(exact kernel) \( (24.7.10) \)

with \( R = \sqrt{z^2 + 4a^2 - 4a^2 \sin^2 \theta} = R_{\text{max}} \sqrt{1 - \kappa^2 \sin^2 \theta} \) and

\[
R_{\text{max}} = \sqrt{z^2 + 4a^2}, \quad \kappa = \frac{2a}{R_{\text{max}}} = \frac{2a}{\sqrt{z^2 + 4a^2}} \quad (24.7.11)
\]

As \( u \) varies over the interval \( 0 \leq u \leq 1 \), the quantity \( \text{dn}(u,\kappa) \) stays bounded, varying over the range:

\[
\kappa' = \text{dn}(uK,\kappa) \leq 1 \quad (24.7.12)
\]

where we introduced the complementary modulus:

\[
\kappa' = \sqrt{1 - \kappa^2} = \frac{|z|}{\sqrt{z^2 + 4a^2}} = \frac{|z|}{R_{\text{max}}} \quad (24.7.13)
\]

Therefore, the integral in Eq. \( (24.7.10) \) remains bounded and less than one in magnitude for all values of \( z \). On the other hand, the factor \( K(\kappa) \) incorporates the logarithmic singularity at \( z = 0 \). Indeed, as \( z \to 0 \), the moduli \( \kappa \) and \( \kappa' \) tend to 1 and 0, respectively, and \( K(\kappa) \) behaves as \( \ln(4/\kappa') \) \( [1793]: \)

\[
K(\kappa) \sim \ln \left( \frac{4}{\kappa'} \right) \sim \ln \left( \frac{4R_{\text{max}}}{|z|} \right) \sim \ln \left( \frac{8a}{|z|} \right), \quad \text{as} \quad z \to 0 \quad (24.7.14)
\]

where we replaced \( R_{\text{max}} \approx 2a \) as \( z \to 0 \). Thus, the kernel behaves like

\[
G(z) \approx \frac{1}{\pi a} \ln \left( \frac{8a}{|z|} \right), \quad \text{as} \quad z \to 0 \quad (24.7.15)
\]

The MATLAB function \( \text{kernel} \) implements Eq. \( (24.7.10) \) to compute \( G(z) \) at any vector of \( z \) points. For smaller values of \( z \), it uses the asymptotic form \( (24.7.15) \). It has usage:

\[
G = \text{kernel}(z,a,'e'); \quad \% \text{exact kernel}
G = \text{kernel}(z,a,'a'); \quad \% \text{approximate kernel}
\]

It employs the following set of MATLAB functions for the evaluation of the complete elliptic integrals and the function \( \text{dn}(u,\kappa) \):

\[
\begin{align*}
K &= \text{ellipK}(\kappa); \quad \% \text{elliptic integral} K(\kappa) \text{ at a vector of } \kappa \text{'s} \\
E &= \text{ellipE}(\kappa); \quad \% \text{elliptic integral} E(\kappa) \text{ at a vector of } \kappa \text{'s} \\
v &= \text{landenv}(\kappa); \quad \% \text{Landen transformations of a vector of } \kappa \text{'s} \\
w &= \text{snv}(u,\kappa); \quad \% \text{sn}(u,\kappa) \text{ function at a vector of } u \text{'s and a vector of } \kappa \text{'s} \\
w &= \text{dnv}(u,\kappa); \quad \% \text{dn}(u,\kappa) \text{ function at a vector of } u \text{'s and a vector of } \kappa \text{'s}
\end{align*}
\]

These are based on a set of similar functions developed for the implementation of elliptic filters \( [1795-1797] \) that were modified here to handle a vector of moduli \( \kappa \) arising from a vector of \( z \) points. Using these functions, the integral in Eq. \( (24.7.10) \) is implemented with a 32-point Gauss-Legendre integration over the interval \( 0 \leq u \leq 1 \). Let \( w_i, u_i, i = 1,2, \ldots, 32 \), denote the weights and evaluation points obtained by calling the quadrature function \( \text{quadr} \):

\[
[w,u] = \text{quadr}(0,1,32); \quad \% 32 \text{-point Gauss-Legendre integration over the interval } [0,1]
\]

Then, Eq. \( (24.7.10) \) can be evaluated by

\[
G(z) = \frac{2K(\kappa)}{\pi R_{\text{max}}} \sum_{i=1}^{32} w_i e^{-jkr_{\text{max}}} \text{dn}(u_i,\kappa) \quad (24.7.16)
\]

The function \( \text{kernel} \) has an additional input parameter, \( \text{method} \), that allows one to select faster but somewhat less accurate methods of computing the kernel. The method of Eq. \( (24.7.16) \) is selected with \( \text{method} = 3 \). The integral in \( (24.7.10) \) can be expanded approximately as follows \( [1781] \):

\[
J(\kappa) = K \int_{0}^{1} e^{-jkr_{\text{max}}} \text{dn}(u,\kappa) \, du = \int_{0}^{K} e^{-jkr_{\text{max}}} \left( \text{dn}(u,\kappa) - 1 \right) \, du
\]

\[
= e^{-jkr_{\text{max}}} \int_{0}^{K} \left[ 1 - jkr_{\text{max}} \text{dn}(u,\kappa) - 1 \right] \, du = K + E - \pi
\]

Thus, \( J(\kappa) \) can be written approximately as

\[
J(\kappa) = \int_{0}^{K} e^{-jkr_{\text{max}}} \text{dn}(u,\kappa) \approx e^{-jkr_{\text{max}}} \left[ K + jkr_{\text{max}} \left( K - \frac{\pi}{2} \right) + \frac{(jkr_{\text{max}})^2}{2} (K + E - \pi) \right]
\]

This leads to the following approximations for the kernel \( G(z) \). If only the linear term in \( (jkr_{\text{max}}) \) is kept, then

\[
G(z) = \frac{2e^{-jkr_{\text{max}}}}{\pi r_{\text{max}}} \left[ K + jkr_{\text{max}} \left( K - \frac{\pi}{2} \right) + \frac{(jkr_{\text{max}})^2}{2} (K + E - \pi) \right] \quad (24.7.17)
\]

and, if both the linear and the quadratic terms are kept,

\[
G(z) = \frac{2e^{-jkr_{\text{max}}}}{\pi r_{\text{max}}} \left[ K + jkr_{\text{max}} \left( K - \frac{\pi}{2} \right) + \frac{(jkr_{\text{max}})^2}{2} (K + E - \pi) \right] \quad (24.7.18)
\]

Eqs. \( (24.7.17) \) and \( (24.7.18) \) are selected with the \( \text{method} = 1,2 \), respectively, and provide faster alternatives to the slower but more accurate method of Eq. \( (24.7.16) \).

Because \( \kappa' = 1 - \kappa^2 \), floating point accuracy limits the values of \( \kappa^2 \) to be greater than that of the machine epsilon, that is, \( \kappa' > \sqrt{\epsilon} \), which for MATLAB gives \( \epsilon = 2.22 \times 10^{-16} \) and \( \kappa' > \sqrt{\epsilon} = 1.49 \times 10^{-8} \). Since for small \( z \) we have \( \kappa' = z/2a \), this limitation translates to a minimum value of \( z \) below which the elliptic function calculations cannot be used and one must use the asymptotic form \( (24.7.15) \):

\[
\frac{z_{\text{min}}}{2a} = \sqrt{\epsilon} \quad \Rightarrow \quad z_{\text{min}} = (2.98 \times 10^{-8}) a
\]
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An alternative computation method, which will also help refine the asymptotic form (24.7.15), is based on a straightforward series expansion of the integral in (24.7.10):

\[
J(\kappa) = K \int_0^1 e^{-jkR_{\text{max}}dn(u,K,\kappa)} \, du = \int_0^K e^{-jkR_{\text{max}}dn(u,K,\kappa)} \, du = \sum_{m=0}^{\infty} \frac{(-jkR_{\text{max}})^m}{m!} \int_0^K \, dn^m(u, \kappa) \, du
\]

Defining the integrals,

\[
J_m(\kappa) = \int_0^K \, dn^m(u, \kappa) \, du = \int_0^{\pi/2} \left(1 - \kappa^2 \sin^2 \theta \right)^{m-1} \, d\theta, \quad m \geq 0 \tag{24.7.20}
\]

we have:

\[
J(\kappa) = \sum_{m=0}^{\infty} \frac{(-jkR_{\text{max}})^m}{m!} J_m(\kappa) \tag{24.7.21}
\]

The first few of these are:

\[
\begin{align*}
J_0(\kappa) &= K(\kappa) \\
J_1(\kappa) &= \frac{\pi}{2} \\
J_2(\kappa) &= E(\kappa) \\
J_3(\kappa) &= \frac{\pi}{4} (1 + \kappa^2) \\
J_4(\kappa) &= \frac{1}{3} [2 (1 + \kappa^2) E(\kappa) - K(\kappa)]
\end{align*}
\]

where \( \kappa^2 = 1 - \kappa^2 \). The rest can be computed from the following recursion [1793]:

\[
J_{m+1}(\kappa) = \frac{(m - 1)(1 + \kappa^2)J_m(\kappa) - (m - 2)\kappa^2 J_{m-1}(\kappa)}{m}, \quad m \geq 4 \tag{24.7.23}
\]

Separating the \( m = 0 \) term from the rest, the kernel can be written in the form:

\[
G(z) = \frac{2}{2\pi R_{\text{max}}} \left( K(\kappa) + C(\kappa) \right), \quad C(\kappa) = \sum_{m=1}^{\infty} \frac{(-jkR_{\text{max}})^m}{m!} J_m(\kappa) \tag{24.7.24}
\]

In the limit \( \kappa \to 1 \), the quantities \( J_m(\kappa) \) have a finite limit, with the exception of \( J_0(\kappa) = K(\kappa) \) \( \ln(4/\kappa') \). For example, the term \( \kappa^2 K(\kappa) \) in \( J_4(\kappa) \) converges to zero:

\[
\lim_{\kappa \to 1} \kappa^2 K(\kappa) = \lim_{\kappa \to 0} \kappa^2 \ln \left( \frac{4}{\kappa'} \right) = 0
\]

In this limit, the integrals in (24.7.20) can be done in closed form and expressed in terms of the gamma function [1790]:

\[
J_m(1) = \int_0^{\pi/2} (\cos \theta)^{m-1} d\theta = \frac{\sqrt{\pi}}{2} \frac{\Gamma \left( \frac{m}{2} \right)}{\Gamma \left( \frac{m+1}{2} \right)}, \quad m \geq 1 \tag{24.7.25}
\]

Therefore, the term \( C(\kappa) \) in (24.7.24) also has a finite limit given by:

\[
C(1) = \sum_{m=1}^{\infty} \frac{(-2jka)^m}{m!} J_m(1) \tag{24.7.26}
\]

where we replaced \( R_{\text{max}} = 2a \). Then, the asymptotic form (24.7.15) of the kernel may be modified by adding the constant \( C(1) \):

\[
G(z) = \frac{1}{2\pi a} \left[ \ln \left( \frac{8a}{|z|} \right) + C(1) \right], \quad \text{as } z \to 0 \tag{24.7.27}
\]

In the function kernel, we use this approximation for \(|z| < z_{\text{min}}\), where the series for \( C(1) \) converges very fast requiring about 4–5 terms for typical values of the radius, such as 0.001\( \lambda \leq a \leq 0.01 \lambda \).

For \(|z| \geq z_{\text{min}}\), one may use the series expansion (24.7.24). The smaller the \( z \), the smaller the number of terms required for convergence of the sum. For example, for the case \( a = 0.005\lambda \) and for some typical values of \( z \), the number of terms were:

<table>
<thead>
<tr>
<th>( z/\lambda )</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0.5</th>
<th>0.05</th>
<th>0.005</th>
<th>0.0005</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M )</td>
<td>76</td>
<td>58</td>
<td>38</td>
<td>22</td>
<td>10</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

The method (24.7.24) is selected by the value \( \text{method} = 4 \) in the function kernel. We have included all four methods described by Eqs. (24.7.16)–(24.7.18), and (24.7.24) as options in kernel. The default method is that of Eq. (24.7.18) selected with method = 2.

24.8 Method of Moments

The method of moments (MoM) refers to a family of numerical methods for solving integral equations [1734–1740]. We summarize the method in the context of solving Hallén’s equations for a delta-gap input, and later on, we apply it to the cases of arbitrary incident fields and Pocklington’s equation. For an antenna of length \( l \), half-length \( h/2 \), and radius \( a \), Hallén’s equation reads:

\[
G(z) = \int_{-h}^{h} G(z - z') I(z') \, dz' = V(z) = \sum_{l=1}^{N} \left( \frac{G(z) - \sum_{m=1}^{M} B(z' - z_m)}{M} \right)
\]

where \( G(z - z') \) is the exact or the approximate kernel. The antenna is divided into \( N = 2M + 1 \) segments of width \( \Delta = l/N = 2h/(2M + 1) \), as shown in Fig. 24.8.1, with centers at the positions:

\[
z_m = m\Delta, \quad -M \leq m \leq M \tag{24.8.2}
\]

and the current is expanded into a sum of basis functions:

\[
I(z') = \sum_{m=-M}^{M} I_m B(z' - z_m) \tag{24.8.3}
\]

where \( B(z' - z_m) \) are localized functions centered on the \( m \)th segment. For example, in the case of pulse basis functions shown in Fig. 24.8.1, we have:

\[
B(z' - z_m) = \begin{cases} 
1, & \text{if } |z' - z_m| \leq \frac{1}{2}\Delta \\
0, & \text{otherwise}
\end{cases} \tag{24.8.4}
\]
24.8. Method of Moments

Fig. 24.8.1 Pulse-function segments along an antenna, with \( N = 11, M = 5 \).

Other basis functions are possible such as triangular, sinusoidal, or even plain delta-functions, and we will consider them in succeeding sections. Because of the localized nature of the basis, the expansion (24.8.3) is referred to as a sub-domain expansion. Alternatively, entire-domain basis functions can be used that are defined over the entire length \( l \) of the antenna. Substitution of \( I(z') \) into the Hallén equation gives:

\[
\frac{J_n}{2\pi} \sum_{m=1}^{M} \int_{-h}^{h} G(z - z') B(z'-z_m) \, dz' = V(z) \quad (24.8.5)
\]

The localized nature of \( B(z'-z_m) \) restricts this integral to be over the \( m \)th segment. Next, a local weighted average is formed about each point \( z_n = n\Delta \) by using another local weighting (or testing) function \( W(z - z_n) \), which is centered on \( z_n \):

\[
\frac{J_n}{2\pi} \sum_{m=1}^{M} \int_{-h}^{h} W(z - z_n) G(z - z') B(z'-z_m) \, dz' = \int_{-h}^{h} W(z - z_n) V(z) \, dz
\]

This may be written in the \( N \times N \) matrix form:

\[
\sum_{m=-M}^{M} Z_{nm} I_m = v_n, \quad -M \leq n \leq M \quad (24.8.6)
\]

where we defined

\[
Z_{nm} = \frac{J_n}{2\pi} \int_{-h}^{h} W(z - z_n) G(z - z') B(z'-z_m) \, dz' \quad (24.8.7)
\]

\[
v_n = \int_{-h}^{h} W(z - z_n) V(z) \, dz
\]

Two popular choices for the weighting function are the Galerkin and the point-matching or collocation choices. In the Galerkin method the weighting function is taken to be the same as the basis function, and in the point-matching case, it is a delta function:

\[
W(z - z_n) = \delta(z - z_n) \quad \text{(point-matching)}
\]

\[
W(z - z_n) = B(z - z_n) \quad \text{(Galerkin)}
\]

Thus, in the point-matching method, Eqs. (24.8.7) reduce to:

\[
Z_{nm} \frac{J_n}{2\pi} \int_{-h}^{h} G(z_n - z') B(z' - z_m) \, dz' = v_n \quad (24.8.9)
\]

\[
V_n = V(z_n) = C_1 \cos k z_n + V_0 \sin k |z_n|
\]

Similarly, in the Galerkin method, we have:

\[
Z_{nm} \frac{J_n}{2\pi} \int_{-h}^{h} B(z - z_n) G(z - z') B(z' - z_m) \, dz dz' = v_n \quad (24.8.10)
\]

In succeeding sections, we will consider the following cases and discuss how to compute the quantities \( Z_{nm} \) and \( v_n \):

- Delta-function basis with point matching
- Pulse-function basis with point matching
- Pulse-function basis with Galerkin weighting
- Triangular basis with point matching
- Sinusoidal spline basis (NEC basis) with point matching
- Method of moments for Hallén’s equation with arbitrary incident field
- Method of moments for Pocklington’s equation

We will also consider the following issues that have been discussed extensively in the literature regarding the existence of solutions of Hallén’s equation (24.8.1) with delta-gap input [1765–1777]:

1. The approximate kernel is non-singular at \( z = 0 \). Yet, the numerical solution of Hallén’s equation using the approximate kernel does not converge and becomes unusable for increasing number of segments \( N \) and/or for increasing radius \( a \), whereas the solution based on the exact kernel does converge. However, for moderate values of \( N \), one does get useful results from the approximate kernel.

2. In fact, the approximate-kernel Hallén equation for a delta-gap input does not, strictly speaking, have a solution, whereas the one with the exact kernel does.

3. The input impedance of the antenna, \( Z_0 = V_0/I(0) \), for the delta-gap case does not converge to a constant value for the approximate kernel as \( N \) increases, but it does so for the exact kernel. Generally, numerical methods get the resistive part of \( Z_0 \) fairly accurately, but have a hard time for the reactive part.

4. The solution \( I(z) \) for the exact kernel in the delta-gap case has a logarithmic singularity at \( z = 0 \) of the form:

\[
I(z) = -\frac{4kaV_0}{\eta} \ln(k|z|), \quad z = 0 \quad (24.8.11)
\]

Therefore, one may wonder if the numerical solutions have any use. However, this logarithmic singularity is confined to a very narrow range around \( z = 0 \) and for all other values of \( z \), the exact-kernel solution is accurate and useful.
5. King’s empirical three-term approximation for the current is also very accurate (except in the immediate vicinity of the logarithmic singularity at \( z = 0 \)), if fitted to the exact-kernel solution.

### 24.9 Delta-Function Basis

Here, we discuss numerical solutions of (24.8.1) using a delta-function basis with point matching. The basis functions are defined by:

\[
B(z' - z_m) = \delta(z' - z_m) \Delta
\]  

(24.9.1)

Fig. 24.9.1 depicts the delta functions as narrow pulses of width \( \delta \). The factor \( \Delta \) is needed to give \( I(z') \) the right dimensions.

![Delta-function segments along an antenna, with N = 11, M = 5.](image)

Fig. 24.9.1  Delta-function segments along an antenna, with \( N = 11, M = 5 \). Inserting this basis into Eq. (24.8.9), we find

\[
Z_{nm} = \frac{jn}{2\pi} G(z_n - z_m) \Delta, \quad -M \leq n, m \leq M
\]

(24.9.2)

Because \( z_n - z_m = (n - m) \Delta \), the diagonal entries \( Z_{nn} \) correspond to the evaluation of the kernel \( G(z) \) at \( z = 0 \). For the approximate kernel, \( G(0) \) is finite (corresponding to the small but finite radius \( R = a \)). But for the exact kernel, \( G(0) \) is infinite because of its logarithmic singularity at \( z = 0 \). A reasonable way of modifying \( Z_{nn} \) is to replace the infinitely thin delta-function by a finite-width pulse:

\[
B(z) = \delta(z) \Delta - \frac{u(z + \delta/2) - u(z - \delta/2)}{\delta} \Delta
\]

where \( u(z) \) is the unit-step. Then, Eq. (24.9.3) gives in the case \( n = m \):

\[
Z_{nn} = \frac{jn}{2\pi} \int_{-h}^{h} G(z_n - z') B(z' - z_n) d z' = \frac{\Delta}{\delta} \frac{jn}{2\pi} \int_{-\delta/2}^{\delta/2} G(z) d z
\]

where we used the even-ness of \( G(z) \). The best choice for \( \delta \) which yields results comparable to the other bases is the value \( \delta = \Delta \), giving:

\[
Z_{nn} = \frac{jn}{2\pi} \int_{-\Delta/2}^{\Delta/2} G(z) d z, \quad -M \leq n \leq M
\]

(24.9.3)

We evaluate this integral numerically using Gauss-Legendre integration. However, one could also use quadrature rules [1755,1756] that are more appropriate for the logarithmic singularity of \( G(z) \). The above method of regularizing the impedance matrix by local averaging about the singularity region is akin to alternative discretizations based on locally-corrected Nystöm methods that replace the integral equation by a quadrature integration rule, such as Gauss-Legendre [1761–1764].

With the definitions (24.9.2) and (24.9.3), the matrix equation (24.8.6) may be written in the compact form:

\[
ZI = v = C_1 c + V_0 s
\]

(24.9.4)

where \( Z \) is the \( N \times N \) matrix with matrix elements \( Z_{nm} \) and \( I, s, c \) are the column vectors with elements \( I_n, s_n, c_n = \cos k z_n, \) and \( s_n = \sin k |z_n| \), for \( n = -M, \ldots, M \). The vector \( I \) is symmetric about its middle, that is, \( I_{-n} = I_n \), and similarly for \( c, s \). Therefore, we have:

\[
I = \begin{bmatrix} I_M & v_M & c_M & s_M \\ \vdots & \vdots & \vdots & \vdots \\ I_1 & v_1 & c_1 & s_1 \\ I_0 \\ I_1 \end{bmatrix}, \quad v = \begin{bmatrix} v_0 \\ \vdots \\ v_1 \\ 0 \\ v_1 \end{bmatrix}, \quad c = \begin{bmatrix} c_0 \\ \vdots \\ c_1 \\ 0 \\ c_1 \end{bmatrix}, \quad s = \begin{bmatrix} s_0 \\ \vdots \\ s_1 \\ 0 \\ s_1 \end{bmatrix}
\]

(24.9.5)

The matrix \( Z \) is a symmetric Toeplitz matrix because the matrix element \( Z_{nm} \) depends only on the difference \( |n - m| \). Taking advantage of the Toeplitz nature of \( Z \) and the symmetry of the vectors \( (24.9.5) \), the matrix system \( (24.9.4) \) can be replaced by one essentially half its size, thus, speeding up the solution. To see this, we partition the vector \( I \) into its upper (negative-\( z \)), middle, and lower (positive-\( z \)) parts:

\[
\begin{bmatrix} I_M \\ I_0 \\ I_1 \end{bmatrix}, \quad I = \begin{bmatrix} I_1 \\ I_0 \\ I_1 \end{bmatrix}, \quad J = \begin{bmatrix} 0 & \cdots & 0 & 1 \\ 0 & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 1 & \cdots & 0 & 0 \end{bmatrix}
\]

(24.9.6)

where \( J \) is the \( M \times M \) reversing matrix, that is, the matrix with ones along its antidiagonal. Then, the impedance matrix \( Z \) and Eq. (24.9.4) can be partitioned in a compatible way as follows:

\[
\begin{bmatrix} A^R & a^R & B^R \\ a^T R & a_0 & a^T \end{bmatrix} \begin{bmatrix} I^R \\ I_0 \end{bmatrix} = \begin{bmatrix} v^R \\ v_0 \end{bmatrix}
\]

where \( a_0 = \cos k z, a^T = \sin k z, a^T = \sin k |z| \), and similarly for \( c, s \). Therefore, we have:

\[
I = \begin{bmatrix} I_M \\ I_0 \\ I_1 \end{bmatrix}
\]

(24.9.5)
where we have separated the middle column and row of \( Z \). Because \( Z \) satisfies the reversal invariance condition \( Z(n,m) = Z(-n,-m) \), the upper-left block \( A^R \) will be the reverse of the lower-right block \( A \), and the upper-right, the reverse of the lower-left. Moreover, because \( Z \) is symmetric, we have \( A^R = A^T = A \) and \( B^R = B^T \).

The reverse of a matrix is obtained by reversing its columns and then reversing its rows, an operation which is equivalent to multiplication by the reversing matrix \( F \) from left and right:

\[
A^R = FAJ
\]

Writing out the three sub-block equations of Eq. (24.9.6), we obtain:

\[
A^R I^R_0 + a^R I_0 + B^R I_1 = v^R_1
\]

\[
a^T R I^R = a_0 I_0 + a^T I_1 = v_0
\]

\[
B I^R + a_0 I_0 + A I_1 = v_1
\]

But, the first is exactly the reverse of the last, and therefore redundant. Noting that \( a^T R I^R = a^T I_1 \) and \( B I^R = B I_1 \), we obtain the reduced system:

\[
a_0 I_0 + 2a^T I_1 = v_0
\]

\[
a I_0 + (A + B) I_1 = v_1
\]

which can be written in the reduced block matrix form:

\[
\begin{bmatrix}
2a^T & I_0 \\
A + B & I_1
\end{bmatrix}
\begin{bmatrix}
v_0 \\
v_1
\end{bmatrix}
= \begin{bmatrix}
v_0 \\
v_1
\end{bmatrix}
\]

Thus, we can replace the \( N \times N \) system (24.9.4) or (24.9.6) by the \((M + 1) \times (M + 1)\) system (24.9.7) acting only on half-vectors. We will write Eq. (24.9.7) in the following compact form:

\[
Z I = v = C I + V_0 s
\]

where \( Z \) is constructed from \( Z \) according to (24.9.7) and the vectors are the half-vectors:

\[
I = \begin{bmatrix}
I_0 \\
\vdots \\
I_M
\end{bmatrix}, \quad v = \begin{bmatrix}
v_0 \\
v_1 \\
\vdots \\
v_M
\end{bmatrix}, \quad c = \begin{bmatrix}
c_0 \\
c_1 \\
\vdots \\
c_M
\end{bmatrix}, \quad s = \begin{bmatrix}
s_0 \\
s_1 \\
\vdots \\
s_M
\end{bmatrix}
\]

Next, we impose the condition that \( I_M = 0 \) from which the constant \( C_I \) can be determined. This condition can be written vectorially in the form \( u^T I = 0 \), where \( u^T = [0, \ldots, 0, 1] \). Solving (24.9.8) for \( I \), we obtain:

\[
I = C_I Z^{-1} c + V_0 Z^{-1} s
\]

Multiplying both sides by \( u^T \), we obtain the condition:

\[
u^T I = C_I u^T Z^{-1} c + V_0 u^T Z^{-1} s = 0
\]

which may be solved for \( C_I \):

\[
C_I = -V_0 \begin{bmatrix} u^T Z^{-1} s \end{bmatrix}
\]

The two equations (24.9.10) and (24.9.11) provide the complete solution of the discretized Hallén equation. The MATLAB function \( hdelta \) implements the above solution procedure. It has usage:

\[
[I,z,cnd] = hdelta(L,a,M,ker,basis); \quad \% \text{solve Hallén equation with delta-gap input}
\]

The string parameter inputs \( \text{ker} \) and \( \text{basis} \) take the possible values:

- \( \text{ker} = 'e', 'a' \) \quad \% \text{exact or approximate kernel}
- \( \text{basis} = 'p', 't', 'n', 'd' \) \quad \% \text{pulse, triangular, NEC, or delta-function basis}

where the choice basis=’d’ applies in this section. This function solves the half system (24.9.8), but returns the full \( N \)-dimensional symmetric vector \( I \) of Eq. (24.9.5). The quantity \( Z \) is the \( N \)-dimensional vector of sampled \( z \)-points (24.8.2), and \( \text{cnd} \) is the condition number of the matrix \( Z \) that is being inverted. The quantities \( L, a \) are the antenna length and radius in units of \( \lambda \), and \( M \) has the same meaning as above.

The matrix inversions required in (24.9.10) can be implemented efficiently by MATLAB’s backslash operation \( Z \backslash c \). The function assumes \( V_0 = 1 \). Therefore, the input impedance of the antenna will be \( Z_0 = V_0 / I_0 = 1 / I_0 \), where \( I_0 \) is the middle of the output vector \( I \) (i.e., the sample \( I(M + 1) \) in MATLAB indexing.)

Internally, the function \( hdelta \) calls the functions \( \text{hmat} \) and \( \text{hwrap} \) to construct the impedance matrices \( Z \) and \( Z_\text{wrap} \):

\[
Z[I,z,cnd] = hmat(L,a,M,ker,basis); \quad \% \text{construct the } (2M + 1) \times (2M + 1) \text{ Hallén impedance matrix}
\]

\[
Z\text{wrap} = hwrap(Z); \quad \% \text{wrap impedance matrix to size } (M + 1) \times (M + 1)
\]

where \( B \) is a tridiagonal matrix that is applicable only in the NEC basis case, as explained in Sec. 24.12, and is equal to the identity matrix otherwise.

Fast Toeplitz solvers can also be used, based on the Levinson recursion and fast Cholesky factorizations [49]. However, we found that the built-in linear system solver of MATLAB is much faster for sizes of the order \( M = 20–200 \).

**Example 24.9.1:** To clarify the structure of the impedance matrix \( Z \) and show how to wrap it efficiently into the half-size of (24.9.7), consider the case \( N = 7 \) or \( M = 3 \). Because \( Z \) is Toeplitz and symmetric, it can be built from the knowledge of its first column or first row. The first column is \( z_{-M} = z_{M+M} \), for \( -M \leq n \leq M \). Setting \( m = n + M \), so that \( m = 0, 1, \ldots, 2M \), the first column (and first row) consists of the numbers:

\[
a_m = z_{M+M}, \quad m = 0, 1, \ldots, 2M
\]

Therefore, the full matrix \( Z \) will have the form:

\[
Z = \begin{bmatrix}
a_0 & a_1 & a_2 & a_3 & a_4 & a_5 \\
a_1 & a_0 & a_1 & a_2 & a_3 & a_4 \\
a_2 & a_1 & a_0 & a_1 & a_2 & a_3 \\
a_3 & a_2 & a_1 & a_0 & a_1 & a_2 \\
a_4 & a_3 & a_2 & a_1 & a_0 & a_1 \\
a_5 & a_4 & a_3 & a_2 & a_1 & a_0 \\
a_6 & a_5 & a_4 & a_3 & a_2 & a_1 \\
0 & a_6 & a_5 & a_4 & a_3 & a_2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{bmatrix}
\]
where we partitioned it as in Eq. (24.9.7), with submatrices:

\[
A = \begin{bmatrix}
a_0 & a_1 & a_2 \\
a_1 & a_0 & a_3 \\
a_2 & a_1 & a_0
\end{bmatrix}, \quad B = \begin{bmatrix}
a_4 & a_3 & a_2 \\
a_5 & a_4 & a_3 \\
a_6 & a_5 & a_4
\end{bmatrix}, \quad a = \begin{bmatrix}
a_1 \\
a_2 \\
a_3
\end{bmatrix}
\]

Therefore, the wrapped version of \( Z \) will be:

\[
Z = \begin{bmatrix}
a_0 & 2a^T \\
A + BJ
\end{bmatrix} = \begin{bmatrix}
a_0 & 2a_1 & 2a_2 & 2a_3 \\
a_1 & a_0 + a_2 & a_1 + a_3 & a_2 + a_4 \\
a_2 & a_1 + a_3 & a_0 + a_4 & a_1 + a_5 \\
a_3 & a_2 + a_4 & a_1 + a_5 & a_0 + a_6
\end{bmatrix}
\]

This matrix can be constructed quickly as follows. Once the numbers \( a_m \), \( m = 0, 1, \ldots, 2M \) are computed, take the first and last \( M + 1 \) numbers, that is, define the two row vectors:

\[
f = [a_0, a_1, a_2, a_3, a_4, a_5, a_6] \quad \Rightarrow \quad g = [a_0, a_1, a_2, a_3], \quad h = [a_3, a_4, a_5, a_6]
\]

Then, form the Toeplitz matrix whose first column and first row are \( g \) and add it to the Hankel matrix whose first column is \( g \) and last row is \( h \). This is accomplished easily by the built-in MATLAB functions \texttt{toeplitz} and \texttt{hankel}:

\[
\text{toeplitz}(g, g) + \text{hankel}(g, h) = \begin{bmatrix}
2a_0 & 2a_1 & 2a_2 & 2a_3 \\
2a_1 & a_0 + a_2 & a_1 + a_3 & a_2 + a_4 \\
2a_2 & a_1 + a_3 & a_0 + a_4 & a_1 + a_5 \\
2a_3 & a_2 + a_4 & a_1 + a_5 & a_0 + a_6
\end{bmatrix}
\]

Then, replace the first column by half its value. These procedures are incorporated into the function \texttt{harmap}. We note that the full matrix \( Z \) can also be constructed using the function \texttt{toeplitz} by:

\[
Z = \text{toeplitz}(f, f)
\]

This is how \( Z \) is constructed by the function \texttt{harmap}.

\[\square\]

24.10 Pulse Basis

The delta function discretization scheme described in the previous section yields comparable results to the other bases. Here, we look at the pulse-function basis, which was defined by Eq. (24.8.4) and shown in Fig. 24.8.1. For the point-matching case, the matrix elements \( Z_{nm} \) are given by Eq. (24.8.9):

\[
Z_{nm} = \frac{jn}{2\pi} \int_{-\Delta/2}^{\Delta/2} G(z_n - z_m - z) \, dz \quad \text{or, changing integration variable to } z = z' - z_m,
\]

\[
Z_{nm} = \frac{jn}{2\pi} \int_{-\Delta/2}^{\Delta/2} G(z_n - z_m - z) \, dz, \quad -M \leq n, m \leq M
\]

The integration range can be folded in half:

\[
Z_{nm} = \frac{jn}{2\pi} \int_{0}^{\Delta/2} [G(z_n - z_m - z) + G(z_n - z_m + z)] \, dz
\]

The function \texttt{hmat} with the option, \texttt{basis="p"}, may be used to evaluate \( Z_{nm} \), for both the exact and the approximate kernels. A 32-point Gauss-Legendre quadrature integration rule is used to evaluate the integral in (24.10.2). The Hallén matrix equation is again given by (24.9.4):

\[
ZI = v = C_1c + V_0s
\]

and may be solved using the techniques of the previous sections. The function \texttt{hmat} solves (24.10.3) with the option, \texttt{basis="p"}.

For the \textit{Galerkin} case, the matrix equation (24.10.3) has the same form but with some redefinitions of the quantities \( Z, c, s \). The matrix elements \( Z_{nm} \) are given by (24.8.10):

\[
Z_{nm} = \frac{jn}{2\pi} \int_{-\Delta/2}^{\Delta/2} G(z_n - z_m + x - x') \, dx \, dx'
\]

where we changed variables to \( x = z - z_n \) and \( x' = z' - z_m \). Defining new integration variable \( z = x - x' \), then one of the remaining integrations can be done giving:

\[
Z_{nm} = \frac{jn}{2\pi} \int_{-\Delta}^{\Delta} (\Delta - |z|)G(z_n - z_m + z) \, dz, \quad -M \leq n, m \leq M
\]

Similarly, the right-hand side vector \( v \) of (24.10.3) has components:

\[
v_n = \int_{-\Delta/2}^{\Delta/2} B(z - z_n) V(z) \, dz = \int_{-\Delta/2}^{\Delta/2} V(z_n + x) \, dx
\]

\[
= C_1 \int_{-\Delta/2}^{\Delta/2} \cos(kz_n + x) \, dx + V_0 \int_{-\Delta/2}^{\Delta/2} \sin k|z_n + x| \, dx = C_1c_n + V_0s_n
\]

where the individual terms \( c_n, s_n \) can be calculated explicitly:

\[
c_n = \int_{-\Delta/2}^{\Delta/2} \cos(kz_n + x) \, dx = \frac{2}{k} \sin \left( \frac{k\Delta}{2} \right) \cos kz_n
\]

\[
s_n = \int_{-\Delta/2}^{\Delta/2} \sin k|z_n + x| \, dx = \frac{4}{k} \sin^2 \left( \frac{k\Delta}{4} \right) \delta(n) + \frac{2}{k} \sin \left( \frac{k\Delta}{2} \right) \sin k|z_n|
\]

where \( \delta(n) \) is the Kronecker delta, and \( z_n = n\Delta, \) for \(-M \leq n \leq M \). The Galerkin method yields very comparable results to the point matching case.

Some examples of the point-matching case with pulse-function basis were shown in Figs. 24.6.1 and 24.6.2. Some further examples are given below based on [1774, 1775].
Fig. 24.10.1 Real and imaginary parts of $I(z)$ for half-wave dipole, $M = 50$ and $M = 100$.

Fig. 24.10.2 Current on half-wave dipole of radius $a = 0.008\lambda$ and $M = 100$.

In Fig. 24.10.3, we compare how well the logarithmic behavior of Eq. (24.8.11) near $z = 0$ fits the computed current $I(z_n)$.

To make the comparison, we adjust the asymptotic form (24.8.11) to match the computed value at the closest $z$-point to zero, that is, at $z_1 = \Delta$. The adjusted asymptotic current is then,

$$I_{\log}(z) \approx -j \frac{4kav_0}{\eta} \ln \left| \frac{z}{z_1} \right| + I(z_1), \quad z \approx 0$$

so that it satisfies $I_{\log}(z_1) = I(z_1)$. For the case $a = 0.005\lambda$ and $M = 50$, Fig. 24.10.3 plots the imaginary part of the computed current $I(z)$ based on the exact kernel, together with the corresponding three-term fit, and the asymptotic current $I_{\log}(z)$.

The graph on the left is over the interval $0 \leq z \leq 0.25\lambda$, whereas the graph on the right shows only the narrow interval $0 \leq z \leq 0.05\lambda$, and both graphs use an expanded vertical scale compared to that of Fig. 24.10.1. The logarithmic behavior is evident. We note also that the three-term fit agrees very well with the computed current except in a narrow interval about $z = 0$. 

We have not superimposed King’s three-term fit because it is virtually indistinguishable from the exact-kernel solution. The graphs, including the 3-term fit, may be generated by the following example MATLAB code:

```matlab
L=0.5; a=0.005; M=100;
[Te,z] = hdelta(L,a,M,'e','p'); % solution of Hallén equation with exact kernel
Ta = hdelta(L,a,M,'a','p'); % solution of Hallén equation with approximate kernel
A = kingfit(L,Te,z,3); % three-term coefficients fitted to exact-kernel solution
I3 = kingeval(L,A,z); % evaluate 3-term current at the sample points z
figure; plot(z,real(Ie),'-', z,real(Ta),':', z,real(I3), '--');
figure; plot(z,imag(Ie),'-', z,imag(Ta),':', z,imag(I3), '--');
```
Finally, we look at the stability of the numerical solutions based on the exact and approximate kernels as the number of segments $M$ increases. Fig. 24.10.4 depicts the calculated input admittance $Y_0 = I_0/V_0$ as a function of the number of segments $M$.

![Fig. 24.10.4 Input admittance of half-wave dipole vs. number of segments $M$.](image)

The conductance $G_0 = \text{Re}(Y_0)$ converges for both the exact and approximate kernel solutions. However, the susceptance $B_0 = \text{Im}(Y_0)$ diverges for the approximate kernel case, and converges for the exact kernel—the two agreeing well only for $M \leq 30$.

![Fig. 24.10.5 Condition number of Hallén impedance matrix vs. number of segments $M$.](image)

Fig. 24.10.5 depicts the dependence of the condition number of the Hallén impedance matrix $Z$ on the number of segments $M$. We note the relative well-conditioning of the exact-kernel case. The above graphs may be computed with the following MATLAB code:

```matlab
L = 0.5; a = 0.005;
for M = 1:1:100,
    [I, z, cnd] = hdelta(L, a, M, 'e', 'p'); Ye(M) = I(M+1); ce(M) = cnd;
    [I, z, cnd] = hdelta(L, a, M, 'a', 'p'); Ya(M) = I(M+1); ca(M) = cnd;
end
M = 1:1:100;
figure; plot(M, real(Ye), '-', M, real(Ya), '.');
figure; plot(M, imag(Ye), '-', M, imag(Ya), '.');
figure; semilogy(M, ce, '-', M, ca, '--');
```

For very small antenna radius, the exact and approximate kernels produce essentially the same current solutions. Fig. 24.10.6 shows the input impedance $Z_0 = R + jX = V_0/I_0$ versus the antenna length in the interval $0.3 \lambda \leq l \leq 0.7 \lambda$, and for the two radii $a = 0.0005 \lambda$ and $0.00001 \lambda$.

![Fig. 24.10.6 Input impedance versus antenna length.](image)

The calculation was carried out using a pulse basis and the approximate kernel with $M = 100$ segments, but one could just as well have used the exact kernel or a triangular basis with very little difference in the results. The graphs are similar to those of Fig. 17.3.1 and show the resonant length at about $0.48 \lambda$–$0.49 \lambda$. The graphs were produced with the MATLAB code:

```matlab
L = linspace(0.3, 0.7, 41);
a = [0.0005, 0.00001];
for i = 1:length(L),
    for k = 1:length(a),
        I = hdelta(L(i), a(k), M, 'a', 'p'); Z(i,k) = 1/I(M+1);
    end
end
figure; plot(L, real(Z(:,1)), '-', L, real(Z(:,2)), '--');
figure; plot(L, imag(Z(:,1)), '-', L, imag(Z(:,2)), '--');
```

### 24.11 Triangular Basis

For the triangular basis, the current expansion (24.8.3), reads

$$I(z') = \sum_{m=-M}^{M} I_m B(z' - Z_m)$$  \hspace{1cm} (24.11.1)
where $B(z)$ is the triangular function:

$$B(z) = \begin{cases} 
1 - \frac{|z|}{\Delta}, & \text{if } |z| \leq \Delta \\
0, & \text{otherwise}
\end{cases} \quad (24.11.2)$$

The triangular basis functions, depicted in Fig. 24.11.1, have duration $2\Delta$, that is, twice as long as the pulse case. The linear combination of (24.11.1) is equivalent to connecting the sample values $I_m$ by straight line segments.

The exact and approximate kernel current solutions and input admittance exhibit the same behavior in the triangular basis as in the pulse basis.

Using the exact kernel, the triangular basis converges faster than the pulse basis as the number of segments $M$ increases. Fig. 24.11.2 compares the convergence of the input admittance of a half-wave dipole with radius $a = 0.005\lambda$ for the two bases.

### 24.12 NEC Sinusoidal Basis

The Numerical Electromagnetics Code (NEC) is a widely used public-domain program for modeling antennas and other structures [1748]. The program solves Pocklington’s equation using point-matching and a spline-like sinusoidal basis. A similar basis was originally used by [1732]. For a linear antenna, the basis is defined by:

$$B(z) = \begin{cases} 
A_+ + B_+ \sin k(z + \Delta) + C_+ \cos k(z + \Delta), & -\Delta/2 \leq z \leq -\Delta/2 \\
A_0 + B_0 \sin k(z - \Delta) + C_0 \cos k(z - \Delta), & -\Delta/2 \leq z \leq \Delta/2 \\
A_+ + B_+ \sin k(z - \Delta) + C_+ \cos k(z - \Delta), & \Delta/2 \leq z \leq 3\Delta/2
\end{cases} \quad (24.12.1)$$

where $\Delta$ is the segment length defined as usual by $\Delta = 2h/(2M+1)$. The basis function $B(z)$ is shown on the left of Fig. 24.12.1. It extends over three consecutive segments.

The $A, B, C$ coefficients are determined by imposing the spline-like conditions that (a) the three pieces of $B(z)$ join continuously, as do their slopes, at the points $z = \pm \Delta/2$, (b) at the end-points $z = \pm 3\Delta/2$, the function $B(z)$ and its derivative vanish, and (c) at the center $z = 0$, $B(0)$ is normalized to one. These conditions provide nine equations...
24.12. NEC Sinusoidal Basis

for the nine coefficients, with solution:

\[ A_0 = \frac{1 - 2c_\Delta^2}{1 + c_\Delta - 2c_\Delta^2}, \quad B_0 = 0, \quad C_0 = \frac{c_\Delta}{1 + c_\Delta - 2c_\Delta^2} \]

(24.12.2)

\[ A_\pm = \frac{1}{2(1 + c_\Delta - 2c_\Delta^2)}, \quad B_\pm = \pm \frac{s_\Delta}{2(1 + c_\Delta - 2c_\Delta^2)}, \quad C_\pm = -\frac{c_\Delta}{2(1 + c_\Delta - 2c_\Delta^2)} \]

(24.12.3)

where \( c_\Delta, s_\Delta \) are shorthands for the quantities:

\[ c_\Delta = \cos \left( \frac{k\Delta}{2} \right), \quad s_\Delta = \sin \left( \frac{k\Delta}{2} \right) \]

(24.12.4)

The current expansion in terms of this basis is as follows:

\[ I(z) = \sum_{m=-M}^{M} b_m B(z - z_m) \]

(24.12.5)

where \( z_m = m\Delta, -M \leq m \leq M \) and the coefficients \( b_m \) are to be determined.

The functions \( B_L(z) \) and \( B_R(z) \) are depicted on the right of Fig. 24.12.1, and are shown as dashed curves at the antenna ends in Fig. 24.12.2. Because of the end conditions \( I_{-M} = 0 \), it makes very little difference whether one uses (24.12.5) or (24.12.6). We will use the former.

Because \( B(z) \) straddles three adjacent segments and \( B(\pm \Delta) \neq 0 \), the value of the current at a sample point \( z_n \) will receive contributions from the two adjacent samples \( z_{n-1} \) and \( z_{n+1} \). For \(-M < n < M\), we have from (24.12.5):

\[ I_n = I(z_n) = b_{n-1} B(z_n - z_{n-1}) + b_n B(z_n - z_n) + b_{n+1} B(z_n - z_{n+1}) \]

\[ = b_{n-1} B(\Delta) + b_n B(0) + b_{n+1} B(-\Delta) \]

or, noting that \( B(0) = 1 \) and defining \( \beta = B(\Delta) = B(-\Delta) \),

\[ I_n = \beta b_{n-1} + b_n + \beta b_{n+1}, \quad -M < n < M \]

(24.12.9)

and for the end points:

\[ I_{-M} = b_{-M} + \beta b_{-M+1}, \quad I_M = \beta b_{M+1} + b_M \]

(24.12.10)

Eqs. (24.12.9) and (24.12.10) can be arranged into a tridiagonal matrix, for example,

\[ I = \begin{bmatrix} I_{-3} & 1 & \beta & 0 & 0 & 0 & 0 & 0 & 0 \\ I_{-2} & \beta & 1 & \beta & 0 & 0 & 0 & 0 & 0 \\ I_{-1} & 0 & \beta & 1 & \beta & 0 & 0 & 0 & 0 \\ I_0 & 0 & 0 & \beta & 1 & \beta & 0 & 0 & 0 \\ I_1 & 0 & 0 & 0 & \beta & 1 & \beta & 0 & 0 \\ I_2 & 0 & 0 & 0 & 0 & \beta & 1 & \beta & 0 \\ I_3 & 0 & 0 & 0 & 0 & 0 & \beta & 1 & 0 \end{bmatrix} = Bb \]

(24.12.11)

It follows from Eq. (24.12.1) that the parameter \( \beta \) is equal to \( A_+ + C_+ \), or,

\[ \beta = B(\Delta) = \frac{1 - c_\Delta}{2(1 + c_\Delta - 2c_\Delta^2)} \]

(24.12.12)

For the pulse and triangular bases, the matrix \( B \) is equal to the identity matrix because in these cases \( \beta = B(\Delta) = 0 \). Next, we determine the solution of Hallén’s equation with point matching. Inserting the expansion (24.12.5) into (24.8.1), and evaluating it at the sample point \( z_m \), we obtain the matrix equation for the coefficients \( b_m \):

\[ \sum_{m=-M}^{M} Z_{nm} b_m = C \cos k z_n + V_0 \sin k |z_n|, \quad -M \leq n \leq M \]

(24.12.13)

or, written compactly,

\[ Zb = C_1 c + V_0 s \]

(24.12.14)

where the matrix elements \( Z_{nm} \) are given by:

\[ Z_{nm} = \frac{jn}{2\pi} \int_{-h}^{h} G(z_n - z') B(z' - z_m) dz' \]

(24.12.15)
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Substituting (24.12.11) into (24.12.14), we obtain,

$$ZB^{-1}I = C_1e + V_0s$$  \hspace{1cm} (24.12.16)

This has the same form as (24.9.4) with the replacement \(Z \rightarrow ZB^{-1}\) and therefore, it can be solved by the same method. The MATLAB function \texttt{hdelta} implements the solution with the option, \texttt{basis=’n’}.

The function \texttt{hmat} calculates \(Z\), and it also optionally, outputs the matrix \(B\), which is required in (24.12.16). The integral in (24.12.15) is calculated with Gauss-Legendre quadrature. The basis function \(B(z)\) may be evaluated with the help of the MATLAB function \texttt{hbasis}, with usage:

\[B = \texttt{hbasis}(z,\text{Delta},\text{basis});\]

where \texttt{Delta} is the value of \(\Delta\) and the string basis can take the possible values ‘p’, ‘t’, ‘n’, ‘nR’, ‘nL’, for pulse, triangular, and NEC basis (the last two options evaluate the rightmost and leftmost NEC basis functions.)

The NEC basis for the Hallén equation has very comparable performance to the pulse basis with point matching—the two agreeing to within one percent or so, and hence, we do not give any further examples.

24.13 Hallén’s Equation for Arbitrary Incident Field

Here, we discuss the solution of Hallén’s equation (24.3.11) with arbitrary incident field:

$$\int_{-\Delta}^{\Delta} G(z-z') I(z') dz' = C_1 e^{j\kappa z} + C_2 e^{-j\kappa z} + \int_{-\Delta}^{\Delta} F(z-z') E_m(z') dz'$$  \hspace{1cm} (24.13.1)

In applying the method of moments, we expand the current and the incident field with respect to a given basis \(B(z)\):

$$I(z') = \sum_{m=-M}^{M} I_m B(z' - z_m)$$  \hspace{1cm} (24.13.2)

$$E_m(z') = \sum_{m=-M}^{M} E_m B(z' - z_m)$$

We consider only the point-matching case. Sampled at the points \(z_n = n\Delta z\), the convolution of the incident field with the Green’s function \(F(z)\) becomes:

$$\int_{-\Delta}^{\Delta} F(z_n-z') E_m(z') dz' = \sum_{m=-M}^{M} E_m \int_{-\Delta}^{\Delta} F(z_n-z') B(z' - z_m) dz'$$

We define the Green’s matrix \(F_{nm}\), for \(-M \leq n, m \leq M\) by

$$F_{nm} = \int_{-\Delta}^{\Delta} F(z_n-z') B(z' - z_m) dz' = \int_{-\Delta}^{\Delta} F(z_n-z_m - z) B(z) dz$$  \hspace{1cm} (24.13.3)

It follows that the discretized Hallén equation (24.13.1) takes the form:

$$\sum_{m=-M}^{M} Z_{nm} I_m = C_1 e^{j\kappa z} + C_2 e^{-j\kappa z} + \sum_{m=-M}^{M} F_{nm} E_m$$  \hspace{1cm} (24.13.4)

where \(Z_{nm}\) are defined as in the previous sections:

$$Z_{nm} = \int_{-\Delta}^{\Delta} G(z_n-z') B(z' - z_m) dz' = \int_{-\Delta}^{\Delta} G(z_n-z_m - z) B(z) dz$$

Eq. (24.13.4) can be written in the compact form:

$$ZI = C_1s_1 + C_2s_2 + FE$$  \hspace{1cm} (24.13.5)

where \(s_1\) and \(s_2\) are column vectors with elements \(s_1(n) = e^{j\kappa z_n}\) and \(s_2(n) = e^{-j\kappa z_n}\). Defining the \(N\times2\) matrix \(S = [s_1, s_2]\) and the two-dimensional column vector of constants \(C = [C_1, C_2]^T\), we write Eq. (24.13.5) in the form:

$$ZI = SC + FE$$  \hspace{1cm} (24.13.6)

For the NEC basis, the expansion (24.13.2) has the modified form:

$$I(z') = \sum_{m=-M}^{M} b_mB(z' - z_m) , \quad E_m(z') = \sum_{m=-M}^{M} e_m B(z' - z_m)$$  \hspace{1cm} (24.13.7)

where the vectors of the coefficients \(b_m\) and \(e_m\) are related to the values of the current and field, \(I_m\) and \(E_m\), at the sample points \(z_m\) via the tridiagonal matrix \(B\) of (24.12.11):

$$I = Bb , \quad E = Be$$  \hspace{1cm} (24.13.8)

The discretized Hallén equation now takes the form:

$$Zb = SC + Fe$$  \hspace{1cm} (24.13.9)

and expressed in terms of \(I\) and \(E\):

$$ZB^{-1}I = SC + FB^{-1}E$$  \hspace{1cm} (24.13.10)

For the pulse, triangular, and delta bases \(B\) is replaced by the identity matrix. It is not possible to wrap this equation in half because \(E\) is not necessarily symmetric about its middle. The constants \(C\) must be found by imposing the two independent end conditions \(I(z_M) = I(-z_M) = 0\). These conditions can be written compactly as:

$$U^T I = 0$$

where \(U = [u_{top}, u_{out}]\) and \(u_{top} = [1, 0, \ldots, 0]^T\) selects the top entry of the vector \(I\), while \(u_{out} = [0, \ldots, 0, 1]^T\) selects the bottom entry. Solving for \(I\), we have:

$$I = BZ^{-1}SC + BZ^{-1}FB^{-1}E$$  \hspace{1cm} (24.13.11)
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Multiplying from the left by the matrix $U^T$, we obtain the condition:

$$U^T I = U^T B Z^{-1} S C + U^T B Z^{-1} F B^{-1} E = 0$$

which may be solved for $C$:

$$C = -(U^T B Z^{-1} S)^{-1} (U^T B Z^{-1} F B^{-1} E)$$  \hspace{1em} (24.13.12)

Eqs. (24.13.11) and (24.13.12) describe the complete solution of the discrete Hallén equation (24.13.10). The MATLAB function $hfield$ implements the solution, with usage:

$[I, z, cnd] = hfield(L, a, E, 'e', 'p');$ % field input

$[If, z] = hfield(L, a, E, ker, basis);$ % delta-gap input

which may be solved for $C$:

$$E = \begin{bmatrix} 0, 0, \ldots, 0, 1 \end{bmatrix}, \quad \frac{1}{\Delta}, 0, \ldots, 0 \end{bmatrix}^T$$  \hspace{1em} (24.13.13)

The middle entry imitates the delta-gap $V_0 \delta(z) = V_0/\Delta$ near $z = 0$. For the case of a field incident at a polar angle $\theta$ as in Eq. (24.2.4), the sampled vector $E$ will have entries:

$$E_n = E_0 \sin \theta e^{ikz_n \cos \theta}, \quad z_n = n\Delta, \quad -M \leq n \leq M$$  \hspace{1em} (24.13.14)

Fig. 24.13.1 compares the current solutions using $hdelta$ and $hfield$ with the input of Eq. (24.13.13), for the case of a half-wave dipole of radius $a = 0.005\lambda$, using a pulse basis with $M = 50$ and the exact kernel.

For larger values of $M$, the results of the two methods are indistinguishable. The following example MATLAB code can be used to generate these graphs:

```matlab
L=0.5; a=0.005; M = 30; D = L/(2*M+1);
E = zeros(2*M+1,1); E(M+1)=1/D;
% define

[I, z, cnd] = hfield(L, a, E, 'e', 'p'); % field input
[If, z] = hfield(L, a, E, ker, basis); % delta-gap input

figure; plot(z,real(If),'-', z,real(Id),'.'); % field input
figure; plot(z,imag(If),'-', z,imag(Id),'.');

Next, we discuss the computation of the matrix elements $F_{nm}$ for different basis functions. It follows from Eq. (24.13.3) and the evenness of $B(z)$ that $F_{nm}$ is a Toeplitz and symmetric matrix and, therefore, it depends on $n, m$ through the difference $|n - m|$. Thus, it can be constructed by $F_{mn} = f_{|n-m|}$, where $f_m$ is defined by

$$f_m = \int_{-\Delta}^{\Delta} F(m\Delta - z) B(z) dz, \quad m = 0, 1, \ldots, 2M$$  \hspace{1em} (24.13.15)

Once the vector $f = [f_0, f_1, \ldots, f_{2M}]$ is computed, the matrix $F$ can be constructed as a Toeplitz matrix whose first row or first column is $f$, by calling the function `toeplitz`:

$$F = \text{toeplitz}(f, f)$$

For the Green’s function $F(z)$ we choose,

$$F(z) = \sin k|z|$$

although any of those listed in Eq. (24.3.8) could have been chosen. The integrals in (24.13.15) can be done in closed form resulting in the following expressions for $f_m$ in the various bases. For the $\delta$-function basis $B(z) = \delta(z)\Delta$, we have:

$$f_m = F(m\Delta) = \sin (km\Delta)\Delta, \quad 0 \leq m \leq 2M$$  \hspace{1em} (24.13.16)

For the pulse basis, $f_m$ is given by

$$f_m = \int_{-\Delta/2}^{\Delta/2} \sin (k|m\Delta - z|) dz$$  \hspace{1em} (24.13.17)

which gives:

$$f_m = \frac{2}{k} \sin \left( \frac{k\Delta}{2} \right) \sin(km\Delta), \quad 1 \leq m \leq 2M$$  \hspace{1em} (24.13.18)

$$f_0 = \frac{2}{k} \left( 1 - \cos \frac{k\Delta}{2} \right)$$

For the triangular basis, we have:

$$f_m = \int_{-\Delta}^{\Delta} \left( 1 - \frac{|z|}{\Delta} \right) \sin(k|m\Delta - z|) dz$$

with the result:

$$f_m = \frac{2(1 - \cos k\Delta)}{k^2\Delta} \sin(km\Delta), \quad 1 \leq m \leq 2M$$  \hspace{1em} (24.13.19)

$$f_0 = \frac{2(k\Delta - \sin k\Delta)}{k^2\Delta}$$
For the NEC basis, \( f_m \) is defined by

\[
f_m = \int_{-\Delta/2}^{3\Delta/2} B(z) \sin(km\Delta - z) \, dz
\]

where \( B(z) \) is given by (24.12.1), and we obtain:

\[
f_m = \frac{\Delta}{2D} \left( \cos \frac{k\Delta}{2} - \cos \frac{3k\Delta}{2} \right) \sin(km\Delta), \quad 2 \leq m \leq 2M
\]

\[
f_0 = \frac{2}{kD} \left[ \cos \frac{k\Delta}{2} - \cos k\Delta + \frac{k\Delta}{4} \sin \frac{3k\Delta}{2} \right]
\]

\[
f_1 = \frac{1}{kD} \left[ 1 - \cos \frac{k\Delta}{2} + \frac{k\Delta}{4} \left( \sin \frac{k\Delta}{2} + \sin \frac{3k\Delta}{2} - \sin \frac{5k\Delta}{2} \right) \right]
\]

where \( D \) is the normalization factor:

\[
D = 1 + \cos \frac{k\Delta}{2} - 2 \cos^2 \frac{k\Delta}{2} - \cos \frac{k\Delta}{2} - \cos k\Delta
\]

As in the delta-gap case, the pulse and NEC bases give almost identical results, while the triangular basis converges the fastest. For large \( M \), all bases produce virtually the same result if the exact kernel is used. The approximate kernel solutions suffer from the same type of oscillations as in the delta-gap case.

Fig. 24.13.2 shows the current induced on a half-wave dipole antenna of radius \( a = 0.005\lambda \) by a plane wave incident from broadside. Setting \( \theta = 90^\circ \) in (24.13.14) results into constant \( E \)-field samples \( E_m = E_0 \), for \(-M \leq m \leq M\). To illustrate the convergence properties, the current was computed using a triangular basis with \( M = 30 \), and then using a pulse basis with successively increasing values of \( M = 30, 50, 100 \), converging to the triangular case. The \( M = 50, 100 \) cases for a triangular basis are not shown because they are indistinguishable from the \( M = 30 \) case.

![Current Magnitude](image)

**Fig. 24.13.2** Current on half-wave dipole induced by plane wave incident from broadside.

### 24.14 Solving Pocklington’s Equation

In this section, we discuss the numerical solution of Pocklington’s equation (24.1.9) for arbitrary incident field. Rearranging some constants, we can write it in the form:

\[
(\delta_z^2 + k^2) \int_{-h}^{h} G(z - z') I(z') \, dz' = 2kE_{in}(z)
\]

(24.14.1)

where \( G(z) \) is the exact or the approximate kernel. Eq. (24.14.1) must be solved subject to the end-point conditions \( I(\pm h) = 0 \). Its numerical solution has been studied extensively [1725–1785].

In our method of solution we use point matching and, following Ref. [1747], apply a finite-difference approximation to the Helmholtz operator \( (\delta_z^2 + k^2) \) to convert the numerical tools that we developed in the previous sections for computing the Hallén impedance matrix for different bases.

\[
Z_{nm} = \int_{-h}^{h} G(z_n - z_m - z) B(z) \, dz
\]

(24.14.2)

For convenience, we write (24.14.1) in the form:

\[
(\delta_z^2 + k^2) V(z) = 2kE_{in}(z), \quad V(z) = \int_{-h}^{h} G(z - z') I(z') \, dz'
\]

(24.14.3)

Evaluating (24.14.3) at the \( N = 2M + 1 \) sample points \( z_n = n\Delta, -M \leq n \leq M \), where the spacing \( \Delta \) is given by \( \Delta = 2h/(2M + 1) \) in the pulse, NEC, and delta-function bases, and \( \Delta = h/M \) in the triangular basis, we have:

\[
(\delta_z^2 + k^2) V(z_n) = 2kE_{in}(z_n), \quad V(z_n) = \int_{-h}^{h} G(z_n - z') I(z') \, dz'
\]

(24.14.4)

Following [1747], we replace the second derivative in \( z \) by the finite difference:

\[
\delta_z^2 V(z) \approx \frac{V(z_{n+1}) - 2V(z_n) + V(z_{n-1})}{\Delta^2}
\]

Denoting \( V_n = V(z_n) \) and \( E_n = E_{in}(z_n) \), Eq. (24.14.4) becomes:

\[
\frac{V_{n+1} - 2V_n + V_{n-1}}{\Delta^2} + k^2V_n = 2kE_n
\]

which can be re-written as:

\[
V_{n+1} - 2\alpha V_n + V_{n-1} = E_n d
\]

(24.14.5)

where we defined \( \alpha = 1 - k^2\Delta^2/2 \) and \( d = 2k\Delta^2 \), and we must restrict \( n \) to the range \(-M \leq n \leq M - 1\). Eq. (24.14.5) may be written in the following tridiagonal matrix...

The form that displays all the samples \( V_n \) and \( E_n \), \(-M \leq n \leq M\), shown here for \( M = 3 \):

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -2\alpha & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -2\alpha & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -2\alpha & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -2\alpha & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -2\alpha & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -2\alpha & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -2\alpha & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -2\alpha & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -2\alpha \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

(24.14.6)

where the top and bottom rows of zeros are redundant and have been added to make these matrices square, both having rank \((N-2)\). We may write (24.14.6) compactly as:

\[
\mathcal{A}V = QEd
\]

(24.14.7)

We note that \( Q \) is a projection matrix and so is its complement \( P = I - Q \), which enforces the end-point conditions \( I_{\pm M} = 0 \):

\[
P = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

(24.14.8)

The samples \( V_n \) can be represented in terms of the Hallén impedance matrix and current samples \( I_n \) with respect to a particular basis \( B(z) \). Inserting the expansion,

\[
I(z) = \sum_{m=-M}^{M} I_mB(z - z_m)
\]

into (24.14.4), we have:

\[
V_n = \sum_{m=-M}^{M} I_m \frac{jn}{2\pi} \int_{-h}^{h} G(z_n - z_m - z) B(z) dz = \sum_{m=-M}^{M} Z_{nm}I_m
\]

with \( Z_{nm} \) given by (24.14.2). Vectorially, we may write

\[
V = ZI
\]

For the NEC basis, we have instead:

\[
I(z) = \sum_{m=-M}^{M} b_mB(z - z_m), \quad \text{and,}
\]

\[
V_n = \sum_{m=-M}^{M} b_m \frac{jn}{2\pi} \int_{-h}^{h} G(z_n - z_m - z) B(z) dz = \sum_{m=-M}^{M} Z_{nm}b_m, \quad \text{or,}
\]

\[
\]

(24.14.11)

This is the discretized Pocklington equation for the current. The operation \( \mathcal{A}ZB^{-1}Q \)

Simply extracts the middle portion of the matrix \( \mathcal{A}ZB^{-1} \), and \( QI \) and \( QE \) extract the middle portions of \( I \) and \( E \). Indeed, we have

\[
QI = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

(24.14.9)

and similarly, \( \mathcal{A}ZB^{-1} \) and \( \mathcal{A}ZB^{-1}Q \) have the structures:

\[
\mathcal{A}ZB^{-1} = \begin{bmatrix}
0 & 0^T & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix} \Rightarrow \mathcal{A}ZB^{-1}Q = \begin{bmatrix}
0 & 0^T & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]

(24.14.10)

where \( Z \) is an \((N-2)\times(N-2)\) non-singular matrix. Thus, (24.14.11) is equivalent to:

\[
\begin{bmatrix}
0 & 0^T & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix} = \begin{bmatrix}
0 & Z & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix} \Rightarrow ZI = Ed
\]

(24.14.12)

with solution:

\[
I = Z^{-1}Ed, \quad I = QI = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]

(24.14.13)

The MATLAB function \texttt{pfield} implements the above solution procedure:

\[
[I,z,cnd] = \texttt{pfield}(l,a,E,ker,basis); \quad \text{solve Pocklington's equation}
\]

where \( I, E, z \) are the vectors of sampled values \( I_n, E_n, z_n = n\Delta \), the quantity \( \text{cnd} \) is the condition number of the Pocklington impedance matrix \( Z \), and the string constants \( \text{ker} \) and \( \text{basis} \) take the possible values:

\begin{itemize}
  \item \( \text{ker} = 'e', 'a', \) \quad % exact or approximate kernel
  \item \( \text{basis} = 'p', 't', 'n', 'd', \) \quad % pulse, triangular, NEC, or delta-function basis
\end{itemize}
The condition number of the Pocklington matrix $Z$ can be one or more orders of magnitude larger than that of the Hallén matrix $\bar{Z}$. Yet, the computed currents by the functions pfield and hfield are remarkably close to each other and virtually indistinguishable over a wide range of the parameters $L, a, M$.

The large condition number is due to the Helmholtz operator $(\partial^2 + k^2)$—represented by the matrix $A$—which causes the Pocklington kernel to become less well-behaved than the Hallén kernel. This has been a primary concern in all the numerical methods for solving Pocklington’s equation.

Fig. 24.14.1 shows the currents computed by the Pocklington and Hallén methods induced on a half-wave dipole antenna of radius $a = 0.005\lambda$ by a plane wave incident from broadside (left graph) and by a delta-gap input (right graph).

![Fig. 24.14.1 Comparison of Pocklington and Hallén equation solutions.](image)

The top curves represent the real parts of the currents and the bottom ones, the imaginary parts. The condition numbers of the impedance matrices $Z$ and $\bar{Z}$ were 17 and 377, respectively. The following MATLAB code illustrates the computation:

```matlab
L = 0.5; a = 0.005; M = 30; ker = ’e’; basis = ’t’;
if basis==’t’, D = L/(2*M); else D = L/(2*M+1); end
E = zeros(2*M+1,1); E(M+1) = 1/D;
% delta-gap input
% E = ones(2*M+1,1);
% plane-wave input
[If,zf,cf] = hfield(L,a,E,ker,basis);
[Ip,zp,cp] = pfield(L,a,E,ker,basis);
plot(zf,real(If),’.’, zp, real(Ip), ’-’, zf,imag(If), ’.’, zp, imag(Ip), ’-’);

To see the dramatic difference between the Hallén and Pocklington impedance matrices $Z$ and $\bar{Z}$, Fig. 24.14.2 plots the singular values of these matrices (normalized to their maximum value) for the case of a half-wave dipole of radius $a = 0.005\lambda$ using a triangular basis with $M = 100$ and the exact kernel. The computed condition numbers for $Z$ and $\bar{Z}$ were 59 and 1185, respectively.

The numerical solution of Pocklington’s equation has similar properties as the Hallén case, such as, the triangular basis converging faster than the other bases with increasing

![Fig. 24.14.2 Singular values of the impedance matrices $Z$ and $\bar{Z}$ for $N=2M+1=201$.](image)

$M$, and the use of the approximate kernel causing oscillations at the end-points of the antenna (and at the center for delta-gap input.)

This chapter dealt with the currents on a single linear antenna. The case of several antennas forming an array and interacting with each other is treated in Chap. 25.

Hallen’s and Pocklington’s integral equations generalize into a system of several coupled integral equations for the currents on the antennas. We solve the coupled Hallén equations in the case of delta-gap center-driven antennas. The linearity of the equations allows us to collect them together into a block matrix system from which the currents on each antenna can be obtained.

One simplification arises in the case of an array of identical antennas. Then, the block linear system can be wrapped in half much like it was done in Sec. 24.9, thus, reducing the computational cost.

The case of an array of non-identical antennas is also considered and we obtain solutions for Yagi-Uda arrays with parasitic reflector and director antennas.

### 24.15 Problems

24.1 Plot the approximations of $\sin kR/kR$ given in Eqs. (24.6.1) and (24.6.18) versus $R$ in the range $R \leq 2\lambda$ and verify their validity. Prove the identity:

$$\frac{\sin kR}{kR} = \frac{\sin(kR/8)}{kR/8} \cos(kR/8) \cos(kR/4) \cos(kR/2)$$

which leads to the approximation:

$$\frac{\sin kR}{kR} = \cos(kR/8) \cos(kR/4) \cos(kR/2)$$

Determine the range of applicability of this approximation and plot it together with the previous two cases. Show that it leads to a six-term sinusoidal fit for the current. What are the current basis functions $I_i(z)$, $i = 1, 2, \ldots, 6$, in this case?

24.2 **Computer Experiment—Solving Hallén’s Equation.** Consider a dipole antenna of length $l = 0.5\lambda$ and radius $a = 0.005\lambda$. 

24.15. Problems

a. For each of the values $M = 20, 50, 100, 200$, solve Hallén’s equation for a delta-gap input with voltage $V_0 = 1$ volt using both the exact and the approximate kernels. Plot the real and imaginary parts of the current $I_m = I(z_m)$ versus $z_m$ over the right half of the antenna, that is, $0 \leq z_m \leq \hat{h}$, where $\hat{h} = l/2$.

b. Fit to the computed current samples $I_m$ of the exact kernel to King's three-term approximation. Then, place the fitted points on the same graphs as in part (a). Discuss how well or not the three-term approximation fits the exact-kernel and the approximate-kernel current.

Repeat by using a two-term approximation. Discuss how well or not the two-term approximation fits the exact-kernel and the approximate-kernel current.

c. To illustrate the logarithmic singularity near $z = 0$, evaluate the limiting expression at the points $z_m$, $m = 1, 2, \ldots, M$, for $M = 200$ (the point $z_0 = 0$ is to be skipped):

$$I_{\log}(z_m) = -j \frac{4kaV_0}{\eta} \ln(k|z_m|) + \text{const.}$$

Adjust the constant so that this expression agrees with the exact-kernel current at the point $z_1$, that is, $I_{\log}(z_1) = I_1$. Then, plot the imaginary parts of $I_m$ and $I_{\log}(z_m)$ versus $z_m$.

d. Repeat parts (a–c) for the antenna radius $a = 0.001$ and then for $a = 0.008$. Discuss the effect of changing the radius on the quality of the solution, both for the exact and the approximate kernel cases.

e. Repeat parts (a–d) for the antenna length $l = 1.0\lambda$. Comment on the success of the exact versus approximate kernel calculations versus the parameters $l,a,M$.

f. For each value of $M$ and current solution $I_m$, $-M \leq m \leq M$, the input impedance of the antenna can be calculated from the center sample $I_0$, that is, $Z_0 = V_0/I_0$. Similarly, the input admittance is:

$$Y_0 = \frac{1}{Z_0} = \frac{I_0}{V_0} = G_0 + jB_0$$

where $G_0, B_0$ are its real and imaginary parts, that is, the input conductance and susceptance.

For each of the values $M = 1, 2, \ldots, 100$, calculate the corresponding conductance and susceptance, $G_0(M), B_0(M)$, using the exact and the approximate kernels and plot them versus $M$. Use the length and radius $l = 0.5\lambda$ and $a = 0.005\lambda$.

This is a time-consuming question. It requires that you solve the Hallén equation for each value of $M$ for the exact and approximate kernels and pick the center value $I_0$. Discuss the convergence properties of the exact versus the approximate kernel calculation.

25

Coupled Antennas

25.1 Near Fields of Linear Antennas

In calculating mutual coupling effects between closely-spaced linear antennas, we need to know the fields produced by an antenna at near distances. The fields generated by a thin wire antenna with current $I(z)$ were worked out in Sec. 15.4.

We summarize these results here. All field components can be obtained from the knowledge of the $z$-component of the magnetic vector potential $A_z(z,\rho)$:

$$A_z(z,\rho) = \frac{\mu}{4\pi} \int_{-h}^{h} I(z') e^{-jkR} dz'$$

where $h$ is the half-length of the antenna, $h = l/2$, and the geometry is shown in Fig. 25.1.1. We have used the approximate thin-wire kernel because it differs little from the exact kernel for distances $\rho > a$ (typically, when $\rho \geq 5a$.)

![Fields of a thin wire antenna.](image)
Then, the non-zero field components $E_z, E_\rho, H_\phi$ can be constructed from the two alternative sets of formulas:

$$
\begin{align*}
  j\omega\mu E_z &= \partial_z^2 A_z + k^2 A_z \\
  j\omega\mu E_\rho &= \partial_\rho \partial_z A_z \\
  j\omega\mu E_\phi &= \partial_\rho^2 A_\rho + k^2 A_\rho \\
  \mu H_\phi &= -\partial_\rho A_z \\
  j\omega\rho E_\rho &= -\partial_z H_\phi
\end{align*}
$$

(25.1.2)

As a first approximation, we will assume that the current $I(z)$ is sinusoidal. This is justified only when the antenna length is near half a wavelength $\lambda/2$. Most coupled antenna arrays that are used in practice, such as Yagi-Uda, satisfy this condition.

We note also that the near fields resulting from the sinusoidal current assumption do not satisfy the correct boundary conditions on the surface of the antenna, that is, the condition $E_z(z, \rho) = 0$ at $z \neq 0$ and $\rho = a$. In Sec. 25.2, we consider an improved approximation of the near fields that addresses these issues. Thus for now, we will assume that:

$$
I(z) = I_0 \sin\left(\frac{\pi (h - |z|)}{\sin k h}\right) \quad \left(25.1.3\right)
$$

where we distinguish between the current $I_0$ at $z = 0$ and the maximum current $I_m = I_0 / \sin k h$. For half-wavelength antennas, we have $kh = \pi/2$, $I_0 = I_m$, and the current becomes $I(z) = I_0 \cos k z$.

In principle, one could insert Eq. (25.1.3) into (25.1.1) and perform the required integrations to get $A_z$. However, for the purpose of determining the fields, this is not necessary. Combining (25.1.1) and (25.1.2), we obtain:

$$
\begin{align*}
  j\omega\mu E_z(z, \rho) &= \partial_z^2 A_z + k^2 A_z = -\frac{j\pi}{4} \int_{-h}^{h} I(z') (\partial_z^2 + k^2) G(z - z', \rho) \, dz' \\
  j\omega\mu E_\rho(z, \rho) &= \partial_\rho \partial_z A_z = -\frac{j\pi}{4} \int_{-h}^{h} I(z') \partial_z G(z - z', \rho) \partial_z I(z') \\
  j\omega\mu E_\phi(z, \rho) &= \partial_\rho^2 A_\rho + k^2 A_\rho = -\frac{j\pi}{4} \int_{-h}^{h} I(z') \partial_\rho G(z - z', \rho) \partial_\rho I(z') \\
  \mu H_\phi(z, \rho) &= -\partial_\rho A_z = -\frac{j\pi}{4} \int_{-h}^{h} I(z') \partial_z G(z - z', \rho) \partial_\rho I(z') \, dz'
\end{align*}
$$

(25.1.4)

where we denoted $G(z - z', \rho) = e^{-jkR}/R$ and replaced $\partial_z^2$ by $\partial_z^2$. Next, we use the differential identity:

$$
I (\partial_z^2 + k^2) G(z - z', \rho) = \partial_z [I(\partial_z G(z - z', \rho) \partial_z I(z')]
$$

(25.1.5)

Because of the assumed form (25.1.3), $I(z')$ satisfies the Helmholtz equation, $(\partial_z^2 + k^2) I(z') = 0$, and therefore, the integrand of (25.1.4) becomes a complete derivative:

$$
I (\partial_z^2 + k^2) G(z - z', \rho) = \partial_z [I(\partial_z G(z - z', \rho) - G(z - z', \rho) \partial_z I(z')] \quad \left(25.1.6\right)
$$

Integrating the first term, we obtain:

$$
\begin{align*}
  \int_{-h}^{h} \partial_z [I(\partial_z G(z - z', \rho) - G(z - z', \rho) \partial_z I(z')] \, dz' &= I(h) \partial_z G(z - h, \rho) - I(-h) \partial_z G(z + h, \rho) = 0
\end{align*}
$$

(25.1.7)

where we used the end-conditions $I(h) = -I(-h) = 0$. The second term in (25.1.6) is a little trickier because $\partial_z I(z')$ is discontinuous at $z = 0$. Splitting the integration range, we obtain:

$$
\begin{align*}
  \int_{-h}^{h} \partial_z [G(z - z', \rho) \partial_z I(z')] \, dz' &= \left(\int_{-h}^{0} + \int_{0}^{h}\right) \partial_z [G(z - z', \rho) \partial_z I(z')] \\
  &= \left[G(z, \rho) I'(0-) - G(z + h, \rho) I'(-h)\right] + \left[G(z - h, \rho) I'(0+) - G(z - h, \rho) I'(0+)\right] \\
  &= kI_m [2 \cos k h G(z, \rho) - G(z - h, \rho) - G(h, \rho) - G(z + h, \rho)]
\end{align*}
$$

(25.1.8)

where we used $I'(0\pm) = \mp kI_m \cos k h$ and $I'(\pm) = \pm kI_m$. Inserting this result into Eq. (25.1.4) and rearranging some constants, we find:

$$
\begin{align*}
  E_z(z, \rho) &= -\frac{j\eta I_m}{4\pi} \left[ G(z - h, \rho) + G(z + h, \rho) - 2 \cos k h G(z, \rho) \right] \\
  G(z - h, \rho) &= e^{-jkR_1} R_1, \quad R_1 = \sqrt{\rho^2 + (z - h)^2} \\
  G(z + h, \rho) &= e^{-jkR_2} R_2, \quad R_2 = \sqrt{\rho^2 + (z + h)^2}
\end{align*}
$$

(25.1.9)

Next, we determine $H_\phi$ from Ampère’s law in (25.1.2) by noting that $\rho E_z$ is a complete derivative with respect to $\rho$. Indeed, for any of the quantities $K$, we have:

$$
\partial_\rho (\rho E_z) = -jk (\partial_\rho \rho E_z) = -jk \rho e^{-jkR} \quad \Rightarrow \quad e^{-jkR} = -\frac{1}{jk} \partial_\rho (\rho e^{-jkR})
$$

Applying this result to all three terms of Eq. (25.1.9), we have:

$$
\partial_\rho (\rho H_\phi) = \frac{1}{\eta} \partial_\rho [e^{-jkR_1} + e^{-jkR_2} - 2 \cos k h e^{-jkR_0}]
$$

(25.1.10)

Inserting this into Ampère’s law, $\partial_\rho (\rho H_\phi) = j\omega\rho E_z$, and rearranging some constants, we find:

$$
\partial_\rho (\rho H_\phi) = \frac{j\eta m}{4\pi} \rho [e^{-jkR_1} + e^{-jkR_2} - 2 \cos k h e^{-jkR_0}]
$$

which can be integrated trivially, giving:

$$
H_\phi(z, \rho) = \frac{j\eta m}{4\pi} \rho [e^{-jkR_1} + e^{-jkR_2} - 2 \cos k h e^{-jkR_0}]
$$

(25.1.11)

A possible integration constant in $\rho$ is dropped because the field must vanish when its source vanishes, that is, when $I_m = 0$. Finally, we obtain $E_p$ from Faraday’s law in (25.1.2). Noting the differentiation property:

$$
\partial_z (e^{-jkR}) = -\frac{jk}{R} e^{-jkR}, \quad R = \sqrt{\rho^2 + z^2}
$$
25.2 Improved Near-Field Calculation

\[ E_{\rho}(z, \rho) = \frac{j \Omega I}{4\pi \rho} \left[ \frac{Z - h}{R_1} e^{-jkr_1} + \frac{Z + h}{R_2} e^{-jkr_2} - 2\cos k h \frac{Z}{R_0} e^{-jkr_0} \right] \]  
(25.1.11)

The field expressions (25.1.9)–(25.1.11) have been used widely primarily for the purpose of calculating mutual impedances. They appear in many textbooks and some early references are [1800, 1802, 2, 3]; see also [1784].

It is worth also to verify that the exact expressions for the fields give correctly the radiation fields that were derived in Sec. 17.3. At large distances, we can make the approximations:

\[ R_0 = r, \quad R_1 = r - h \cos \theta, \quad R_2 = r + h \cos \theta \]

where \( \theta \) is the polar angle. Replacing \( \rho = r \sin \theta \), the magnetic field (25.1.10) becomes approximately:

\[ H_{\phi}(r, \theta) = \frac{J_{\Omega} e^{-jkr}}{2\pi r} \cos (kh \cos \theta) - \cos kh e^{-jkr} \]

which simplifies into:

\[ H_{\phi}(r, \theta) = \frac{J_{\Omega} e^{-jk \rho}}{2\pi \rho} \cos (kh \cos \theta) - \cos kh \sin \theta \]  
(25.1.12)

This agrees with the results of Sec. 17.3.

### 25.2 Improved Near-Field Calculation

The current on a thin linear antenna is determined from the solution of the Hallén or Pocklington integral equations; for example, the latter is,

\[ \int_{-h}^{h} I'(z') (\partial_z^2 + k^2) G(z - z', a) dz' = -4\pi j\omega e E_{\Omega m}(z) \]  
(25.2.1)

For a center-fed antenna, the impressed field is related to the driving voltage \( V_0 \) at the antenna terminals by \( E_{\Omega m}(z) = V_0 \delta(z) \). The boundary condition that the net tangential \( E \)-field vanish on the antenna surface requires that,

\[ E_{x}(z, a) = -E_{\Omega m}(z) = -V_0 \delta(z) \]  
(25.2.2)

where \( E_{x}(z, a) \) is the field on the antenna surface (i.e., at \( \rho = a \)) generated by the current. Thus, the net field is zero, \( E_{x,\text{tot}}(z, a) = E_{x}(z, a) + E_{\Omega m}(z) = 0 \). It follows then from Eq. (25.2.2) that \( E_{x}(z, a) \) must vanish along the antenna, except at \( z = 0 \).

As we saw in Sec. 24.4, the assumption of a sinusoidal current can be justified on the basis of Pocklington’s equation, but it represents at best a crude approximation. The resulting electric field does not satisfy condition (25.2.2), as can be seen setting \( \rho = a \) into Eq. (25.1.9).

King’s three-term approximation, or a three-term fitted to a numerical solution, provides a better approximation to the current, and one may expect that the fields generated by such current would more closely satisfy the boundary condition (25.2.2). This is what we discuss in this section.

Because the current need not satisfy the Helmholtz equation, \( I''(z) + k^2 I(z) = 0 \), we must revisit the calculations of the previous section. We begin by assuming that \( I(z) \) is symmetric in \( z \) and that it vanishes at the antenna end-points, that is, \( I(z) = 0 \). The electric field \( E_x(z, \rho) \) at distance \( \rho \) is obtained from Eq. (25.1.4):

\[ 4\pi j\omega e E_x(z, \rho) = \int_{-h}^{h} I(z') (\partial_z^2 + k^2) G(z - z', \rho) \]  
(25.2.3)

\[ - \int_{-h}^{h} I(z') (\partial_z^2 + k^2) \frac{e^{-jkr}}{R} \]  
(25.2.4)

The assumed symmetry of \( I(z) \) implies a discontinuity of its derivative at \( z = 0 \). Indeed, setting \( I(z) = F(|z|) \), for some continuous and continuously differentiable function \( F(\cdot) \), we find,

\[ I'(z) = \text{sign}(z) F'(|z|) \Rightarrow I'(0) = -I'(0) = F'(0) \]

\[ I''(z) = 2\delta(z) F^2(0) + \text{sign}^2(z) F''(|z|) \]

Using these into Eq. (25.2.4) and splitting the integration range \([-h, h]\) into three parts, \([-h, 0-], [0-, 0+], [0+, h]\), we obtain:

\[ \int_{-h}^{h} \int_{-h}^{h} G(z - z', \rho) \left[ I''(z') + k^2 I(z') \right] dz' = 2G(z, \rho) F''(0) \]

\[ G(z - z', \rho) I'(z') \bigg|_{z' = 0} = 2G(z, \rho) F'(0) \]

Using the following notation for the principal-value integral,

\[ \int_{-h}^{h} - \int_{-h}^{h} = \int_{-h}^{0-} + \int_{0-}^{0+} + \int_{0+}^{h} \]

\[ \int_{-h}^{h} - \int_{-h}^{0-} = \int_{-h}^{0-} + \int_{0-}^{0+} + \int_{0+}^{h} \]

where we have canceled the terms over \([0-, 0+]\); indeed, it is easily verified that:

\[ \int_{-h}^{0+} G(z - z', \rho) \left[ I''(z') + k^2 I(z') \right] dz' = 2G(z, \rho) F''(0) \]

\[ G(z - z', \rho) I'(z') \bigg|_{z' = 0} = 2G(z, \rho) F'(0) \]

The assumed symmetry of \( I(z) \) implies a discontinuity of its derivative at \( z = 0 \). Indeed, setting \( I(z) = F(|z|) \), for some continuous and continuously differentiable function \( F(\cdot) \), we find,

\[ I'(z) = \text{sign}(z) F'(|z|) \Rightarrow I'(0) = -I'(0) = F'(0) \]

\[ I''(z) = 2\delta(z) F^2(0) + \text{sign}^2(z) F''(|z|) \]

Using these into Eq. (25.2.4) and splitting the integration range \([-h, h]\) into three parts, \([-h, 0-], [0-, 0+], [0+, h]\), we obtain:

\[ \int_{-h}^{h} - \int_{-h}^{h} = \int_{-h}^{0-} + \int_{0-}^{0+} + \int_{0+}^{h} \]

\[ \int_{-h}^{h} - \int_{-h}^{0-} = \int_{-h}^{0-} + \int_{0-}^{0+} + \int_{0+}^{h} \]

where we have canceled the terms over \([0-, 0+]\); indeed, it is easily verified that:

\[ \int_{-h}^{0+} G(z - z', \rho) \left[ I''(z') + k^2 I(z') \right] dz' = 2G(z, \rho) F''(0) \]

\[ G(z - z', \rho) I'(z') \bigg|_{z' = 0} = 2G(z, \rho) F'(0) \]

Using the following notation for the principal-value integral,
it follows from Eq. (25.2.4) that,

$$4\pi j\omega E_z(z, \rho) = \int_{-h}^{h} G(z - z', \rho) \left[I''(z') + k^2 I(z')\right] dz'$$

$$- G(z - z', \rho) I'(z') \bigg|_{-h}^{0-} - \left[G(z - z', \rho) I'(z')\right]_{0-}^{h}$$

which gives,

$$4\pi j\omega E_z(z, \rho) = \int_{-h}^{h} G(z - z', \rho) \left[I''(z') + k^2 I(z')\right] dz' +$$

$$+ 2I'(0+) G(z, \rho) - I'(h) \left[G(z - h, \rho) + G(z + h, \rho)\right]$$

(25.2.5)

where we used $I'(h) = -I'(-h)$. Finally, we can write,

$$4\pi j\omega E_z(z, \rho) = \int_{-h}^{h} e^{-jkR} \left[I''(z') + k^2 I(z')\right] dz' +$$

$$+ 2I'(0+) e^{-jkR_0/R_0} - I'(h) \left[e^{-jkR_1/R_1} + e^{-jkR_2/R_2}\right]$$

(25.2.6)

The last three terms are the standard terms found in the previous section. The principal-value integral term represents the correction that must be added to enable the boundary conditions. The other field components can now be obtained from $E_z$ using similar procedures as in the previous section. For $H_\Phi$, we find:

$$-4\pi jk\rho H_\Phi(z, \rho) = \int_{-h}^{h} e^{-jkR} \left[I''(z') + k^2 I(z')\right] dz' +$$

$$+ 2I'(0+) e^{-jkR_0/R_0} - I'(h) \left[e^{-jkR_1/R_1} + e^{-jkR_2/R_2}\right]$$

(25.2.7)

which may also be written in the form:

$$-4\pi jk\rho H_\Phi(z, \rho) = \int_{-h}^{h} I'(z') (\tilde{z}_z^2 + k^2) e^{-jkR} dz'$$

(25.2.8)

obtained by reversing the above differential identity steps. Similarly, we have:

$$-4\pi j\omega \rho E_\rho(z, \rho) = \int_{-h}^{h} \frac{Z - Z'}{R} e^{-jkR} \left[I''(z') + k^2 I(z')\right] dz' +$$

$$+ 2I'(0+) \frac{Z - h}{R_1} e^{-jkR_0} - I'(h) \left[\frac{Z - h}{R_1} e^{-jkR_1} + \frac{Z + h}{R_2} e^{-jkR_2}\right]$$

(25.2.9)

which may also be written as,

$$-4\pi j\omega \rho E_\rho(z, \rho) = \int_{-h}^{h} I'(z') (\tilde{z}_z^2 + k^2) \left(\frac{Z - Z'}{R} e^{-jkR}\right) dz'$$

(25.2.10)

Our procedure for obtaining improved near fields is to first get an improved solution for the current $I(z)$ and then use it in Eq. (25.2.6) to calculate the field $E_z(z, \rho)$. We will use the three-term approximation for the current:

$$I(z) = A_1 \sin(k|z| - \sin(kh)) + A_2 \cos(kz) - \cos(kh) + A_3 \left[\cos \left(\frac{kz}{2}\right) - \cos \left(\frac{kh}{2}\right)\right]$$

(25.2.11)

and fix the coefficients $A_1, A_2, A_3$ by fitting this expression to a numerical solution as discussed in Sec. 24.6, and then, use Eq. (25.2.11) into (25.2.6) with the integral term evaluated numerically. Fig. 25.2.1 shows the results of such a calculation for a half-wave antenna $l = 0.5\lambda$ with radius $a = 0.005\lambda$. Fig. 25.2.2 shows the results for a full-wave antenna $l = 1.0\lambda$ with the same radius. The required quantities appearing in (25.2.6) are calculated as follows:

$$I''(z') + k^2 I(z') = -k^2 A_1 \sin kh - k^2 A_2 \cos kh - k^2 A_3 \left[\cos \left(\frac{kh}{2}\right) - \frac{3}{4} \cos \left(\frac{kz}{2}\right)\right]$$

$$I'(0+) = -I'(-h) = kA_1$$

$$I'(h) = -I'(-h) = kA_1 \cos kh - kA_2 \sin kh - \frac{1}{2} kA_3 \sin \left(\frac{kh}{2}\right)$$

The numerical solutions were obtained by solving the Hallén equation with point-matching, pulse basis functions, and the exact kernel using $M = 100$ upper-half current samples. These current samples were then used as in Eq. (24.6.15) to obtain the parameters $A_1, A_2, A_3$.

The upper-left graphs show the current $I(z)$ of Eq. (25.2.11) together with the samples $I_n$ to which it was fitted.

The upper-right graphs show the magnitude of $E_z(z, \rho)$ as a function of $\rho$ for $z$ fixed at $z = 0.2h$. The behavior of $E_z(z, \rho)$ is consistent initially with a logarithmic dependence on $\rho$ as predicted by King and Wu [1730,1731] and discussed below, followed then by the expected $1/\rho$ decrease arising from the last three standard terms of Eq. (25.2.6), which are represented by the dashed curves.

The left middle-row graphs display the logarithmic dependence more clearly by plotting the real and imaginary parts of $E_z(z, \rho)$ versus $\ln(\rho/a)$, including the King-Wu approximation of Eq. (25.2.15).

The right middle-row graphs show the magnitude of the field $E_z(z, \rho)$ at the surface of the antenna as a function of $z$ over the interval $0 \leq z \leq h$. Except at the feed and end points, the field is effectively zero as required by the boundary conditions.

To observe the importance of the correction term, that is, the principal-value integral in Eq. (25.2.6), the third-row graphs display the real and imaginary parts of $E_z(z, \rho)$ versus $z$. Plotted separately are also the correction and standard terms, which appear always to have opposite signs canceling each other so that the net field is zero.

The graphs for Fig. 25.2.1 were generated by the following MATLAB code (for Figure 25.2.2 simply set $L=1$):

```matlab
L = 0.5; h = L/2; a = 0.005; k = 2*pi; eta = 377;
M = 100; [In,zn] = hdelta(L,a,M,'e','p'); % Hallen solution
```
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$$I(z) (\text{mA})$$

$$l = 0.5 \lambda, a = 0.005 \lambda$$

$$z = 0.2 \ h_{\text{total}}$$

$$|E_z(z, \rho)| (\text{V/m})$$

$$l = 1.0 \lambda, a = 0.005 \lambda$$

$$z = 0.2 \ h_{\text{total}}$$

Fig. 25.2.1 Calculated near field $$E_z(z, \rho)$$ for $$l = 0.5 \lambda$$.

Inp = In(M+1:end); znp = zn(M+1:end); % keep upper-half only

$$z = 0:h/100:h;$$

A = kingfit(L,Inp,znp,3) ; I = kingeval(L,A,z); % 3-term fit

s = 1000; % scale in units of mA

plot(z,abs(I)*s,'-', znp,abs(Inp)*s,'.', 'markersize',11); % upper-left graph

$$I_1h = k(A1)\cos(kh) - A(2)\sin(kh) - A(3)/2 \cdot \sin(kh/2);$$ % I'(h)

$$I_{10} = A(1)k;$$ % I'(0+)

$$G = \Theta(x,r) \ exp(-j*k*sqrt(x.^2 + r.^2))/sqrt(x.^2 + r.^2); \ % \text{kernel function}$$

$$\text{Helm} = G(x) - k^2*(A(1)\sin(k*h) + A(2)\cos(k*h) + A(3)*(\cos(k*h/2) - 3/4*\cos(k*z/2)));$$

$$z = 0.2*h; r = 1inspace(a,200*a, 1001); \ logr = \log(r/a);$$

S = -j*eta/4/pi/k; % scale factor, note omega*epsilon = k/eta

$$[w1,z1] = \text{quadrs}([-h,0,h],32); \ % \text{quadrature weights and evaluation points}$$

for i=1:length(r),

Fig. 25.2.2 Calculated near field $$E_z(z, \rho)$$ for $$l = 1.0 \lambda$$.
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\[ G_{\text{Helm}} = G(z, z_i, r(i)) \cdot \text{Helm}(z_i); \]
\[ E_1(i) = \text{wi} \cdot G_{\text{Helm}} \cdot S; \quad \text{% correction term} \]
\[ E_2(i) = (-1 + i) G(z, z_i, h, r(i)) + G(z, z_i, h, r(i)) + 2 \cdot \text{io} \cdot G(z, z_i, r(i)) \cdot S; \]
\[ E(i) = E_1(i) + E_2(i); \]
\[ \text{end} \]
\[ E_{\text{app}} = E_{\text{Helm}}(z_i) \cdot \log r \cdot 2 \cdot S; \quad \text{% King-Wu approximation adjusted by Ez(z, a)} \]
\[ \text{figure; plot(r, abs(E), r, abs(Eapp), ':', r, abs(E2), '--');} \quad \text{% upper-right graph} \]

The same result can also be derived from Eq. (25.2.10) by recognizing the small-limit
\[ (z - z') e^{-jkR/R} \to \text{sign} (z - z') e^{-jk|z|} e^{-jk|z'|}, \]
which satisfies the Helmholtz identity:
\[ (\partial_{z'}^2 + k^2) \text{sign} (z - z') e^{-jk|z|} e^{-jk|z'|} = 2 \partial_{z'} \delta (z - z') \]
Combining Eqs. (25.2.13) and (25.2.14) into the Faraday equation (25.2.12), we have,
\[ \partial_\rho \partial_\rho E_z = \frac{Q(z)}{2 \pi \epsilon \rho} + \frac{j \omega \mu I(z)}{2 \pi \rho} = \frac{j}{\omega} I_0 + \frac{k^2 I(z)}{2 \pi \rho} \]
Integrating from \( \rho = a \), we obtain the small-\( \rho \) King-Wu approximation:
\[ E_z(z, \rho) = E_z(z, a) + \frac{j}{2 \pi \omega \epsilon} \int I'(z') + k^2 I(z') | \ln \frac{\rho}{a} \frac{d|z|}{d\rho} \]

Next, we discuss the King-Wu small-\( \rho \) approximation [1730, 1731]; see also McDonald [1785]. First, we note that the \( H_\phi \) and \( E_\rho \) components in Eqs. (25.2.8) and (25.2.10) were obtained by using Maxwell’s equations (25.1.2), that is, Ampère’s laws \( \partial_\rho (\rho H_\phi) = j \omega \epsilon E_\rho \) and \( j \omega \mu E_\phi = -\partial_\rho H_\phi \). We may also verify Faraday’s law, which has only a \( \phi \) component in this case:
\[ \partial_\rho E_\phi - \partial_\rho E_\rho = j \omega \mu H_\phi \]
Indeed, this can be derived from Eqs. (25.2.3), (25.2.8), and (25.2.10) by using the identity:
\[ \rho \frac{\partial}{\partial \rho} \left( e^{-jkR/R} \right) + \frac{\partial}{\partial z} \left( \frac{z - z'}{2 \pi \rho^2} e^{-jkR} \right) = -jke^{-jkR} \]

For a thin antenna, the small-\( \rho \) dependence of \( H_\phi \) is obtained by taking the limit \( \rho \to 0 \) in the right-hand side of Eq. (25.2.8). In this limit, we have \( e^{-jkR} = e^{-jk|z'|} \), which is recognized as the Green’s function of the one-dimensional Helmholtz equation discussed in Sec. 24.3 that satisfies \( (\partial_{z'}^2 + k^2) e^{-jk|z'|} = -2jk \delta (z - z') \). It follows then,
\[ -4 \pi j k \rho H_\phi(z, \rho) = \int_h^b I(z') (\partial_{z'}^2 + k^2) e^{-jk|z'|} dz' - \int_h^b I(z) (\partial_{z'}^2 + k^2) e^{-jk|z'|} dz' \]
\[ = -2jk \int_h^b I(z') \delta (z - z') dz' = -2jk I(z) \]
or, for small \( \rho \),
\[ H_\phi(z, \rho) = \frac{I(z)}{2 \pi \rho} \] (25.2.13)

Let \( Q(z) \) denote the charge density per unit \( z \)-length along the antenna, which is related to \( I(z) \) via the charge conservation equation \( I'(z) + j \omega Q(z) = 0 \). Then, the \( E_\rho \) component can be obtained from Maxwell’s equation:
\[ j \omega \epsilon E_\rho = -\partial_\rho H_\phi = -I'(z) = \frac{j \omega Q(z)}{2 \pi \rho} \]
that is, for small \( \rho \):
\[ E_\rho(z, \rho) = \frac{Q(z)}{2 \pi \epsilon \rho} \]

For longer antennas, up to about \( \lambda/20 \), the four-term approximation discussed in Sec. 24.6 can be used and leads to similar results. In this case, the following current expressions should be used:
\[ I(z) = A_1 \sin (k|z|) - \sin (kh) \] + \[ A_2 \cos (kz) - \cos (kh) \] + \[ A_3 \cos \left( \frac{kz}{4} \right) - \cos \left( \frac{kh}{4} \right) \] + \[ A_4 \cos \left( \frac{3kz}{4} \right) - \cos \left( \frac{3kh}{4} \right) \]
\[ I'(z') + k^2 I'(z') = -k^2 A_1 \sin kh - k^2 A_2 \cos kh - k^2 A_3 \cos \left( \frac{kh}{4} \right) \cos \left( \frac{3kh}{4} \right) \]
\[ -k^2 A_4 \cos \left( \frac{3kh}{4} \right) - \frac{7}{16} \cos \left( \frac{3kz}{4} \right) \]
\[ I'(0+) = I'(0-) = kA_1 \]
\[ I'(h) = I'(h) = kA_1 \cos kh - kA_2 \sin kh - \frac{1}{4} kA_3 \sin \left( \frac{kz}{4} \right) - \frac{3}{4} kA_4 \sin \left( \frac{3kz}{4} \right) \]

We observe in the upper-right figures that the maximum values of \( |E_z(z, \rho)| \) occur roughly at distance:
\[ \rho = \frac{\lambda}{20} \] (25.2.16)
and this remains roughly true for antenna lengths \(0.5 \leq l/\lambda \leq 1.3\) and radii \(0.001 \leq a/\lambda \leq 0.007\) and for a variety of distances along the antenna, such as, \(0.2h \leq z \leq 0.7h\). Thus, this distance may be taken as a rough measure of the distance beyond which the standard terms begin to take over and the sinusoidal current approximation becomes justified.

The mutual impedance formulas that we develop in succeeding sections are based on the sinusoidal assumption, and therefore, they can be used more reliably for antenna separations \(d\) that are greater than that of Eq. (25.2.16). For example, to increase one’s confidence, one could take the separations to be greater than, say, double the above value, that is, \(d \geq \lambda/10\).

### 25.3 Self and Mutual Impedance

The mutual coupling between antennas cannot be ignored if the antennas are near each other. The mutual impedance is a measure of such proximity effects [2,1799–1811].

Consider two parallel center-driven linear dipoles, as shown in Fig. 25.3.1. Their distance along the \(x\)-direction is \(d\) and their centers are offset by \(b\) along the \(z\)-direction.

If antenna-1 is driven and antenna-2 is open-circuited, the near field generated by the current on antenna-1 will cause an open-circuit voltage, say \(V_{21,oc}\) on antenna-2. The mutual impedance of antenna-2 due to antenna-1 is defined to be:

\[
Z_{21} = \frac{V_{21,oc}}{I_1}
\]  

(25.3.1)

where \(I_1\) is the input current on antenna-1. Reciprocity implies that \(Z_{12} = Z_{21}\). More generally, if both antennas are driven, then, the relationship of the driving voltages to the input currents is given by:

\[
\begin{align*}
V_1 &= Z_{11}I_1 + Z_{12}I_2 \\
V_2 &= Z_{21}I_1 + Z_{22}I_2
\end{align*}
\]  

(25.3.2)

The quantities \(Z_{11}, Z_{22}\) are the self impedances of the two antennas and are approximately equal to the input impedances of the isolated antennas, that is, when the other antenna is absent. If antenna-2 is open-circuited, so that \(I_2 = 0\), then the second of Eqs. (25.3.2) gives (25.3.1).

In order to derive convenient expressions that allow the calculation of the mutual and self impedances, we use the reciprocity result given in Eq. (24.5.6) for the short-circuit current and open-circuit voltage induced on a receiving antenna in the presence of an incident field.

If antenna-2 is open-circuited and the \(z\)-component of the electric field generated by antenna-1 and incident on antenna-2 is \(E_{21}(z)\), then according to Eq. (24.5.6), the induced open-circuit voltage will be:

\[
V_{21,oc} = -\frac{1}{I_2} \int_{-h_2}^{h_2} E_{21}(z) I_2(z) \, dz
\]  

(25.3.3)

where \(h_2 = l_2/2\), and \(I_1(z), I_2 = I_2(0)\) are the current and input current on antenna-2 when it is transmitting. It follows from definition (25.3.1) that:

\[
Z_{21} = \frac{V_{21,oc}}{I_1} = -\frac{1}{I_1 I_2} \int_{-h_2}^{h_2} E_{21}(z) I_2(z) \, dz
\]  

(25.3.4)

Assuming that the currents are sinusoidal,

\[
I_1(z) = I_1 \sin\left(k(h_1 - |z|)\right) = I_{m1} \sin\left(k(h_1 - |z|)\right)
\]

\[
I_2(z) = I_2 \sin\left(k(h_2 - |z|)\right) = I_{m2} \sin\left(k(h_2 - |z|)\right)
\]

then, according to Eq. (25.1.9) the electric field \(E_{21}(z)\) along antenna-2 will be:

\[
E_{2}(z) = -\frac{j\eta I_{m1}}{4\pi} \left[ \frac{e^{-jkR_1}}{R_1} + \frac{e^{-jkR_2}}{R_2} - 2 \cos kh_1 \frac{e^{-jkR_0}}{R_0} \right]
\]  

(25.3.5)

where \(-h_2 \leq z \leq h_2\), and \(R_1, R_2, R_0\) are defined in Fig. 25.3.1:

\[
R_0 = \sqrt{d^2 + (z + b)^2}
\]

\[
R_1 = \sqrt{d^2 + (z + b - h_1)^2}
\]

\[
R_2 = \sqrt{d^2 + (z + b + h_1)^2}
\]  

(25.3.6)

Inserting Eq. (25.3.5) into (25.3.4) and rearranging some constants, we find the final expression for the mutual impedance \(Z_{21}\):

\[
Z_{21} = \frac{j\eta}{4\pi \sin kh_1 \sin kh_2} \int_{-h_2}^{h_2} F(z) \, dz
\]  

(25.3.7)
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\[
F(z) = \left[ \frac{e^{-jkR_1}}{R_1} + \frac{e^{-jkR_2}}{R_2} - 2 \cos kh_1 \frac{e^{-jkR_0}}{R_0} \right] \sin(k(h_2 - |z|))
\]  
(25.3.8)

This is the mutual impedance referred to the input terminals of the antennas. If one or both of the antennas have lengths that are multiples of \( \lambda \), then one or both of the denominator factors \( \sin kh_1 \), \( \sin kh_2 \) will vanish resulting in an infinite value for the mutual impedance.

This limitation is caused by the sinusoidal current assumption. We saw in Chap. 24 that the actual input currents are not zero in a real antenna. On the other hand, in most applications of Eq. (25.3.7) the lengths differ slightly from half-wavelength for which the sinusoidal approximation is good.

The definition (25.3.4) can also be referred to the maximum currents by normalizing by the factor \( I_{m1}I_{m2} \), instead of \( I_1I_2 \). In this case, the mutual impedance is

\[
Z_{21m} = Z_{21} \sin kh_1 \sin kh_2 \text{, that is,}
\]

\[Z_{21m} = \frac{jn}{4\pi} \int_{-h_2}^{h_2} F(z) \, dz\]  
(25.3.9)

The self-impedance of a single antenna can be calculated also by the same formula (25.3.7). Evaluating the near-field on the surface of the single antenna, that is, at \( d = a \), where \( a \) is the antenna radius, and setting \( h_2 = h_1 \) and \( b = 0 \) in Eq. (25.3.6), we find:

\[
Z_{11} = -\frac{1}{R_1} \int_{-h_1}^{h_1} E_{11}(z)I_1(z) \, dz = \frac{jn}{4\pi} \int_{-h_1}^{h_1} F(z) \, dz
\]  
(25.3.10)

\[
F(z) = \left[ \frac{e^{-jkR_1}}{R_1} + \frac{e^{-jkR_2}}{R_2} - 2 \cos kh_1 \frac{e^{-jkR_0}}{R_0} \right] \sin(k(h_2 - |z|))
\]  
(25.3.11)

\[
R_0 = \sqrt{a^2 + z^2}, \quad R_1 = \sqrt{a^2 + (z - h_1)^2}, \quad R_2 = \sqrt{a^2 + (z + h_1)^2}
\]  
(25.3.12)

The MATLAB function \texttt{imped} implements Eq. (25.3.7), as well as (25.3.10). It returns both \( Z_{21} \) and \( Z_{21m} \) and has usage:

\[
\begin{align*}
\text{[Z21,Z21m]} & = \text{imped(L2,L1,d,b)} & \% \text{ mutual impedance of dipole 2 due to dipole 1} \\
\text{[Z21m]} & = \text{imped(L2,L1,d)} & \% \text{b = 0, side-by-side arrangement} \\
\text{[Z, Zm]} & = \text{imped(L,a)} & \% \text{self impedance}
\end{align*}
\]

where all the lengths are in units of \( \lambda \). The function uses 16-point Gauss-Legendre integration, implemented with the help of the function \texttt{quad}, to perform the integral in Eq. (25.3.7).

In evaluating the self-impedance of an antenna with a small radius, the integrand \( F(z) \) varies rapidly around \( z = 0 \). To maintain accuracy in the integration, we split the integration interval into three subintervals, as we mentioned in Sec. 24.10.

**Example 25.3.1:** Because the function \texttt{imped} uses an even length (that is, 16) for the Gauss-Legendre integration, the integrand \( F(z) \) is never evaluated at \( z = 0 \), even if the antenna radius is zero. This allows us to estimate the self-impedance of an infinitely thin half-wavelength antenna by setting \( L = 0.5 \) and \( a = 0 \):

\[
Z = \text{imped}(0.5,0) = 73.0790 + 42.5151j \ \Omega
\]

Similarly, for radii \( a = 0.001\lambda \) and \( 0.005\lambda \), we find:

\[
\begin{align*}
Z & = \text{imped}(0.5,0.001) = 73.0784 + 42.2107j \ \Omega \\
Z & = \text{imped}(0.5,0.005) = 73.0642 + 40.6319j \ \Omega
\end{align*}
\]

A resonant antenna is obtained by adjusting the length \( L \) such that the reactance part of \( Z \) becomes zero. The resonant length depends on the antenna radius. For zero radius, this length is \( L = 0.48574823 \) and the corresponding impedance, \( Z = 67.1843 \ \Omega \).

**Example 25.3.2:** Consider two identical parallel half-wavelength dipoles in side-by-side arrangement separated by distance \( d \). The antenna radius is \( a = 0.001 \) and therefore, its self impedance is as in the previous example. If antenna-1 is driven and antenna-2 is parasitic, that is, short-circuited, then Eq. (25.3.2) gives:

\[
V_1 = Z_{11}I_1 + Z_{12}I_2 \\
0 = Z_{21}I_1 + Z_{22}I_2
\]

Solving the second for the parasitic current \( I_2 = -I_1Z_{21}/Z_{22} \) and substituting in the first, we obtain driving-point impedance of the first antenna:

\[
Z_{in} = \frac{V_1}{I_1} = Z_{11} - \frac{Z_{12}Z_{21}}{Z_{22}} = Z_{11} \left( 1 - \frac{Z_{21}}{Z_{11}} \right)
\]

where we used \( Z_{12} = Z_{21} \) and \( Z_{22} = Z_{11} \). The ratio \( Z_{21}/Z_{11} \) quantifies the effect of the coupling and the deviation of \( Z_{in} \) from \( Z_{11} \). For example, we find the values:

\[
\begin{array}{ccccccccccc}
d & 0.125\lambda & 0.25\lambda & 0.50\lambda & 0.75\lambda & 1.00\lambda \\
\frac{|Z_{21}/Z_{11}|^2}{|Z_{21}/Z_{11}|^2} & 0.58 & 0.35 & 0.15 & 0.08 & 0.05
\end{array}
\]

Thus, the ratio decreases rapidly with increasing distance \( d \). Fig. 25.3.2 shows a plot of \( Z_{21} \) versus distance \( d \).

For separations \( d \) that are much larger than the antenna lengths, the impedance \( Z_{21} \) falls like \( 1/d \). Indeed, it follows from Eq. (25.3.6) that for large \( d \), all three distances \( R_0, R_1, R_2 \) become equal to \( d \). Therefore, (25.3.8) tends to:

\[
F(z) \to \frac{e^{-jkd}}{d} (2 - 2 \cos kh_1) \sin(k(h_2 - |z|))
\]

which, when inserted into (25.3.7), gives the asymptotic form:

\[
Z_{21} \to \frac{jn}{4\pi \sin kh_1 \sin kh_2} \left( 1 - \cos kh_1 \right) \left( 1 - \cos kh_2 \right) \frac{e^{-jkd}}{kd}, \text{ for large } d
\]  
(25.3.13)

The envelope of this asymptotic form was superimposed on the graph of Fig. 25.3.2. The oscillatory behavior of \( Z_{21} \) with distance is essentially due to the factor \( e^{-jkd} \).
The input impedance (25.3.10) deserves a closer look. Replacing the exponential integrals in (25.3.16) in terms of their real and imaginary parts,

\[ E_i(\mathrm{ju}) = -y - \ln u + C_{\mathrm{in}}(u) + j\left(S_i(u) - \frac{\pi}{2}\right) \]

as defined in Eq. (G.5), then (25.3.10) can be expressed in the following form, where we set \( Z_{11} = Z_{\mathrm{in}} = R_{\mathrm{in}} + jX_{\mathrm{in}}, h_1 = h, \) and \( l = 2h: \)

\[ Z_{\mathrm{in}} = R_{\mathrm{in}} + jX_{\mathrm{in}} = \frac{\eta}{2\pi} \left( A + jB \right) \]  \hspace{1cm} (25.3.17)

With the definitions \( I_\pm = \sqrt{a^2 + h^2} \pm h \) and \( L_\pm = \sqrt{a^2 + 4h^2} \pm 2h, \) we obtain:

\[ A = C_{\mathrm{in}}(kL_+) + C_{\mathrm{in}}(kL_-) - 2C_{\mathrm{in}}(ka) \]

\[ + \frac{1}{2} \cos kl \left[ 2C_{\mathrm{in}}(kL_+) - C_{\mathrm{in}}(kL_-) + 2C_{\mathrm{in}}(kL_-) - C_{\mathrm{in}}(kL_+) - 2C_{\mathrm{in}}(ka) \right] \]  \hspace{1cm} (25.3.18)

\[ + \frac{1}{2} \sin kl \left[ 2S_i(kL_-) - S_i(kL_+) + S_i(kL_+) - S_i(kL_-) - 2S_i(ka) \right] \]

\[ B = S_i(kL_+) + S_i(kL_-) - 2S_i(ka) \]

\[ + \frac{1}{2} \cos kl \left[ 2S_i(kL_-) - S_i(kL_+) + 2S_i(kL_+) - S_i(kL_-) - 2S_i(ka) \right] \]

\[ + \frac{1}{2} \sin kl \left[ 2C_{\mathrm{in}}(kL_-) - C_{\mathrm{in}}(kL_+) + C_{\mathrm{in}}(kL_+) - 2C_{\mathrm{in}}(kL_-) + 2 \ln \left( \frac{aL_+}{L_-} \right) \right] \]  \hspace{1cm} (25.3.19)

These expressions simplify substantially if we assume that the radius \( a \) is small, as is the case in practice. In particular, assuming that \( ka \ll 1 \) and \( a \ll h, \) the quantities \( I_\pm \) and \( L_\pm \) can be approximated by:

\[ I_\pm \approx 2h = I, \quad L_\pm \approx \frac{a^2}{L} = \frac{a^2}{l} \]  \hspace{1cm} (25.3.20)

Noting that \( S_i(x) \) and \( C_{\mathrm{in}}(x) \) vanish at \( x = 0, \) we may neglect all the terms whose arguments are \( kL_-, kL_+, \) or \( ka, \) and replace \( kL_\pm = kl \) and \( kL_\pm = 2kl, \) obtaining:

\[ A = C_{\mathrm{in}}(kl) + \frac{1}{2} \cos kl \left[ 2C_{\mathrm{in}}(kl) - C_{\mathrm{in}}(2kl) \right] + \frac{1}{2} \sin kl \left[ S_i(2kl) - 2S_i(kl) \right] \]  \hspace{1cm} (25.3.21)

\[ B = S_i(2kl) + \frac{1}{2} \cos kl \left[ 2S_i(kl) - S_i(2kl) \right] + \frac{1}{2} \sin kl \left[ 2C_{\mathrm{in}}(kl) - C_{\mathrm{in}}(2kl) + 2 \ln \left( \frac{2a}{l} \right) \right] \]  \hspace{1cm} (25.3.22)

We note that \( A \) is independent of the radius \( a \) and leads to the same expression for the radiation resistance that we found in Sec. 17.3 using Poynting methods.

An additional approximation can be made for the case of a small dipole. Assuming that \( kh \ll 1, \) in addition to \( ka \ll 1 \) and \( a \ll h, \) we may expand each of the above terms.
into a Taylor series in the variable $kh$ using the following Taylor series expansions of the functions $S_i(x)$ and $C_m(x)$:

$$S_i(x) = x - \frac{1}{18}x^3 + \frac{1}{600}x^5, \quad C_m(x) = \frac{1}{4}x^2 - \frac{1}{96}x^4 + \frac{1}{4320}x^6 \quad (25.3.23)$$

Such expansions, lead to the following input impedance $Z = R + jX$ to the lowest non-trivial order in $kf$:

$$Z_{in} = R_{in} + jX_{in} = \frac{\eta}{2\pi} \left[ \frac{1}{12} (kl)^2 + j \frac{4(1 + L)}{kl} \right] \quad (\text{small dipole}) \quad (25.3.24)$$

where $L = \ln(2a/l)$. The resistance $R$ is identical to that obtained using the Poynting method and assuming a linear approximation to the sinusoidal antenna current, which is justified when $kh \ll 1$:

$$I(z) = I_0 \sin(k(h - |z|))/\sin(kh) \approx I_0 \frac{k(h - |z|)}{kh} = I_0 \left(1 - \frac{|z|}{H}\right) \quad (25.3.25)$$

### 25.4 Coupled Two-Element Arrays

Next, we consider a more precise justification of Eq. (25.3.2) and generalize it to the case of an arbitrary array of parallel linear antennas. Fig. 25.4.1 shows two $x$-directed parallel dipoles with centers at locations $(x_1, y_1)$ and $(x_2, y_2)$.

We assume that the dipoles are center-driven by the voltage generators $V_1, V_2$. Let $I_1(z), I_2(z)$ be the currents induced on the dipoles by the generators and by their mutual interaction, and let $h_1, h_2$ be the half-lengths of the antennas, and $a_1, a_2$, their radii. Then, assuming the thin-wire model, the total current density will have only a z-component given by:

$$J_z(x', y', z') = I_1(z') \delta(x' - x_1) \delta(y' - y_1) + I_2(z') \delta(x' - x_2) \delta(y' - y_2) \quad (25.4.1)$$

![Fig. 25.4.1 Array of two linear antennas.](image)

It follows that the magnetic vector potential will be:

$$A_z(z, \rho) = \frac{\mu}{4\pi} \int e^{-jKR} J_z(x', y', z') dx' dy' dz', \quad R = |r - r'|$$

where $\rho = x\hat{x} + y\hat{y}$ is the cylindrical radial vector. Inserting (25.4.1) and performing the $x', y'$ integrations, we obtain:

$$A_z(z, \rho) = \frac{\mu}{4\pi} \int e^{-jKR} I_1(z') dz' + \frac{\mu}{4\pi} \int e^{-jKR} I_2(z') dz'$$

$$\quad (25.4.2)$$

where, as shown in Fig. 25.4.1, $R_1$ and $R_2$ are the distances from the $z'$ point on each antenna to the $(x, y, z)$ observation point, that is,

$$R_1 = \sqrt{(z - z')^2 + (x - x_1)^2 + (y - y_1)^2} = \sqrt{(z - z')^2 + |\rho - d_1|^2} \quad (25.4.3)$$

$$R_2 = \sqrt{(z - z')^2 + (x - x_2)^2 + (y - y_2)^2} = \sqrt{(z - z')^2 + |\rho - d_2|^2} \quad (25.4.3)$$

where $d_1 = (x_1, y_1)$ and $d_2 = (x_2, y_2)$ are the $xy$-locations of the antenna centers. The $z$-component of the electric field generated by the two antenna currents will be:

$$j\omega \mu E_z(z, \rho) = (\zeta_z^2 + k^2) A_z(z, \rho)$$

Working with the rescaled vector potential $V(z, \rho) = 2eA_z(z, \rho)$, we rewrite:

$$V(z, \rho) = \frac{j\eta}{2\pi} \int e^{-jKR} I_1(z') dz' + \frac{j\eta}{2\pi} \int e^{-jKR} I_2(z') dz' \quad (25.4.4)$$

$$= (\zeta_z^2 + k^2) V(z, \rho) = -2k E_z(z, \rho) \quad (25.4.5)$$

Denoting by $V_1(z)$ and $V_2(z)$ the values of $V(x, y, z)$ on the surfaces of antenna-1 and antenna-2, we obtain from Eq. (25.4.4):

$$V_1(z) = V_{11}(z) + V_{12}(z)$$

$$V_2(z) = V_{21}(z) + V_{22}(z) \quad (25.4.6)$$

The $z$-components of the electric fields induced on the surfaces of antenna-1 and antenna-2 are obtained by applying Eq. (25.4.5) to each term of (25.4.6):

$$E_1(z) = E_{11}(z) + E_{12}(z) \quad (25.4.7)$$

$$E_2(z) = E_{21}(z) + E_{22}(z)$$

where we defined, for $p, q = 1, 2$:

$$V_{pq}(z) = \frac{j\eta}{2\pi} \int e^{-jR_{pq}} G_{pq}(z - z') I_q(z') dz' \quad (25.4.8)$$

and the impedance kernels:

$$G_{pq}(z - z') = \frac{e^{-jR_{pq}}}{R_{pq}}, \quad R_{pq} = \sqrt{(z - z')^2 + d_{pq}^2} \quad (25.4.9)$$
25.4. Coupled Two-Element Arrays

If \( p \neq q \), then \( d_{pq} \) is the xy-distance between the antennas, and if \( p = q \), it is the radius of the corresponding antenna, that is,

\[
d_{12} = d_{21} = |\mathbf{d}_1 - \mathbf{d}_2| = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}
\]

\[
d_{11} = a_1, \quad d_{22} = a_2
\]  

(25.4.10)

Thus, \( V_{pq}(z) \) and \( E_{pq}(z) \) are the vector potential and the z-component of the electric field induced on antenna-\( p \) by the current \( I_q(z) \) on antenna-\( q \). To clarify these definitions, Fig. 25.4.2 shows a projected view of Fig. 25.4.1 on the xy plane. The point \( P \) with radial vector \( \mathbf{p} \) is the projection of the observation point \((x, y, z)\). When \( P \) coincides with a point, such as \( P_2 \), on the surface of antenna-\( 2 \) defined by the radial vector \( \mathbf{p}_2 \), then the distance \( (P_2 \ O_2) = |\mathbf{p}_2 - \mathbf{d}_2| \) will be equal to the antenna radius \( a_2 \), regardless of the location of \( P_2 \) around the periphery of the antenna.

On the other hand, the distance \((P_2 \ O_1) = |\mathbf{p}_2 - \mathbf{d}_1| \) varies with \( P_2 \). However, because \( |\mathbf{p}_2 - \mathbf{d}_1| \) is typically \( d_{12} \gg a_2 \), such variation is minor and we may replace \( |\mathbf{p}_2 - \mathbf{d}_1| \) by \( |\mathbf{d}_2 - \mathbf{d}_1| \). Thus, in evaluating \( V(z, \mathbf{p}) \) on antenna-\( 2 \), we may use Eq. (25.4.4) with \( R_1, R_2 \) defined by:

\[
R_1 = \sqrt{(z - z')^2 + |\mathbf{d}_2 - \mathbf{d}_1|^2} = \sqrt{(z - z')^2 + d_{12}^2}
\]

\[
R_2 = \sqrt{(z - z')^2 + |\mathbf{p}_2 - \mathbf{d}_2|^2} = \sqrt{(z - z')^2 + a_2^2}
\]  

(25.4.11)

![Fig. 25.4.2 Array of two linear antennas.](image)

Now, on the surface of the first antenna, the electric field \( E_z \) must cancel the field of the delta-gap generator in order for the total tangential field to vanish, that is, \( E_1(z) = -E_{1\mathrm{in}}(z) = -V_1 \delta(z) \). Similarly, on the surface of the second antenna, we must have \( E_2(z) = -E_{2\mathrm{in}}(z) = -V_2 \delta(z) \). Then, Eq. (25.4.7) becomes:

\[
E_{11}(z) + E_{12}(z) = E_1(z) = -V_1 \delta(z)
\]

\[
E_{21}(z) + E_{22}(z) = E_2(z) = -V_2 \delta(z)
\]  

(25.4.12)

Combining these with the Eq. (25.4.8), we obtain the coupled version of the Hallén-Pocklington equations:

\[
(\partial_z^2 + k^2) \left[ V_{11}(z) + V_{12}(z) \right] = 2kV_1 \delta(z)
\]

\[
(\partial_z^2 + k^2) \left[ V_{21}(z) + V_{22}(z) \right] = 2kV_2 \delta(z)
\]  

(25.4.13)

We will solve these numerically in Sec. 25.7. Next, we derive Eq. (25.3.2). According to definitions (25.3.4) and (25.3.10), the mutual impedance between antenna-\( p \) and antenna-\( q \) can be restated as follows, for \( p, q = 1, 2 \):

\[
Z_{pq} = -\frac{1}{I_P I_q} \int_{-h_p}^{h_p} E_{pq}(z) I_P(z) dz
\]  

(25.4.14)

and, more explicitly:

\[
Z_{11} = -\frac{1}{I_1 I_1} \int_{-h_1}^{h_1} E_{11}(z) I_1(z) dz, \quad Z_{12} = -\frac{1}{I_1 I_2} \int_{-h_1}^{h_1} E_{12}(z) I_1(z) dz
\]

\[
Z_{21} = -\frac{1}{I_2 I_1} \int_{-h_2}^{h_2} E_{21}(z) I_2(z) dz, \quad Z_{22} = -\frac{1}{I_2 I_2} \int_{-h_2}^{h_2} E_{22}(z) I_2(z) dz
\]

Using these definitions and Eq. (25.4.12), we find:

\[
Z_{11} I_1 + Z_{12} I_2 = -\frac{1}{I_1} \int_{-h_1}^{h_1} [E_{11}(z) + E_{12}(z)] I_1(z) dz
\]

\[
= -\frac{1}{I_1} \int_{-h_1}^{h_1} [-V_1 \delta(z)] I_1(z) dz = \frac{1}{I_1} V_1 I_1(0) = V_1
\]

where, by definition, \( I_1(0) = I_1 \). Similarly, we can show the second of Eq. (25.3.2).

The mutual impedance defined in Eq. (25.4.14) actually satisfies the reciprocity symmetry condition, \( Z_{pq} = Z_{qp} \). To write it in a form that shows this condition explicitly, we replace \( E_{pq}(z) \) by (25.4.8) and obtain the alternative symmetric form:

\[
Z_{pq} = \frac{j \eta}{4 \pi k} \int_{-h_p}^{h_p} \int_{-h_q}^{h_q} \frac{I_P(z) I_q(z')}{I_P I_q} (\partial_z^2 + k^2) G_{pq}(z - z') dz dz'
\]  

(25.4.15)

If we assume that the currents are sinusoidal, that is, for \( p = 1, 2 \),

\[
I_P(z) = I_P \frac{\sin(k h_p - |z|)}{\sin k h_p}
\]  

(25.4.16)

then, in Eq. (25.4.15) the ratios \( I_P(z) / I_P \) and hence \( Z_{pq} \) become independent of the input currents at the antenna terminals and depend only on the geometry of the antennas.

25.5 Arrays of Parallel Dipoles

The above results on two antennas generalize in a straightforward fashion to several antennas. Fig. 25.5.1 depicts the case of \( K \) parallel dipoles in side-by-side arrangement with centers at positions \((x_1, y_1)\), and driving voltages, lengths, half-lengths, and radii, \( V_p, I_p, \ell_p, \alpha_p, \) where \( p = 1, 2, \ldots, K \).

Assuming sinusoidal currents as in Eq. (25.4.16), we define the mutual impedances \( Z_{pq} \) by Eq. (25.4.14) or (25.4.15), where \( p, q \) take on the values \( p, q = 1, 2, \ldots, K \). The
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Hallén-Pocklington equations (25.4.13) generalize into:

\[
(\partial_z^2 + k^2) \sum_{q=1}^{K} V_{pq}(z) = -2k \sum_{q=1}^{K} E_{pq}(z) = 2kV_p \delta(z) , \quad p = 1, 2, \ldots, K
\]  

(25.5.1)

where \( V_{pq}(z) \) is defined by Eqs. (25.4.8) and (25.4.9). The mutual distances are:

\[
d_{pq} = \begin{cases} \sqrt{(x_p - x_q)^2 + (y_p - y_q)^2}, & \text{if } p \neq q \\ a_p, & \text{if } p = q \end{cases}
\]

(25.5.2)

Multiplying Eq. (25.5.1) by \( I_p(z) \) and integrating along the length of the \( p \)th antenna, and using the mutual impedance definitions (25.4.14), we obtain the generalization of Eq. (25.3.2) to the case of \( K \) antennas:

\[
V_p = \sum_{q=1}^{K} Z_{pq} I_q , \quad p = 1, 2, \ldots, K
\]

(25.5.3)

where \( I_q \) is the input current at the center of the \( q \)th antenna. Eq. (25.5.3) may be written in a compact matrix form:

\[
V = ZI
\]

(25.5.4)

where \( Z \) is the impedance matrix. For example, in the case \( K = 4 \), we have:

\[
V = \begin{bmatrix} V_1 \\ V_2 \\ V_3 \\ V_4 \end{bmatrix} = \begin{bmatrix} Z_{11} & Z_{12} & Z_{13} & Z_{14} \\ Z_{21} & Z_{22} & Z_{23} & Z_{24} \\ Z_{31} & Z_{32} & Z_{33} & Z_{34} \\ Z_{41} & Z_{42} & Z_{43} & Z_{44} \end{bmatrix} \begin{bmatrix} I_1 \\ I_2 \\ I_3 \\ I_4 \end{bmatrix} = ZI
\]

We note that \( Z \) is a symmetric matrix, \( Z = Z^T \), as a consequence of the reciprocity relations \( Z_{pq} = Z_{qp} \).

Given the driving voltages \( V_p \), Eq. (25.5.4) may be solved for the input currents \( I_p \), which completely define the assumed sinusoidal currents \( I_p(z) \) of Eq. (25.4.16). From the knowledge of the currents \( I_p(z) \), one can obtain the radiation pattern of the array. Indeed, the radiation fields are obtained from Eq. (17.1.6), that is,

\[
E = \hat{\theta} E_\theta = \hat{\phi} E_\phi = \hat{z} E_z = \hat{\theta} jk \eta e^{-jk \theta} F_z (\theta, \phi) \sin \theta
\]

(25.5.5)

\[
H = \hat{\theta} H_\theta = \hat{\phi} H_\phi = \hat{z} H_z = \hat{\theta} jk \eta e^{-jk \theta} F_z (\theta, \phi) \sin \theta
\]

(25.5.5)

where the radiation vector \( F = 2F_z \) has only a \( z \)-component given by:

\[
F_z (\theta, \phi) = \int_{V} J_z(r') e^{jkrr'} dr'
\]

(25.5.6)

But, in the thin-wire approximation, the total current density of the array is:

\[
J_z(x, y) = \sum_{p} \delta(x - x_p) \delta(y - y_p)
\]

Inserting this into Eq. (25.5.6) and performing the \( x', y' \) integrations, we obtain:

\[
F_z (\theta, \phi) = \sum_{p} e^{jkx_p jky_p} \int_{V} J_z(r') e^{jkrr'} dr'
\]

(25.5.7)

Using Eq. (25.4.16) for \( I_p(z) \) and replacing \( k_x = k \cos \theta \), we obtain:

\[
F_z (\theta, \phi) = \sum_{p=1}^{K} \frac{2I_p}{k \sin kh_p (\cos k_h p \cos \theta)} \cos (kh_p \cos \theta) \frac{\cos (kh_p \cos \phi)}{\sin \theta}
\]

(25.5.8)

The radiation intensity is given, in general, by Eq. (16.1.4):

\[
U(\theta, \phi) = \frac{\eta k^2}{32 \pi^2} \left| \sin \theta F_z (\theta, \phi) \right|^2
\]

(25.5.9)

Thus, the normalized gain of the array will be, up to a proportionality constant:

\[
g(\theta, \phi) = \sum_{p=1}^{K} \frac{I_p \cos (kh_p \cos \theta)}{\sin kh_p \sin \theta} e^{jk \sin \theta (x_p \cos \phi + y_p \sin \phi)}
\]

(25.5.9)
special case of identical antennas, Eq. (25.5.9) factors as usual into an array factor and an element factor:

\[ g(\theta, \phi) = \left| \sum_{p=1}^{K} I_p e^{ik \sin \theta (x_p \cos \phi + y_p \sin \phi)} \right|^2 \left| \frac{\cos(kh \cos \theta) - \cos k h}{\sin k \sin \theta} \right|^2 \]

The MATLAB function `impedmat` calculates the \( K \times K \) mutual impedance matrix \( Z \) of such an array, given the antenna lengths and radii, \( l_p, a_p \), and the coordinates \((x_p, y_p)\), for \( p = 1, 2, \ldots, K \). It has usage:

\[ Z = \text{impedmat}(L, a, d); \quad \text{mutual impedance matrix of array of parallel dipoles} \]

where all the lengths must be given in units of \( \lambda \). It calls `imp` to calculate the individual matrix elements \( Z_{pq} \).

The input parameters \( L, a, d \) are the vectors of antenna lengths, antenna radii, and \((x_p, y_p)\) pairs, or the \( x_p \) positions, if the array is along the \( x \)-axis:

\[ L = \begin{bmatrix} L_1 \\ L_2 \\ \vdots \\ L_K \end{bmatrix}, \quad a = \begin{bmatrix} a_1 \\ a_2 \\ \vdots \\ a_K \end{bmatrix}, \quad d = \begin{bmatrix} x_1, y_1 \\ x_2, y_2 \\ \vdots \\ x_K, y_K \end{bmatrix} \] or \[ L = \begin{bmatrix} l_1 \\ l_2 \\ \vdots \\ l_K \end{bmatrix}, \quad a = \begin{bmatrix} a_1 \\ a_2 \\ \vdots \\ a_K \end{bmatrix}, \quad d = \begin{bmatrix} l_1, l_1 \\ l_2, l_1 \\ \vdots \\ l_K, l_1 \end{bmatrix} \]

The MATLAB function `gain2s` calculates the \( E \)-plane and \( H \)-plane array gains using Eq. (25.5.9) and assumes that the input currents \( I_p \) have been obtained by solving Eq. (25.5.4). It has usage:

\[ [\text{ge}, \text{gh}, \text{th}] = \text{gain2s}(L, d, I, N, \text{ph0}); \quad \text{gain of 2D array of dipoles with sinusoidal currents} \]
\[ [\text{ge}, \text{gh}, \text{th}] = \text{gain2s}(L, d, I, N); \quad \text{equivalent to} \ \text{ph0} = 0 \]

where the input parameters \( L, a \) have the same meaning as in `impedmat`, and \( I \) is the vector of input currents \( I = [I_1, I_2, \ldots, I_K] \). The output angle parameter \( \text{th} \) is either the polar or the azimuthal angle and takes \( N \) equally-spaced values in the interval \([0, 2\pi]\).

The \( H \)-plane gain \( g_H(\phi) \) is defined to be the azimuthal gain on the \( xy \)-plane corresponding to \( \theta = \pi/2 \), and the \( E \)-plane gain \( g_E(\theta) \) is defined to be the polar gain on any fixed azimuthal plane \( \phi = \phi_0 \), that is,

\[ g_H(\phi) = g(\pi/2, \phi), \quad 0 \leq \phi \leq 2\pi \]
\[ g_E(\theta) = g(\theta, \phi_0), \quad 0 \leq \theta \leq 2\pi \]

(25.5.10)

Note that by allowing \( \theta \) to vary over \([0, 2\pi]\), the \( E \)-plane gain can give both the forward and backward gain. The polar angle range \([0, \pi]\) covers the forward direction \( \phi = \phi_0 \), whereas, the range \([\pi, 2\pi]\) covers the backward direction \( \phi = \phi_0 + \pi \), that is, we have the equivalence:

\[ g(\theta, \phi_0) = g(\theta - \pi, \phi_0 + \pi), \quad \pi \leq \theta \leq 2\pi \]

This follows from the trigonometric identities:

\[ \sin(\theta - \pi) \cos(\phi_0 + \pi) = \sin \phi \cos \phi_0 \]
\[ \sin(\theta - \pi) \sin(\phi_0 + \pi) = \sin \phi \sin \phi_0 \]

Because both gains are defined over a \( 2\pi \)-angular range, they must be plotted with the MATLAB functions `abp2` and `abz2`, or in dB, with `dbp2` and `dbz2`.

**Example 25.5.1:** Three-element parasitic array. Undriven parasitic antennas located near transmitting ones can act as reflectors or directors, directing the radiation towards certain preferred directions. Fig. 25.5.2 shows an array of three half-wavelength dipoles. The geometry is the same as that of Example 22.3.3. The \( x \)-coordinates of the elements are \( d_1 = (0,0), \ d_2 = (0.5\lambda,0), \) and \( d_3 = (0,0.5\lambda) \).

![Fig. 25.5.2 Three-element array.](image)

Let \( V = [V_1, V_2, V_3]^T \) be the driving voltages of the three elements. If only element-1 is driven and the others parasitic, we may take \( V = [1, 0, 0]^T \).

If the mutual couplings between the antennas are ignored, that is, the impedance matrix \( Z \) of Eq. (25.5.4) is taken to be diagonal, then, the input currents, will be \( I = [I_1, 0, 0] \) and the parasitic elements will be completely passive as though they were absent. The radiation pattern would be that of a single half-wave dipole. In particular, the azimuthal pattern would be omnidirectional.

This is not the case if the mutual couplings are taken into account. The parasitic elements act as reflectors, reflecting the radiation back towards the active element-1. By the symmetry of the arrangement, the maximum directivity will be in the direction with azimuthal angle \( \phi = -135^\circ \). Fig. 25.5.3 shows the resulting \( H \)-plane and \( E \)-plane radiation patterns demonstrating this behavior. The dashed gains were computed by solving the coupled system of Hallé equations for the exact currents on each of the three antennas, as discussed in Example 25.7.1.

Assuming equal radii, \( a = 0.001\lambda \), the \( 3 \times 3 \) impedance matrix \( Z \) is found to be:

\[ Z = \begin{bmatrix} 73.08 + 42.21 j & -12.52 - 29.91 j & -12.52 - 29.91 j \\ -12.52 - 29.91 j & 73.08 + 42.21 j & -24.62 + 0.78 j \\ -12.52 - 29.91 j & -24.62 + 0.78 j & 73.08 + 42.21 j \end{bmatrix} \]

Then, the solution of Eq. (25.5.4) is:

\[ I = Z^{-1} V = Z^{-1} \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 0.0133 \angle -7.46^\circ \\ 0.0066 \angle 18.23^\circ \\ 0.0066 \angle 18.23^\circ \end{bmatrix} \]

The typical MATLAB code used to generate these graphs was as follows:
Example 25.5.3: One of the earliest experimental studies of parasitic reflectors was by Nagy [1803]. One of his arrangements is shown in Fig. 25.5.5 in which the driven element is at the origin and the other three elements are parasitic. The antenna lengths were
\[ l = 1.19 \text{ m}, \] and their radii \[ a = 0.395 \text{ cm}. \] The operating wavelength was \( \lambda = 2.5 \text{ meters}, \) (i.e., frequency of 120 MHz.)

Anticipating the symmetry about the 45° azimuthal plane, the \( E \)-plane gain was computed with \( \phi_0 = 45^\circ \). As expected, the polar plot shows that the maximum gain is in the backward \( \phi_0 \) direction, that is, toward \( \phi_0 + 180^\circ = 225^\circ = -135^\circ \). □

Example 25.5.2: Next, consider the case when element-one is parasitic, but elements two and three are driven by equal voltages, \( V = [0, 1, 1]^\top \). If the mutual coupling is ignored, then the two active elements act as an array which is broadside to the line joining them, that is, maximum directivity is in the 45° azimuthal direction, but with both the forward and the backward (i.e., \(-135^\circ\)) directions being equal. This pattern is shown in the upper-right graph of Fig. 22.3.4.

If the mutual couplings are taken into account, element-1 will act as a reflector, reflecting towards the \( \phi_0 = 45^\circ \) direction and reducing the gain in the opposite direction. This is demonstrated in Fig. 25.5.4. As in the previous example, the dashed gains correspond to the exact coupled Hallén solution.

Because of the identical geometry, the impedance matrix \( Z \) is the same as that of the previous example. But, the input currents are different:

\[
I = \begin{bmatrix} I_1 \\ I_2 \\ I_3 \end{bmatrix} = Z^{-1} V = Z^{-1} \begin{bmatrix} 0 \\ 1 \\ 1 \end{bmatrix} = \begin{bmatrix} 0.0133 \angle 18.23^\circ \\ 0.0173 \angle -19.04^\circ \\ 0.0173 \angle -19.04^\circ \end{bmatrix}
\]

The only change in the previous MATLAB code was to use \( V = [0, 1, 1]^\top \). □

Example 25.5.5: Four-element parasitic array.
This array was later studied theoretically by Brown [1804], using the same methods as those presented here. Brown treated monopole antennas (i.e., half dipoles above a ground plane) and therefore, the values of his mutual impedances are half of ours. The inputs to the design equations were the parameters:

\[
L = \begin{bmatrix}
0.476 \\
0.476 \\
0.476 \\
0.476
\end{bmatrix}, \quad a = \begin{bmatrix}
0.00158 \\
0.00158 \\
0.00158 \\
0.00158
\end{bmatrix}, \quad d = \begin{bmatrix}
0.000, 0.000 \\
-0.248, 0.000 \\
0.000, -0.535
\end{bmatrix}
\]

The impedance matrix elements are:

\[
Z_{11} = Z_{22} = Z_{33} = 63.42 \angle 0.65^\circ, \quad Z_{12} = Z_{14} = 26.76 \angle -123.87^\circ \\
Z_{13} = 43.56 \angle -34.69^\circ, \quad Z_{23} = Z_{34} = 24.78 \angle -141.96^\circ \\
Z_{24} = 14.74 \angle 53.15^\circ
\]

With \( V = [1,0,0,0]^T \), the solution of \( ZI = V \) is:

\[
I = \begin{bmatrix}
I_1 \\
I_2 \\
I_3 \\
I_4
\end{bmatrix} = \begin{bmatrix}
0.0135 \angle -26.26^\circ \\
0.0043 \angle 74.61^\circ \\
0.0126 \angle 110.70^\circ \\
0.0043 \angle 4.61^\circ
\end{bmatrix}
\]

and we find for the ratios:

\[
\frac{I_2}{I_1} = 0.3180 \angle 100.87^\circ, \quad \frac{I_3}{I_1} = 0.9343 \angle 142.96^\circ
\]

These numerical results are in close agreement with Brown’s [1804]. The dashed Hallén gains are not shown, as in the previous examples, because they are virtually indistinguishable from the sinusoidal ones (for \( M = 40 \)).

Example 25.5.4: Coupled Dolph-Chebyshev array. In this example, we study the impact of mutual coupling on the array design methods of Chap. 23. For a typical array spacing of half-wavelength, the mutual impedance matrix is diagonally dominant and therefore, there will be some but minor impact on the design.

Fig. 25.5.7 shows a 15-element array of \( z \)-directed half-wavelength dipoles with spacing \( d = \lambda/2 \) arranged along the \( x \)-axis. The antenna radii are \( a = 0.001 \lambda \).

```
% antenna radii
a = 0.001 * ones(1,K);
% equally-spaced with
d = (0:K-1)*0.5;

% steering angle
ph0 = 120;

% vector of antenna lengths
L = 0.5 * ones(1,K);
% antenna radii
a = 0.001 * ones(1,K);
% equally-spaced with \( \lambda/2 \) spacing
% Doph design with 20-dB side lobes
V = doph(0.5, ph0, K, 20);`

% 15 x 15 impedance matrix
Z = imedmat(L,a,d);
% input currents
I = Z*V;
% gains with coupling
[ge,gh,ph] = gain2s(L,d,I,400,ph0);
figure; dbz2(ph,gh);
figure; dbp2(ph,ge);
```

A special type of parasitic array is the Yagi-Uda array shown in Fig. 25.6.1. The \( z \)-directed dipoles are arranged along the \( x \)-axis. The second dipole is driven; all others are parasitic. The first dipole has length slightly longer than that of the driven dipole, and acts as a “reflector.” The elements to the right of the driven dipole have lengths slightly shorter, and act as “directors.” The reflector and directors direct the radiation preferentially towards endfire, that is, along the \( x \)-axis.

The Yagi-Uda array is widely used as a TV reception antenna and achieves fairly good directivity with such a simple structure. Good directivity characteristics are realized with certain choices for the antenna lengths and separations. The analysis of the Yagi-Uda array follows the steps of the previous section. We assume that there are \( K \) dipoles, with the last \( K-2 \) being the directors, and that the currents are sinusoidal as in Eq. (25.4.16) because the antenna lengths are of the order of half-wavelength. Then, we compute the mutual impedance matrix \( Z \) and the input currents \( I = Z^{-1}V \). Because only the second element is driven, the vector of voltages is:

\[
V = [0, 1, 0, 0, \ldots, 0]^T
\]

Once we have the input currents \( I = [I_1, I_2, \ldots, I_K]^T \), the gain of the array is computed by Eq. (25.5.9), which simplifies into the following form because the dipoles lie along the \( x \)-axis:

\[
g(\theta, \phi) = \left| \sum_{p=1}^{K} I_p \cos(khp \cos \theta) \sin khp \sin \theta e^{jkh_p \sin \theta \cos \phi} \right|^2
\]

We assume that the lengths and separations are such that the maximum gain is towards endfire, that is, towards \( \theta = 90^\circ, \phi = 0^\circ \). The forward and backward gains, and the forward-backward or front-to-back ratio are defined as:

\[
g_f = g_{\text{max}} = g(90^\circ, 0^\circ), \quad g_b = g(90^\circ, 180^\circ), \quad R_{fb} = \frac{g_f}{g_b}
\]

It follows that the normalized gain will be \( g_n(\theta, \phi) = g(\theta, \phi)/g_f \). Integrating it over all solid angles, we obtain the beam solid angle and hence the directivity of the Yagi-Uda array:

\[
\Delta \Omega = \int_0^\pi \int_0^{2\pi} g_n(\theta, \phi) \sin \theta \, d\theta \, d\phi, \quad D = \frac{4\pi}{\Delta \Omega}
\]
In dB, the directivity and forward-backward ratio are $10 \log_{10} D$ and $10 \log_{10} R_{fb}$.

The MATLAB function `yagi` implements the above design steps. It computes the input currents $I$ as well as the directivity and forward-backward ratio. Its usage is:

```matlab
[I,D,Rfb] = yagi(L,a,d);
```

The function always assumes that the second element is the driven element and sets the value of $V$ according to Eq. (25.6.1). The double integral in Eq. (25.6.4) is done with a 16-point Gauss-Legendre quadrature integration formula for each integration variable.

**Example 25.6.1:** *Reflectors and directors.* The simplest possible Yagi-Uda array has one driven element and either one reflector and no directors, or a single director and no reflector. Fig. 25.6.2 depicts the two cases.

![Fig. 25.6.2 The simplest Yagi-Uda arrays.](image)

If the reflector is slightly longer than the driven element, and if the director is slightly shorter, then in both cases the radiation will be directed to the right, along the $x$-axis. Fig. 25.6.3 shows the resulting radiation patterns.

![Fig. 25.6.3 $H$-plane and $E$-plane gains of simple Yagi-Uda arrays.](image)

**Example 25.6.2:** *Three-element Yagi.* Here, we consider a three-element Yagi-Uda array with one reflector, one driven element, and one director. The corresponding antenna lengths, radii, and locations along the $x$-axis (with the driven element at the origin) were in units of $\lambda$:

$$L = \begin{bmatrix} 0.50 \\ 0.48 \end{bmatrix}, \quad a = \begin{bmatrix} 0.003 \\ 0.003 \end{bmatrix}, \quad d = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} -0.125 \\ 0 \\ 0.125 \end{bmatrix}$$

The mutual impedances were calculated with `impedmat`:

$$Z = \begin{bmatrix} 73.07 + 41.37j & 59.77 + 4.35j \\ 59.77 + 4.35j & 57.85 - 17.01j \end{bmatrix}$$

The typical MATLAB code that was used was:

```matlab
L = [0.50,0.50];
a = 0.003*[1,1];
d = [0.0,0.1];
Z = impedmat(L,a,d);
I = Z*[0,1]';
[ge,gh,th] = gain2s(L,d,I,400);
figure; db2z(th,gh,30,16);
figure; dbp2(th,ge,30,16);
```

The driving voltages were in the two cases: $V = [0,1]^T$ and $V = [1,0]^T$. □
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Fig. 25.6.4 Azimuthal and polar gains of three-element Yagi-Uda array.

\[
I = \begin{bmatrix}
  I_1 \\
  I_2 \\
  I_3
\end{bmatrix} = \begin{bmatrix}
-0.0290 + 0.0176j \\
0.1062 - 0.0182j \\
-0.0801 - 0.0256j
\end{bmatrix}, \quad Z_2 = \frac{V_2}{I_2} = \frac{1}{9.15 + 1.57j}
\]

The typical MATLAB code for this example was:

```matlab
L = [0.50, 0.48, 0.46];
% antenna lengths
a = 0.003369 * [1,1,1,1,1,1];
da = [-0.125, 0, 0.125];
% x-locations
[I,D,Rfb] = yagi(L,a,d);
% solve \( I \) = \( V \)
[ge,gh,th] = gain2s(L,d,I,360);
% compute gains at \( 1^\circ \) increments
M = 40;
% number of upper-half samples
[I,z] = hcoupled(L,a,d,[0,1,0],M);
% compute Hallén currents
[ge2,gh2,ph] = gain2d(L,d,I,360);
% gain of Hallén currents
figure; dbz2(th,gh,30,40);
figure; dbp2(th,ge,30,40);
```

The driving voltages were defined within `yagi` to be \( V = [0,1,0]^T \).

**Example 25.6.3: Optimized six-element Yagi.** Chen and Cheng [1818] applied King’s three-term current approximation [4] and devised procedures for optimizing the choices of the antenna lengths and separations of Yagi-Uda arrays. Fig. 25.6.5 shows the gains before and after optimization of a six-element Yagi-Uda array calculated with the functions `yagi` and `gain2s`. The antenna radii were \( a = 0.003369 \lambda \).

For the unoptimized case, the antenna lengths and x-locations were in units of \( \lambda \):

\[
L = [L_1, L_2, L_3, L_4, L_5, L_6] = [0.476, 0.452, 0.436, 0.430, 0.434, 0.430]
d = [x_1, x_2, x_3, x_4, x_5, x_6] = [-0.25, 0, 0.289, 0.695, 1.018, 1.440]
\]

Typical MATLAB code was as follows:

```matlab
L = [0.476, 0.452, 0.436, 0.430, 0.434, 0.430];
a = 0.003369 * [1,1,1,1,1,1];
da = [-0.25, 0, 0.289, 0.695, 1.018, 1.440];
[I,D,Rfb] = yagi(L,a,d);
[ge,gh,th] = gain2s(L,d,I,360);
figure; dbz2(th,gh,30,40);
figure; dbp2(th,ge,30,40);
```

The optimized directivity was 12.54 dB and the forward/backward ratio 17.6 dB.
25.7 Hallén Equations for Coupled Antennas

In Sects. 25.4 and 25.5, we developed the Hallén-Pocklington equations for coupled antennas, that is, Eqs. (25.4.8)–(25.4.9) and (25.5.1). Here, we discuss their numerical solution. On the \( p \)-th antenna, we have:

\[
(c^2 + k^2) V_p(z) = 2k V_p \delta(z), \quad p = 1, 2, \ldots, K
\]

(25.7.1)

where \( V_p \) is the driving delta-gap input and \( V_p(z) \) is the sum of the (scaled) vector potentials due to the currents on all antennas:

\[
V_p(z) = \sum_{q=0}^{K} V_{pq}(z) = \frac{jn}{2\pi} \sum_{q=0}^{K} \int_{-h_q}^{h_q} G_{pq}(z-z') I_q(z') \, dz'
\]

(25.7.2)

where we recall the definition of the impedance kernel:

\[
G_{pq}(z-z') = \frac{e^{-jkR}}{R}, \quad R = \sqrt{(z-z')^2 + d_{pq}^2}
\]

(25.7.3)

and \( d_{pq} \) are the mutual distances or radii, as defined in Eq. (25.5.2). The use of the approximate kernel in (25.7.3) is well-justified for the off-diagonal terms \((p \neq q)\) because the distances \( d_{pq} \) are typically much greater than the radii. However, for the diagonal term \((p = q)\), one could use the exact kernel given as in (24.7.10) by,

\[
G_{pp}(z-z') = \frac{2}{\pi} \int_{\pi/2}^{\pi/2} e^{-jkR} \sin \theta \, d\theta, \quad R = \sqrt{(z-z')^2 + 4a_1^2 - 4a_2^2 \sin^2 \theta}
\]

(25.7.4)

Following the discussion of Sec. 24.3, the solution of (25.7.1) is of the form:

\[
V_p(z) = C_p \cos k z + V_p \sin k |z|, \quad -h_p \leq z \leq h_p
\]

(25.7.5)

where we assumed that all the antennas are center-driven, and therefore, \( V_p(z) \) will be even in \( z \). Combining (25.7.5) with (25.7.2), we obtain the coupled system of Hallén equations, for \( p = 1, 2, \ldots, K \):

\[
\sum_{q=0}^{K} \int_{-h_q}^{h_q} G_{pq}(z-z') I_q(z') \, dz' = C_p \cos k z + V_p \sin k |z|
\]

(25.7.6)

The \( K \) constants \( C_1, C_2, \ldots, C_K \) are determined by imposing the end conditions on the \( K \) currents: \( I_p(h_p) = 0, \) for \( p = 1, 2, \ldots, K \).

To solve this system, we use a basis-function expansion of the form of Eq. (24.8.3) and apply point matching. For simplicity, we take the same number of sampling points on each antenna, \( N = 2M + 1 \). Because the antenna lengths may be different, the sample spacings will also be different. On the \( q \)-th antenna we have,

\[
z_m = m\Delta_q, \quad \Delta_q = \frac{2h_q}{2M + 1} = \frac{I_q}{N}, \quad -M \leq m \leq M
\]

(25.7.7)

The basis-function expansion for the \( q \)-th current is

\[
I_q(z') = \sum_{m=-M}^{M} I_q(z_m) B_q(z' - z_m), \quad q = 1, 2, \ldots, K
\]

(25.7.8)

We are going to use only the pulse and the triangular bases defined by Eqs. (24.8.4) and (24.11.2), respectively, with sample spacing \( \Delta = \Delta_q \). For the triangular basis, we must set \( \Delta_q = h_q / \Delta \) instead of \( \Delta_q = 2h_q / (2M + 1) \).

Inserting (25.7.8) into (25.7.6) and sampling along the \( p \)-th antenna, that is, at the points \( z_n = n\Delta_p \), for \(-M \leq n \leq M\), we obtain the discretized system:

\[
\frac{jn}{2\pi} \sum_{q=0}^{K} \sum_{m=-M}^{M} I_q(z_m) \int_{-h_q}^{h_q} G_{pq}(z_n - z') B_q(z' - z_m) \, dz' = C_p \cos k z_n + V_p \sin k |z_n|
\]

We define the \( N \times N \) impedance matrix \( Z_{pq} \) whose \( nm \)th matrix element is:

\[
Z_{pq}(n,m) = \frac{jn}{2\pi} \int_{-h_q}^{h_q} G_{pq}(z_n - z') B_q(z' - z_m) \, dz'
\]

(25.7.9)

\[
= \frac{jn}{2\pi} \int_{-h_q}^{h_q} G_{pq}(z_n - z_m - z) B_q(z) \, dz
\]

with \(-M \leq n, m \leq M\). In particular, for the pulse basis, these take the form:

\[
Z_{pq}(n,m) = \frac{jn}{2\pi} \int_{-\Delta_q/2}^{\Delta_q/2} G_{pq}(z_n - z_m - z) \, dz
\]

(25.7.10)

and, for the triangular basis:

\[
Z_{pq}(n,m) = \frac{jn}{2\pi} \int_{-\Delta_q}^{\Delta_q} (1 - |z|/\Delta_q) G_{pq}(z_n - z_m - z) \, dz
\]

(25.7.11)

Denoting \( I_q(m) = I_q(z_m) \), the discretized Hallén system becomes:

\[
\sum_{q=0}^{K} \sum_{m=-M}^{M} Z_{pq}(n,m) I_q(m) = C_p \cos k z_n + V_p \sin k |z_n|
\]

(25.7.12)

where \( p = 1, 2, \ldots, K \). And, written in a more compact form:

\[
\sum_{q=0}^{K} \frac{I_q(z)}{\sqrt{N}} = C_p c_p + V_p s_p
\]

(25.7.13)

where we defined the \( N \)-dimensional vectors:

\[
\begin{bmatrix}
I_q(1) \\
I_q(0) \\
I_q(1) \\
I_q(M)
\end{bmatrix}, \quad \begin{bmatrix}
cos k z_M \\
cos k z_0 \\
cos k z_1 \\
\vdots \\
cos k z_M
\end{bmatrix}, \quad \begin{bmatrix}
sin k z_M \\
sin k z_0 \\
sin k z_1 \\
\vdots \\
sin k z_M
\end{bmatrix}
\]

(25.7.14)
and used the even symmetry in $z$. The vectors $c_p$ and $s_p$ depend on $p$ through the sample spacing in $z_n = n\Delta_p$, $-M \leq n \leq M$.

The system (25.7.13) provides $K$ coupled matrix equations by which to determine the $K$ sampled current vectors $I_1, I_2, \ldots, I_K$ on each antenna. The $N \times N$ matrices $Z_{pq}$ are not Toeplitz, unless the antennas are identical, in which case $\Delta_p = \Delta_q$ and the $Z_{pq}(n,m)$ depends only on the difference $n - m$. Of course, for $p = q$, $Z_{pp}$ is both symmetric and Toeplitz.

However, while not Toeplitz, the matrix $Z_{pq}$ is reversal-invariant because of the property $Z_{pq}(n,m) = Z_{qp}(-n,-m)$, which follows from (Eq. 25.7.9). Therefore, the matrix system (25.7.13) can be wrapped in half by the procedure discussed in Sec. 24.9, which replaced the matrix equation (24.9.6) by (24.9.7).

Here, each $N \times N$ matrix $Z_{pq}$ is wrapped to size $(M + 1) \times (M + 1)$ by the same process. The resulting system looks identical to (25.7.13), except the currents and right-hand sides are essentially half those of (25.7.14):

$$I_q = \begin{bmatrix} I_q(0) \\ I_q(1) \\ \vdots \\ I_q(M) \end{bmatrix}, \quad c_p = \begin{bmatrix} \cos k q_0 \\ \cos k q_1 \\ \vdots \\ \cos k q_M \end{bmatrix}, \quad s_p = \begin{bmatrix} \sin k q_0 \\ \sin k q_1 \\ \vdots \\ \sin k q_M \end{bmatrix} \quad (25.7.15)$$

In particular, if all antennas are identical, then the wrapping process can be made even more efficient using the Toeplitz-Hankel properties of the wrapped matrices, as discussed in Example 24.9.1. In any case, we will assume in the sequel that the system (25.7.13) has been wrapped in half.

If the constants $C_p$ were known, the solution of the system (25.7.13) could be obtained by writing it as a single block-matrix linear system of the form:

$$ZI = CC + VS \quad (25.7.16)$$

where $Z$ is the $K \times K$ block matrix whose $pq$th block element is the $(M + 1) \times (M + 1)$ matrix $Z_{pq}$, and $C, V$ are appropriate block-diagonal matrices. The vectors $I, c, s$ are the concatenations of $I_p, c_p, s_p$. For example, in the case $K = 3$, the system (25.7.13) reads:

$$
\begin{align*}
Z_{11}I_1 + Z_{12}I_2 + Z_{13}I_3 &= C_1c_1 + V_1s_1 \\
Z_{21}I_1 + Z_{22}I_2 + Z_{23}I_3 &= C_2c_2 + V_2s_2 \\
Z_{31}I_1 + Z_{32}I_2 + Z_{33}I_3 &= C_3c_3 + V_3s_3
\end{align*}
$$

This can be written in the $3 \times 3$ block-matrix form:

$$
\begin{bmatrix}
Z_{11} & Z_{12} & Z_{13} \\
Z_{21} & Z_{22} & Z_{23} \\
Z_{31} & Z_{32} & Z_{33}
\end{bmatrix} I
= \begin{bmatrix} C_1I \\ 0 \\ 0 \end{bmatrix}
\begin{bmatrix} 0 & 0 & 0 \\ C_1I & 0 & 0 \\ 0 & C_1I & 0 \end{bmatrix}
\begin{bmatrix} c_1 \\ c_2 \\ c_3 \end{bmatrix}
+ \begin{bmatrix} V_1I \\ 0 \\ 0 \end{bmatrix}
\begin{bmatrix} 0 & V_1I & 0 \\ 0 & 0 & V_1I \end{bmatrix}
\begin{bmatrix} s_1 \\ s_2 \\ s_3 \end{bmatrix}
$$

where $I$ is the $(M + 1) \times (M + 1)$ identity matrix.

Next, we discuss the determination of the constants $C_p$. The condition $I_p(M) = 0$ can be written vectorially in the form $u^T I_p = 0$, where $u = [0, \ldots, 0, 1]^T$, as was done in Sec. 24.9. Separating the $p$th term of the $p$th equation in (25.7.13), we have:

$$Z_{pp}I_p + \sum_{q \neq p} Z_{pq}I_q = C_p c_p + V_p s_p \quad (25.7.17)$$

Solving for $I_p$ and multiplying by $u^T$, we obtain the condition:

$$u^T I_p = C_p u^T Z_{pp}^{-1} c_p + V_p u^T Z_{pp}^{-1} s_p - \sum_{q \neq p} u^T Z_{pp}^{-1} z_{pq} s_p = 0$$

Defining the quantity $u_p = Z_{pp}^{-1} u$, we solve this condition for $C_p$:

$$C_p = \frac{1}{u_p^T c_p} \left( \sum_{q \neq p} u_p^T z_{pq} I_q - V_p u_p^T s_p \right)$$

Inserting $C_p$ into Eq. (25.7.17) and rearranging terms, we obtain:

$$Z_{pp} I_p + \sum_{q \neq p} \left( I - \frac{c_p u_p^T}{c_p^T u_p} \right) Z_{pq} I_q = V_p \left( I - \frac{c_p u_p^T}{c_p^T u_p} \right) s_p \quad (25.7.18)$$

To simplify it, we define the $(M + 1) \times (M + 1)$ projection matrices:

$$P_p = I - \frac{c_p u_p^T}{c_p^T u_p}, \quad p = 1, 2, \ldots, K \quad (25.7.19)$$

Then, Eq. (25.7.18) can be written in the form:

$$Z_{pp} I_p + \sum_{q \neq p} P_p Z_{pq} I_q = V_p P_p s_p \quad (25.7.20)$$

Thus, eliminating the constants $C_p$ by enforcing the end conditions, amounts to replacing the impedance matrices $Z_{pq}$ by the projected ones:

$$Z_{pq} = \begin{cases}
Z_{pp}, & \text{if } q = p \\
P_p Z_{pq}, & \text{if } q \neq p
\end{cases} \quad (25.7.21)$$

and the term $s_p$ by the projected one, $s_p = P_p s_p$. Then, Eq. (25.7.20) can be written in the form:

$$\sum_{q=0}^K \tilde{Z}_{pq} I_q = V_p \tilde{s}_p, \quad p = 1, 2, \ldots, K \quad (25.7.22)$$

or, compactly in the block-matrix form:

$$\tilde{Z} I = V \tilde{s} \quad (25.7.23)$$

with solution:

$$I = \begin{bmatrix} I_1 \\ I_2 \\ \vdots \\ I_K \end{bmatrix} = Z^{-1} V \tilde{s} = Z^{-1} V_1 \tilde{s}_1 \begin{bmatrix} V_1 s_1 \\ V_2 s_2 \\ \vdots \\ V_K s_K \end{bmatrix} \quad (25.7.24)$$

The MATLAB function $hcoupled$ implements the above solution procedure. First, it constructs the impedance matrices $Z_{pq}$ by calculating the integrals in Eq. (25.7.9) using a 32-point Gauss-Legendre quadrature integration formula. Second, it wraps the matrices $Z_{pq}$ in half and puts them together into the block-matrix $Z$. And third, it constructs the projected matrix $\tilde{Z}$ and the solution (25.7.24). Its usage is:
\[ [I, z] = \text{hcoupled}(L, a, d, V, \text{ker}, \text{basis}); \quad \% \text{solve Hallén equations for coupled dipoles} \]

where \( L, a, d \) are the vectors of antenna lengths, radii, and xy-locations, and \( V \) is the vector of the driving voltages \( V = [V_1, V_2, \ldots, V_K] \). The parameters \( L, a, d \) have the same use as in the functions \( \text{yaq1} \) and \( \text{gain2s} \). The string input \( \text{ker} \) takes the values \('e', 'a'\) for using the exact or the approximate kernel in the computation of the diagonal elements of the impedance matrix. The \text{basis} parameter can take only the two values \('p', 't'\) for pulse or triangular basis.

The output matrix \( I \) is obtained by using the MATLAB function \( \text{reshape} \) to reshape the \((K(M+1))\)-dimensional column vector solution \((25.7.24)\) into a matrix of size \((M+1) \times K\), and then, symmetrizing it to size \((2M+1) \times K\).

A faster version of \text{hcoupled} is the function \text{hcoupled2}, which assumes that the antennas are identical. It is faster because it makes use of the Toeplitz-Hankel structure of the wrapped matrices \( Z_{pq} \) to construct them more efficiently. Its usage is:

\[ [I, z] = \text{hcoupled2}(L, a, d, V, \text{ker}, \text{basis}); \quad \% \text{Hallén equations for coupled identical dipoles} \]

where \( I \) has the same meaning as in \text{hcoupled}, but \( z \) is now a single column vector, that is, \( z_m = m\Delta p, -M \leq m \leq M \). Thus, the matrix elements of \( I \) are \( I(m, p) = I_p(z_m) \). Similarly, the \( p \)-th column of the output matrix \( z \) holds the sampled \( z \)-locations on the \( p \)-th antenna, that is, \( z(m, p) = m\Delta p \).

The output matrix \( I \) is obtained by using the MATLAB function \( \text{reshape} \) to reshape the \((K(M+1))\)-dimensional column vector solution \((25.7.24)\) into a matrix of size \((M+1) \times K\), and then, symmetrizing it to size \((2M+1) \times K\).

A faster version of \text{hcoupled} is the function \text{hcoupled2}, which assumes that the antennas are identical. It is faster because it makes use of the Toeplitz-Hankel structure of the wrapped matrices \( Z_{pq} \) to construct them more efficiently. Its usage is:

\[ [I, z] = \text{hcoupled2}(L, a, d, V, \text{ker}, \text{basis}); \quad \% \text{Hallén equations for coupled identical dipoles} \]

where \( I \) has the same meaning as in \text{hcoupled}, but \( z \) is now a single column vector, that is, \( z_m = m\Delta p, -M \leq m \leq M \). In both \text{hcoupled2} and \text{hcoupled}, the final solution is obtained by solving the system \((25.7.23)\), which is \((K(M+1))\times(K(M+1))\)-dimensional.

In order to conveniently manipulate the block impedance matrices, we developed a MATLAB function, \text{blockmat}, which is used extensively inside \text{hcoupled2} and \text{hcoupled}. It allows one to create block matrices and to extract or insert sub-blocks. Its usage is as follows:

\[
Z = \text{blockmat}(K, K+1, M+1); \quad \% \text{create a } (K(M+1))\times(K(M+1)) \text{ matrix of zeros}
\]

\[
Z_{pq} = \text{blockmat}(K, p, q, Z); \quad \% \text{extract } pq \text{ submatrix of } Z
\]

\[
Z = \text{blockmat}(K, K, p, q, Z_{pq}); \quad \% \text{insert } Z_{pq} \text{ into } pq \text{ submatrix of } Z
\]

\[
s = \text{blockmat}(K, 1, M+1); \quad \% \text{create a } (K(M+1))\text{-dimensional vector of zeros}
\]

\[
sp = \text{blockmat}(K, 1, p, 1, s); \quad \% \text{extract the } p \text{-th subvector of } s
\]

\[
s = \text{blockmat}(K, 1, p, 1, s, sp); \quad \% \text{insert } sp \text{ into } p \text{-th subvector of } s
\]

Once the sampled currents \( I_p(m) \) are known, the gain of the array can be computed by finding the total current density, \( J = Z_{zz}(r) \):

\[
J_z(r) = \sum_{p=1}^{K} I_p(z) \delta(x - x_p) \delta(y - y_p) = \sum_{p=1}^{K} \sum_{m=-M}^{M} I_p(m) B_p(z - z_m) \delta(x - x_p) \delta(y - y_p)
\]

where we used Eq. (25.7.8). The corresponding radiation vector is:

\[
F_z(\theta, \phi) = \int J_z(r) e^{ikr} d^2r = \sum_{m=-M}^{M} \sum_{p=1}^{K} I_p(m) e^{ikxm} e^{ikyp} \int_{-\Delta p}^{\Delta p} B_p(z - z_m) e^{ikz} dz
\]

\[
= \sum_{m=-M}^{M} \sum_{p=1}^{K} I_p(m) e^{ikxm} e^{ikyp} \int_{-\Delta p}^{\Delta p} B_p(z) e^{ikz} dz
\]

Performing the \( z \)-integration, we finally get:

\[
F_z(\theta, \phi) = \sum_{m=-M}^{M} \sum_{p=1}^{K} I_p(m) e^{ikxm} e^{ikyp} e^{iky} \left( \frac{\sin(kz\Delta p/2)}{kz\Delta p/2} \right)^b
\]

where \( k_x = k \sin \theta \cos \phi, k_y = k \sin \theta \sin \phi, \) and \( k_z = k \cos \theta, \) and \( b = 1 \) for the pulse basis and \( b = 2 \) for the triangular one. The corresponding normalized gain of the array will be, up to a constant:

\[
g(\theta, \phi) = \left| \sin \theta F_z(\theta, \phi) \right|^2
\]

The MATLAB function \text{gain2d} computes the \( E \)-plane polar gain and the \( H \)-plane azimuthal gain from Eqs. (25.7.25) and (25.7.26). Its usage is:

\[
\begin{align*}
\{g_e, g_h, \theta\} &= \text{gain2d}(L, d, I, N, \text{ph0}, \text{basis}) \quad \% \text{gain of 2D array of antennas with Hallén currents} \\
\{g_e, g_h, \theta\} &= \text{gain2d}(L, d, I, N, \text{ph0}) \quad \% \text{equivalent to basis='p' (pulse basis)} \\
\{g_e, g_h, \theta\} &= \text{gain2d}(L, d, I, N, \text{basis}) \quad \% \text{equivalent to } \text{ph0}=0 \\
\{g_e, g_h, \theta\} &= \text{gain2d}(L, d, I, N) \quad \% \text{equivalent to } \text{ph0}=0, \text{basis='p'}
\end{align*}
\]

where the current input \( I \) is exactly the same as the output matrix from \text{hcoupled} or \text{hcoupled2}. The meaning of the outputs are exactly the same as in the function \text{gain2s} discussed in Sec. 25.5. The string \text{basis} takes the values \('p' \) or \('t'\), for pulse or triangular basis.

The difference between \text{gain2s} and \text{gain2d} is that the former assumes the currents are sinusoidal and \( I \) represents only the input currents, whereas in the latter, the full \((2M+1)\times K\) current matrix is needed, \( I = [I_1, I_2, \ldots, I_K] \).

Example 25.7.1: Hallén solution of parasitic array. Consider the three-element array of Example 25.5.1 and shown in Fig. 25.5.2. The Hallén currents on each antenna can be computed by using \text{hcoupled2} because the elements are identical. Fig. 25.7.1 shows the computed sampled currents with \( N = 2M + 1 = 81 \) or \( M = 40 \).

![Fig. 25.7.1 Currents on driven and parasitic antennas.](image-url)
25.7. Hallén Equations for Coupled Antennas

The MATLAB code used to generate the currents and the gains was given in Example 25.5.1.

**Example 25.7.2: Full-wavelength parasitic array.** If one or more of the antennas has length equal to a multiple of $\lambda$, the analysis methods based on the sinusoidal assumption break down because the impedance matrix computed with Eq. (25.4.15) becomes infinite.

On the other hand, the numerical solution of the Hallén system can still be carried through giving a finite answer. Fig. 25.7.2 shows the gains and currents of the parasitic array of Example 25.5.1, but all the antennas being full-wavelength elements, $l = \lambda$. The distance of the parasitic antennas to the driven element was also changed to $d = 0.25\lambda$ from $d = 0.5\lambda$.

![Fig. 25.7.2 Gains and currents of full-wavelength parasitic array.](image)

The sinusoidal assumption for the driven element is fairly accurate except near $z = 0$, where the current has a non-zero value. But on the parasitic element, the sinusoidal assumption is completely wrong.

**Example 25.7.3: Three-element Yagi-Uda array.** Here, we compute the currents on the three antennas of the Yagi-Uda array of Example 25.6.2. Because the antennas are not identical, the function `hcoupled` must be used. The gains were computed with `gain2s` and `gain2d` in Example 25.6.2 and shown in Fig. 25.6.4. The sampled currents on the three antennas are shown in Fig. 25.7.3.

![Fig. 25.7.3 Currents on the Yagi antennas.](image)

These examples demonstrate the remark made earlier that the sinusoidal assumption is justified only for antennas with lengths near half a wavelength.

**25.8 Problems**

25.1 Show that the asymptotic form of Eq. (25.3.7) for the mutual impedance between two parallel dipoles separated by a distance $d$ is given by

$$Z_{21} = \frac{m}{\pi} \tan \left( \frac{k h_1}{2} \right) \tan \left( \frac{k h_2}{2} \right) e^{-jkd},$$

for large $d$. We observe that the sinusoidal assumption is fairly accurate. The MATLAB code used to generate the current graphs was as follows:

```matlab
L = [0.50, 0.48, 0.46]; h = L/2;
a = 0.003 * [1, 1, 1]; d = [-0.125, 0, 0.125]; V = [0, 1, 0]; % can be defined as column or row
k = 2*pi;
M = 40;
[I, z] = hcoupled(L, a, d, V, M);
I1 = abs(I(M+1:end,1)); m1 = max(I1); z1 = z(M+1:end,1);
I2 = abs(I(M+1:end,2)); m2 = max(I2); z2 = z(M+1:end,2);
I3 = abs(I(M+1:end,3)); m3 = max(I3); z3 = z(M+1:end,3);
s1 = 0:h(1)/50:h(1); Is1 = m1*abs(sin(k*(h(1)-s1)));
s2 = 0:h(2)/50:h(2); Is2 = m2*abs(sin(k*(h(2)-s2)));
s3 = 0:h(3)/50:h(3); Is3 = m3*abs(sin(k*(h(3)-s3)));
figure; plot(z1, I1, '.', s1, Is1, ':');
figure; plot(z2, I2, '.', s2, Is2, ':');
figure; plot(z3, I3, '.', s3, Is3, ':');
```

Note that $I_1$, $I_2$, and $I_3$ are obtained from the three columns of $I$, and $z_1$, $z_2$, and $z_3$ from the three columns of $z$. Only the currents on the upper-half of each antenna are plotted. The sinusoidal currents are scaled to the maximum values of the corresponding Hallén currents.
25.2 Using the higher-order terms in the series (25.3.23), show that the input impedance $Z_{in} = R + jX$ of a small dipole is given as follows to order $(kl)^4$, where $L = \ln(2a/l)$:

$$R = \frac{n}{2\pi} \left[ \frac{1}{12} (kl)^2 + \frac{1}{360} (kl)^4 \right], \quad X = \frac{n}{2\pi} \left[ \frac{4(1 + L)}{kl} - \frac{1}{3} \left( \frac{L + 2}{3} \right)(kl) - \frac{1}{180} \left( L - \frac{11}{30} \right)(kh)^3 \right]$$

25.3 Consider a small dipole with a linear current given by Eq. (25.3.25). Determine the radiation vector, and the radiated electric and magnetic fields at a far distance $r$ from the dipole. Calculate the radiated power $P_{rad}$ by integrating the radial Poynting vector over a large sphere. Then identify the radiation resistance $R$ through the definition:

$$P_{rad} = \frac{1}{2} R |I_0|^2$$

and show $R$ is the same as that given by Eq. (25.3.24)

## Appendices

### A. Physical Constants

We use SI units throughout this text. Simple ways to convert between SI and other popular units, such as Gaussian, may be found in Refs. [123–126].

The Committee on Data for Science and Technology (CODATA) of NIST maintains the values of many physical constants [112]. The most current values can be obtained from the CODATA web site [1823]. Some commonly used constants are listed below:

<table>
<thead>
<tr>
<th>quantity</th>
<th>symbol</th>
<th>value</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>speed of light in vacuum</td>
<td>$c_0, c$</td>
<td>299792458</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>permittivity of vacuum</td>
<td>$\epsilon_0$</td>
<td>8.854187817 × 10$^{-12}$</td>
<td>F m$^{-1}$</td>
</tr>
<tr>
<td>permeability of vacuum</td>
<td>$\mu_0$</td>
<td>$4\pi \times 10^{-7}$</td>
<td>H m$^{-1}$</td>
</tr>
<tr>
<td>characteristic impedance</td>
<td>$\eta_0, Z_0$</td>
<td>376.730313461</td>
<td>Ω</td>
</tr>
<tr>
<td>electron charge</td>
<td>$e$</td>
<td>1.602 176 462 × 10$^{-19}$</td>
<td>C</td>
</tr>
<tr>
<td>electron mass</td>
<td>$m_e$</td>
<td>9.109 381 887 × 10$^{-31}$</td>
<td>kg</td>
</tr>
<tr>
<td>Boltzmann constant</td>
<td>$k$</td>
<td>1.380650 324 × 10$^{-23}$</td>
<td>J K$^{-1}$</td>
</tr>
<tr>
<td>Avogadro constant</td>
<td>$N_A, L$</td>
<td>6.022 141 994 × 10$^{23}$</td>
<td>mol$^{-1}$</td>
</tr>
<tr>
<td>Planck constant</td>
<td>$h$</td>
<td>6.626 068 76 × 10$^{-34}$</td>
<td>J Hz</td>
</tr>
<tr>
<td>Gravitational constant</td>
<td>$G$</td>
<td>6.672 59 × 10$^{-11}$</td>
<td>m$^3$ kg$^{-1}$s$^{-2}$</td>
</tr>
<tr>
<td>Earth mass</td>
<td>$M_\oplus$</td>
<td>5.972 × 10$^{24}$</td>
<td>kg</td>
</tr>
<tr>
<td>Earth equatorial radius</td>
<td>$a_e$</td>
<td>6378</td>
<td>km</td>
</tr>
</tbody>
</table>

In the table, the constants $c, \mu_0$ are taken to be exact, whereas $\epsilon_0, \eta_0$ are derived from the relationships:

$$\epsilon_0 = \frac{1}{\mu_0 c^2}, \quad \eta_0 = \frac{\mu_0}{\epsilon_0} = \mu_0 c$$

The energy unit of electron volt (eV) is defined to be the work done by an electron in moving across a voltage of one volt, that is, $1 \text{ eV} = 1.602 \text{176 462} \times 10^{-19} \text{ C} \cdot \text{ V}$, or

$$1 \text{ eV} = 1.602 \text{176 462} \times 10^{-19} \text{ J}$$
In units of eV/Hz, Planck's constant $h$ is:

$$h = 4.135 \times 10^{-15} \text{ eV/Hz} = 1 \text{ eV/241.8 THz}$$

that is, 1 eV corresponds to a frequency of 241.8 THz, or a wavelength of 1.24 $\mu$m.

**B. Electromagnetic Frequency Bands**

The ITU\(^{†}\) divides the radio frequency (RF) spectrum into the following frequency and wavelength bands in the range from 30 Hz to 3000 GHz:

<table>
<thead>
<tr>
<th>RF Spectrum</th>
<th>band designations</th>
<th>frequency</th>
<th>wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELF</td>
<td>Extremely Low Frequency</td>
<td>30–300 Hz</td>
<td>1–10 Mm</td>
</tr>
<tr>
<td>VF</td>
<td>Voice Frequency</td>
<td>300–3000 Hz</td>
<td>100–1000 km</td>
</tr>
<tr>
<td>VLF</td>
<td>Very Low Frequency</td>
<td>3–30 kHz</td>
<td>10–100 km</td>
</tr>
<tr>
<td>LF</td>
<td>Low Frequency</td>
<td>30–300 kHz</td>
<td>1–10 km</td>
</tr>
<tr>
<td>MF</td>
<td>Medium Frequency</td>
<td>300–3000 kHz</td>
<td>100–1000 m</td>
</tr>
<tr>
<td>HF</td>
<td>High Frequency</td>
<td>3–30 MHz</td>
<td>10–100 m</td>
</tr>
<tr>
<td>VHF</td>
<td>Very High Frequency</td>
<td>30–300 MHz</td>
<td>1–10 m</td>
</tr>
<tr>
<td>UHF</td>
<td>Ultra High Frequency</td>
<td>300–3000 MHz</td>
<td>10–100 cm</td>
</tr>
<tr>
<td>SHF</td>
<td>Super High Frequency</td>
<td>3–30 GHz</td>
<td>1–10 cm</td>
</tr>
<tr>
<td>EHF</td>
<td>Extremely High Frequency</td>
<td>30–300 GHz</td>
<td>1–10 mm</td>
</tr>
<tr>
<td></td>
<td>Submillimeter</td>
<td>300–3000 GHz</td>
<td>100–1000 $\mu$m</td>
</tr>
</tbody>
</table>

An alternative subdivision of the low-frequency bands is to designate the bands 3–30 Hz, 30–300 Hz, and 300–3000 GHz as extremely low frequency (ELF), super low frequency (SLF), and ultra low frequency (ULF), respectively.

Microwaves span the 300 MHz–300 GHz frequency range. Typical microwave and satellite communication systems and radar use the 1–30 GHz band. The 30–300 GHz EHF band is also referred to as the millimeter band.

The 1–10 GHz range is subdivided further into the subbands shown on the right.

Some typical RF applications are as follows. AM radio is broadcast at 535–1700 kHz falling within the MF band. The HF band is used in short-wave radio, navigation, amateur, and CB bands. FM radio at 88–108 MHz, ordinary TV, police, walkie-talkies, and remote control occupy the VHF band.

Cell phones, personal communication systems (PCS), pagers, cordless phones, global positioning systems (GPS), RF identification systems (RFID), UHF-TV channels, microwave ovens, and long-range surveillance radar fall within the UHF band.

The SHF microwave band is used in radar (traffic control, surveillance, tracking, missile guidance, mapping, weather), satellite communications, direct-broadcast satellite (DBS), and microwave relay systems. Multipoint multichannel (MMS) and local multipoint (LMDS) distribution services, fall within UHF and SHF at 2.5 GHz and 30 GHz.

Industrial, scientific, and medical (ISM) bands are within the UHF and low SHF, at 900 MHz, 2.4 GHz, and 5.8 GHz. Radio astronomy occupies several bands, from UHF to L-W microwave bands.

Beyond RF, come the infrared (IR), visible, ultraviolet (UV), X-ray, and $\gamma$-ray bands.

### Microwave Bands

<table>
<thead>
<tr>
<th>band</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>1–2 GHz</td>
</tr>
<tr>
<td>S</td>
<td>2–4 GHz</td>
</tr>
<tr>
<td>C</td>
<td>4–8 GHz</td>
</tr>
<tr>
<td>X</td>
<td>8–12 GHz</td>
</tr>
<tr>
<td>Ku</td>
<td>12–18 GHz</td>
</tr>
<tr>
<td>K</td>
<td>18–27 GHz</td>
</tr>
<tr>
<td>Ka</td>
<td>27–40 GHz</td>
</tr>
<tr>
<td>V</td>
<td>40–75 GHz</td>
</tr>
<tr>
<td>W</td>
<td>80–100 GHz</td>
</tr>
</tbody>
</table>

X-ray frequencies fall in the PHz (petahertz) range and $\gamma$-ray frequencies in the EH (exahertz) range.\(^‡\) $\gamma$-rays and X-rays are best described in terms of their energy, which is related to frequency through Planck’s relationship, $E = hf$. X-rays have typical energies of the order of keV, and $\gamma$-rays, of the order of MeV and beyond. By comparison, photons in the visible spectrum have energies of a couple of eV.

The earth’s atmosphere is mostly opaque to electromagnetic radiation, except for three significant “windows”, the visible, the infrared, and the radio windows. These three bands span the wavelength ranges of 380–800 nm, 1–12 $\mu$m, and 5 mm–20 m, respectively.

Within the 1–10 $\mu$m infrared band there are some narrow transparent windows. For the rest of the IR range (1–1000 $\mu$m), water and carbon dioxide molecules absorb infrared radiation—this is responsible for the Greenhouse effect. There are also some minor transparent windows for 17–40 and 330–370 $\mu$m.

\(^†\)Commission Internationale de l’Eclairage (International Commission on Illumination.)
\(^‡\)1 THz = 10\(^{12}\) Hz, 1 PHz = 10\(^{15}\) Hz (petahertz), 1 EHz = 10\(^{18}\) Hz (exahertz).

---

\(^{†}\)International Telecommunication Union.
C. Vector Identities and Integral Theorems

Algebraic Identities

\[ |A|^2 |B|^2 = |A \cdot B|^2 + |A \times B|^2 \]  
(C.1)

\[ (A \times B) \cdot C = (B \times C) \cdot A = (C \times A) \cdot B \]  
(C.2)

\[ A \times (B \times C) = (B \cdot C)A - (A \cdot C)B \]  
(C.3)

\[ (A \times B) \cdot (C \times D) = (A \cdot C)(B \cdot D) - (A \cdot D)(B \cdot C) \]  
(C.4)

\[ (A \times B)(C \times D) = [(A \times B) \cdot D]C - [(A \times B) \cdot C]D \]  
(C.5)

\[ A = \hat{n} \times (A \times \hat{n}) + (\hat{n} \cdot A)\hat{n} = A_\perp + A_\parallel \]  
(C.6)

where \( \hat{n} \) is any unit vector, and \( A_\perp, A_\parallel \) are the components of \( A \) perpendicular and parallel to \( \hat{n} \). Note also that \( \hat{n} \times (A \times \hat{n}) = (\hat{n} \times A) \times \hat{n} \). A three-dimensional vector can equally well be represented as a column vector:

\[ a = a_x \hat{x} + a_y \hat{y} + a_z \hat{z} \Leftrightarrow a = \begin{bmatrix} a_x \\ a_y \\ a_z \end{bmatrix} \]  
(C.7)

Consequently, the dot and cross products may be represented in matrix form:

\[ a \cdot b \Leftrightarrow a^T b = [a_x, a_y, a_z] \begin{bmatrix} b_x \\ b_y \\ b_z \end{bmatrix} = a_x b_x + a_y b_y + a_z b_z \]  
(C.8)

\[ a \times b \Leftrightarrow Ab = \begin{bmatrix} 0 & -a_z & a_y \\ a_z & 0 & -a_x \\ -a_y & a_x & 0 \end{bmatrix} \begin{bmatrix} b_x \\ b_y \\ b_z \end{bmatrix} = \begin{bmatrix} a_y b_z - a_z b_y \\ a_z b_x - a_x b_z \\ a_x b_y - a_y b_x \end{bmatrix} \]  
(C.9)

The cross-product matrix \( A \) satisfies the following identity:

\[ A^2 = aa^T - (a^T a) I \]  
(C.10)

where \( I \) is the 3x3 identity matrix. Applied to a unit vector \( \hat{n} \), this identity reads:

\[ I = \hat{n} \hat{n}^T - \hat{N} \hat{N}^T, \quad \hat{n} = \begin{bmatrix} \hat{n}_x \\ \hat{n}_y \\ \hat{n}_z \end{bmatrix}, \quad \hat{N} = \begin{bmatrix} 0 & -\hat{n}_z & \hat{n}_y \\ \hat{n}_z & 0 & -\hat{n}_x \\ -\hat{n}_y & \hat{n}_x & 0 \end{bmatrix}, \quad \hat{n}^T \hat{n} = 1 \]  
(C.11)

This corresponds to the matrix form of the parallel/transverse decomposition (C.6).

The divergence of a field \( \mathbf{F} \) is a scalar field \( \nabla \cdot \mathbf{F} \), and the curl of a field \( \mathbf{F} \) is a vector field \( \nabla \times \mathbf{F} \). The divergence of a vector field \( \mathbf{F} \) is defined as:

\[ \nabla \cdot \mathbf{F} = \frac{\partial F_x}{\partial x} + \frac{\partial F_y}{\partial y} + \frac{\partial F_z}{\partial z} \]

The curl of a vector field \( \mathbf{F} \) is defined as:

\[ \nabla \times \mathbf{F} = \begin{bmatrix} \frac{\partial F_z}{\partial y} - \frac{\partial F_y}{\partial z} \\ \frac{\partial F_x}{\partial z} - \frac{\partial F_z}{\partial x} \\ \frac{\partial F_y}{\partial x} - \frac{\partial F_x}{\partial y} \end{bmatrix} \]

Differential Identities

\[ \nabla \times (\nabla \psi) = 0 \]  
(C.12)

\[ \nabla \cdot (\nabla \times \mathbf{A}) = 0 \]  
(C.13)

\[ \nabla \cdot (\psi \mathbf{A}) = \mathbf{A} \cdot \nabla \psi + \psi \nabla \cdot \mathbf{A} \]  
(C.14)

\[ \nabla \times (\psi \mathbf{A}) = \psi \nabla \times \mathbf{A} + \mathbf{A} \nabla \psi \]  
(C.15)

\[ \nabla \cdot (A \times B) = (A \cdot \nabla) B + (B \cdot \nabla) A + A \times (\nabla \times B) + B \times (\nabla \times A) \]  
(C.16)

\[ \nabla \cdot (A \times B) = B \cdot (\nabla \times A) - \mathbf{A} \cdot (\nabla \times B) \]  
(C.17)

\[ \nabla \times (A \times B) = (A \nabla \cdot B - B \nabla \cdot A) + (B \cdot \nabla) A - (A \cdot \nabla) B \]  
(C.18)

\[ \nabla \times (\nabla \times A) = \nabla (\nabla \cdot A) - \nabla^2 A \]  
(C.19)

Integral Theorems for Closed Surfaces

\[ \int_V \nabla \cdot A dV = \oint_S A \cdot \hat{n} dS \]  
(Gauss’ divergence theorem)  
(C.25)

where \( \hat{n} \) is the outward normal to the surface. Green’s first and second identities are:

\[ \int_V [\varphi \nabla^2 \psi + \nabla \varphi \cdot \nabla \psi] dV = \int_S \frac{\partial \psi}{\partial n} dS \]  
(C.26)

\[ \int_V [\varphi \nabla^2 \psi - \psi \nabla^2 \varphi] dV = \int_S \left( \frac{\partial \varphi}{\partial n} - \psi \frac{\partial \varphi}{\partial n} \right) dS \]  
(C.27)
C. Vector Identities and Integral Theorems

where \( \frac{\partial}{\partial n} = \mathbf{n} \cdot \nabla \) is the directional derivative along \( \mathbf{n} \). Some related theorems are:

\[
\int_V \nabla^2 \psi \, dV = \int_S \mathbf{n} \cdot \nabla \psi \, dS = \int_S \frac{\partial \psi}{\partial n} \, dS \quad \text{(C.28)}
\]

\[
\int_V \nabla \psi \, dV = \int_S \psi \, d\mathbf{n} \quad \text{(C.29)}
\]

\[
\int_V \nabla^2 A \, dV = \int_S (\mathbf{n} \cdot \nabla) A \, dS = \int_S \frac{\partial A}{\partial n} \, dS \quad \text{(C.30)}
\]

\[
\int_S (\mathbf{n} \times \nabla) \times A \, dS = \int_S \mathbf{n} \times (\nabla \times A) + (\mathbf{n} \cdot \nabla) A - \mathbf{n}(\nabla \cdot A) \, dS = 0 \quad \text{(C.31)}
\]

\[
\int_V \nabla \times A \, dV = \int_S \mathbf{n} \times A \, dS \quad \text{(C.32)}
\]

Using Eqs. (C.23) and (C.31), we find:

\[
\int_S \left( \psi \frac{\partial E}{\partial n} - E \frac{\partial \psi}{\partial n} \right) \, dS = \int_S \left[ \mathbf{n} \psi \nabla \cdot E - (\mathbf{n} \times E) \times \nabla \psi - \mathbf{n} \nabla \times (\nabla \times E) - (\mathbf{n} \cdot E) \nabla \psi \right] \, dS \quad \text{(C.33)}
\]

The vectorial forms of Green's identities are [1293,1289]:

\[
\int_V (\nabla \times A) \cdot \nabla \times B - A \cdot \nabla \times (\nabla \times B) \, dV = \int_S \mathbf{n} \cdot (A \times \nabla \times B) \, dS \quad \text{(C.34)}
\]

\[
\int_V (B \cdot \nabla \times A - A \cdot \nabla \times B) \, dV = \int_S \mathbf{n} \cdot (A \times \nabla \times B - B \times \nabla \times A) \, dS \quad \text{(C.35)}
\]

Integral Theorems for Open Surfaces

Stokes' theorem involves an open surface \( S \) and its boundary contour \( C \):

\[
\int_S \mathbf{n} \cdot \nabla \times A \, dS = \oint_C A \cdot d\mathbf{l} \quad \text{(Stokes' theorem)} \quad 
\]

where \( d\mathbf{l} \) is the tangential path length around \( C \). Some related theorems are:

\[
\int_S [\psi \mathbf{n} \cdot \nabla \times A - (\mathbf{n} \times A) \cdot \nabla \psi] \, dS = \oint_C \psi A \cdot d\mathbf{l} \quad \text{(C.37)}
\]

\[
\int_S [(\nabla \psi) \mathbf{n} \cdot \nabla \times A - (\mathbf{n} \times A) \cdot \nabla \psi] \, dS = \oint_C (\nabla \psi) A \cdot d\mathbf{l} \quad \text{(C.38)}
\]

\[
\int_S \mathbf{n} \times \nabla \psi \, dS = \oint_C \psi \, d\mathbf{l} \quad \text{(C.39)}
\]

Stokes and Divergence Theorems in 2-D

\[
\int_S \left( \frac{\partial}{\partial x} A_x - \frac{\partial}{\partial y} A_y \right) \, dS = \oint_C (A_x \, dx + A_y \, dy) \quad \text{(Stokes)} \quad 
\]

\[
\oint_C \mathbf{n} \cdot \nabla \cdot A \, dS = \int_S A \cdot d\mathbf{l} \quad \text{(C.40)}
\]

where, \( A = \hat{x} A_x + \hat{y} A_y, \) \( d\mathbf{l} = \hat{x} \, dx + \hat{y} \, dy, \) and \( \nabla \times = \hat{x} \partial_x + \hat{y} \partial_y, \) and taking \( S \) to lie on the \( xy \) plane. Replacing \( A = \hat{z} \times B \), or, setting \( B_x = A_y, B_y = -A_x, \) and noting that \( d\mathbf{l} \times \hat{z} = \mathbf{n} \, d\mathbf{l} \), where \( \mathbf{n} \) is the outward normal to \( C \),

\[
\int_S \left( \frac{\partial B_x}{\partial x} + \frac{\partial B_y}{\partial y} \right) \, dS = \oint_C (B_x \, dy - B_y \, dx) \quad \text{(divergence)} \quad 
\]

and as consequence of (C.44), we have for a scalar \( \psi \),

\[
\int_S \nabla \cdot \psi \, dS = \oint_C \psi \, d\mathbf{l} \quad \text{(C.45)}
\]

D. Green's Functions

The Green's functions for the three-dimensional Laplace and Helmholtz equations, and for the one-dimensional Helmholtz equation, are listed below (the two-dimensional case is discussed at the end of this section):

\[
\nabla^2 g(r) = -\delta^{(3)}(r) \quad \Rightarrow \quad g(r) = \frac{1}{4\pi r} \quad \text{(D.1)}
\]

\[
(\nabla^2 + k^2) G(r) = -\delta^{(3)}(r) \quad \Rightarrow \quad G(r) = \frac{e^{-ikr}}{4\pi r} \quad \text{(D.2)}
\]
\[
\begin{equation}
(D.3)
(\tilde{\nabla}_x^2 + k^2)G(z) = -\delta(z) \quad \Rightarrow \quad G(z) = e^{jkz|2jkz|} \tag{D.3}
\end{equation}
\]

where \( r = |r| = \sqrt{x^2 + y^2 + z^2} \). Eqs. (D.2) and (D.3) are appropriate for describing outgoing waves. We considered other versions of (D.3) in Sec. 24.3. A more general identity satisfied by the Green's function \(g(r)\) of Eq. (D.1) is as follows (for a proof, see Refs. [143,144]):

\[
\tilde{\nabla}_i \tilde{\nabla}_j g(r) = \frac{1}{3} \delta_{ij} \delta^{(3)}(r) + \left( \frac{3x_1x_j - r^2 \delta_{ij}}{r^4} \right) g(r), \quad i,j = 1,2,3 \tag{D.4}
\]

where \( \tilde{\nabla}_i = \partial/\partial x_i \) and \( x_i \) stands for any of \( x, y, z \). By summing the \( i,j \) indices, Eq. (D.4) reduces to (D.1). Using this identity, we find for the Green's function \( G(r) = e^{-jkr/4\pi r} \):

\[
\tilde{\nabla}_i \tilde{\nabla}_j G(r) = -\frac{1}{3} \delta_{ij} \delta^{(3)}(r) + \left( \frac{jkx_1x_j - r^2 \delta_{ij}}{r^4} - k^2 \frac{x_1x_j}{r^2} \right) G(r) \tag{D.5}
\]

This reduces to Eq. (D.2) upon summing the indices. For any fixed vector \( p \), Eq. (D.5) is equivalent to the vectorial identity:

\[
\nabla \times \nabla \times \left[ p G(r) \right] = \frac{2}{3} p \delta^{(3)}(r) + \left[ \nabla \times \nabla \times \left[ p G(r) \right] \right]_{r=0} \tag{D.6}
\]

Then, Eq. (D.7) implies the following integrated identity, where \( \nabla \) is with respect to \( r \):

\[
\nabla \times \nabla \times \int_V P(r') G(r-r') dV' = \frac{2}{3} p \left[ \nabla \times \nabla \times \left[ P(r') G(r-r') \right] \right]_{r=r'} dr' \tag{D.8}
\]

and \( r \) is assumed to lie within \( V \). If \( r \) is outside \( V \), then the term \( 2P(r)/3 \) is absent.

Technically, the integrals in (D.8) are principal-value integrals, that is, the limits as \( \delta \to 0 \) of the integrals over \( V - V_\delta(r) \), where \( V_\delta(r) \) is an excluded small sphere of radius \( \delta \) centered about \( r \). The \( 2P(r)/3 \) term has a different form if the excluded volume \( V_\delta(r) \) has shape other than a sphere or a cube. See Refs. [1419,499,511,638] and [138-142] for the definitions and properties of such principal value integrals.

Another useful result is the so-called Weyl representation or plane-wave-spectrum representation [22,26,1419,27,555] of the outgoing Helmholtz Green's function \( G(r) \):

\[
G(r) = \frac{e^{-jkz|2jkz|}}{4\pi r} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-jk_x x_j} e^{-jk_y y_j} dk_x dk_y \tag{D.9}
\]

where \( k_x^2 = k^2 - k_z^2 \), with \( k_z = \sqrt{k_0^2 + k^2} \). In order to correspond to either outgoing waves or decaying evanescent waves, \( k_z \) must be defined more precisely as follows:

\[
k_z = \begin{cases} 
\sqrt{k^2 - k_0^2}, & \text{if } k_0 < k, \\
-k_0 \sqrt{k^2 - k_0^2}, & \text{if } k_0 > k,
\end{cases} \quad (\text{propagating modes})
\]

\[
(D.10)
\]

The propagating modes are important in radiation problems and conventional imaging systems, such as Fourier optics [1422]. The evanescent modes are important in the new subject of near-field optics, in which objects can be probed and imaged at nanometer scales improving the resolution of optical microscopy by factors of ten. Some near-field optics references are [534-554,1339-1342,1350-1353].

To prove (D.9), we consider the 2D spatial Fourier transform of \( G(r) \) and its inverse. Indicating explicitly the dependence on the coordinates \( x,y,z \) we find for the Green's function \( G(x,y,z) = \int_{-\infty}^{\infty} e^{i(k_xx + ky)} dk_x dk_y \frac{e^{-jkz|2jkz|}}{(2\pi)^2} \).

\[
(D.11)
\]

Writing \( \delta^{(3)}(r) = \delta(x)\delta(y)\delta(z) \) and using the inverse Fourier transform:

\[
\delta(x)\delta(y) = \int_{-\infty}^{\infty} e^{-i(k_xx + ky)} dk_x dk_y \frac{e^{-jkz|2jkz|}}{(2\pi)^2},
\]

we find from Eq. (D.2) that \( \hat{G}(k_x,k_y,z) \) must satisfy the one-dimensional Helmholtz equation (D.3), with \( k_x^2 = k^2 - k_z^2 \), that is,

\[
(\tilde{\nabla}_x^2 + k_x^2)\hat{G}(k_x,k_y,z) = \delta(z) \tag{D.12}
\]
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\[
(D.10)
\]
One can also show the integral:
\[ \int_{0}^{\infty} e^{-jk'z} \frac{e^{-jk|z'-z|}}{2jkr} \, dz' = \left\{ \begin{array}{ll}
\frac{e^{-jkz}}{2kz(k'z - k^2)} - \frac{e^{-jkz}}{2kz(k'z + k^2)}, & \text{for } z \geq 0 \\
\frac{e^{jkz}}{2kz(k'z - k^2)} - \frac{e^{jkz}}{2kz(k'z + k^2)}, & \text{for } z < 0
\end{array} \right. \] 
(D.15)

The proof is obtained by splitting the integral over the sub-intervals \([0, z]\) and \([z, \infty)\). To handle the limits at infinity, \(k'_z\) must be assumed to be slightly lossy, that is, \(k'_z = k_z - j\alpha_z\), with \(\alpha_z > 0\). Eqs. (D.14) and (D.15) can be combined into:
\[ \int_{V_+} e^{-jkr} G(r - r') \, dV' = \left\{ \begin{array}{ll}
\frac{e^{-jk'r}}{k'z - k^2} - \frac{e^{-jk'r}}{2kz(k'z - k^2)}, & \text{for } z \geq 0 \\
\frac{e^{jk'r}}{2kz(k'z - k^2)} - \frac{e^{jk'r}}{k'z - k^2}, & \text{for } z < 0
\end{array} \right. \] 
(D.16)

where \(V_+\) is the half-space \(z \geq 0\), and \(k, k', k'\) are wave-vectors with the same \(k_x, k_y\) components, but different \(k_z\):
\[ k = k_x \hat{x} + k_y \hat{y} + k_z \hat{z} \]
\[ k' = k_x \hat{x} + k_y \hat{y} - k_z \hat{z} \]
\[ k'' = k_x \hat{x} + k_y \hat{y} + k_z \hat{z} \]

where we note that \(k'^2 - k^2 = (k_x^2 + k_y^2 + k_z^2) - (k_x^2 + k_y^2 + k_z^2) = k_z^2 - k_z^2\).

The Green’s function results (D.8)–(D.17) are used in the discussion of the Ewald-Oseen extinction theorem in Sec. 15.6.

A related Weyl-type representation is obtained by differentiating Eq. (D.9) with respect to \(z\). Assuming that \(z \geq 0\) and interchanging differentiation and integration (and multiplying by \(−2\)), we obtain the identity:
\[ -2 \frac{\partial}{\partial z} \left( \frac{e^{-jkr}}{4\pi r} \right) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-jk_x x} e^{-jk_y y} e^{-jk_z z} \, dk_x \, dk_y \, dk_z, \quad z \geq 0 \] 
(D.18)

This just means that the left-hand side is the two-dimensional inverse Fourier transform of \(e^{-jk_z z}\) with \(k_z\) given by Eq. (D.10). Replacing \(r\) by \(r - r'\), and \(r\) by \(R = |r - r'|\), and noting that \(\partial_z = -\partial_x\), we also obtain:
\[ 2 \frac{\partial}{\partial R} \left( \frac{e^{-jkR}}{4\pi R} \right) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-jk_x (x-x')} e^{-jk_y (y-y')} e^{-jk_z (z-z')} \, dk_x \, dk_y \, dk_z, \quad z \geq z' \] 
(D.19)

This result establishes the equivalence between the Rayleigh-Sommerfeld diffraction formula and the plane-wave spectrum representation as discussed in Sec. 19.2. For the vector diffraction case, we also need the derivatives of \(G\) with respect to the transverse coordinates \(x, y\). Differentiating (D.9) with respect to \(x\) (or with respect to \(y\)), we have:
\[ -2 \frac{\partial}{\partial x} \left( \frac{e^{-jkx}}{4\pi r} \right) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{k_x}{k_x} e^{-jk_x x} e^{-jk_y y} e^{-jk_z z} \, dk_x \, dk_y \, dk_z, \quad z \geq 0 \] 
(D.20)

Setting \(z = 0\) in (D.18), we also obtain the special result:
\[ -2 \frac{\partial}{\partial x} \left( \frac{e^{-jkx}}{4\pi r} \right) \bigg|_{z=0} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-jk_x x} e^{-jk_y y} dk_x dk_y \, \delta(x) \delta(y) \] 
(D.21)

This can also be derived by integrating Eq. (D.2) with respect to \(x\) over the interval \(-\epsilon \leq x \leq \epsilon\) and taking the limit as \(\epsilon \to 0\), invoking the continuity of \(G(r)\) (but not \(G/\partial z\)) with respect to \(z\),
\[ \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + k^2 \right) G(r, z) \bigg|_{z=-\epsilon} = -\delta(x) \delta(y) \int_{-\epsilon}^{\epsilon} \delta(z) \, dz, \quad \text{or,} \]
\[ \frac{\partial^2 G}{\partial z} \bigg|_{z=0} = -\delta(x) \delta(y) \] 

Two-Dimensional Green’s functions

The Green’s function for the two-dimensional Helmholtz equation will be needed in our discussion of line sources and one-dimensional apertures, such as narrow slits or strips. In order to develop the corresponding 2-D version of the plane-wave spectrum Weyl representation, we will assume that the one-dimensional line source is along the \(x\) direction, the propagation is perpendicularly to \(x\) towards the \(z\) direction, and that there is no dependence on the \(y\) coordinate. Because of our assumed \(e^{\text{rot}}\) time dependence, the outgoing Green’s function of the 2-D Helmholtz equation will be:
\[ \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + k^2 \right) G(x, z) = -\delta(x) \delta(z) \Rightarrow G(x, z) = -\frac{1}{4} H_0^{(2)}(kr) \] 
(D.22)

where \(r = \sqrt{x^2 + z^2}\) and \(H_0^{(2)}(kr)\) is the order-0 Hankel function of second kind. For definitions and properties of Bessel and Hankel functions, see [1790] or [1822]. Several properties of Hankel functions were also discussed in Sec. 10.15 and 10.19.

The outgoing Green’s function of the Helmholtz equation must satisfy the Sommerfeld radiation condition for outgoing waves, which reads in \(d\)-dimensions,
\[ \lim_{r \to \infty} \left[ r^{(d-1)/2} \frac{\partial G}{\partial r} + jkG \right] = 0 \] 
(Sommerfeld radiation condition) 
(D.23)

This condition is easily verified for Eq. (D.2) in the 3D-case \((d = 3)\). In the 2D-case \((d = 2)\), it follows from the asymptotic behavior of the Hankel function \(H_0^{(2)}(kr)\),
\[ H_0^{(2)}(kr) \approx \sqrt{\frac{2}{\pi kr}} e^{-jkr - \frac{\pi}{4}}, \quad \text{for large } r \] 
(D.24)

To show (D.22), we consider the 1-D Fourier transform of \(G(x, z)\) with respect to the variable \(x\),
\[ \hat{G}(k_x, z) = \int_{-\infty}^{\infty} G(x, z) e^{-jk_x x} \, dx \Leftrightarrow G(x, z) = \int_{-\infty}^{\infty} \hat{G}(k_x, z) e^{-jk_x x} \, dk_x \, \frac{2 \pi}{2\pi} \] 
(D.25)

\(^1\)for \(e^{\text{rot}}\) time dependence, we must choose, \(G(x, z) = \frac{1}{4} H_0^{(1)}(kr)\).
Transforming the 2-D Helmholtz equation (D.22), we obtain the following 1-D Helmholtz equation that has the same propagating/evanescent Green's function as (D.12),

\[-k_x^2 + \frac{\partial^2}{\partial y^2} + k^2 \hat{G}(x, z) = (\partial_x^2 + k_x^2) \hat{G}(x, z) = -\delta(z) \Rightarrow \hat{G}(x, z) = \frac{e^{-j|x|k}}{2jk} \quad (D.26)\]

where \(k_x = \sqrt{k^2 - k_0^2}\), with \(k_0\) given by the evanescent square-root,

\[k_x = \begin{cases} \sqrt{k^2 - k_0^2}, & \text{if } |k_x| < k \\ -j\sqrt{k_0^2 - k^2}, & \text{if } |k_x| > k \end{cases} \quad (D.27)\]

Thus, to find \(G(x, z)\) we need to find the inverse Fourier transform of (D.26). But we note that the Hankel function \(H_0^{(2)}(k\sqrt{x^2 + z^2})\), considered as a function of \(x\), has the following forward and inverse 1-D Fourier transform,

\[\int_{-\infty}^{\infty} H_0^{(2)}(k\sqrt{x^2 + z^2}) e^{jy|x|} dx = \frac{2e^{-jk|y|}}{k} \quad \text{and} \quad \int_{-\infty}^{\infty} \frac{2e^{-jk|y|}}{k} dk = \frac{\pi}{\sqrt{2y}} \quad (D.28)\]

where \(k_x\) is defined exactly as in (D.27). The transform pair (D.28) can be looked up in Bateman [1640]—see pair #42 and its erratum in Sec.1.13, p.36, of Ref. [1640], or from the combination of pairs #35 and #41, together with the following definitions of the half-integer-order Hankel and modified Bessel functions,

\[H_{-1/2}^{(2)}(u) = \sqrt{\frac{2}{\pi u}} e^{-ju}, \quad K_{-1/2}(u) = \frac{\pi}{\sqrt{2u}} e^{-u} \quad (D.29)\]

Multiplying both sides of (D.28) by \(-j/4\), we then obtain \(G(x, z)\) and its plane-wave spectrum or Weyl representation,

\[G(x, z) = -\frac{j}{4} \int_{-\infty}^{\infty} H_0^{(2)}(k) e^{-jk\sqrt{x^2 + z^2}} dk \quad (2D \text{ Weyl representation}) \quad (D.30)\]

with \(r = \sqrt{x^2 + z^2}\). This is analogous to (D.9), but without the \(dk_y\) integration. The 2-D versions of the differentiated Weyl representations (D.18) and (D.20) are as follows and will be used to develop the 2-D versions of the Rayleigh-Sommerfeld diffraction formulas,

\[-2 \frac{\partial G(x, z)}{\partial z} = \int_{-\infty}^{\infty} e^{-jk\sqrt{x^2 + z^2}} \frac{dk_x}{2\pi} \quad \text{and} \quad \frac{\partial^2 G(x, z)}{\partial x^2} = \int_{-\infty}^{\infty} k_x e^{-jk\sqrt{x^2 + z^2}} \frac{dk_x}{2\pi} \quad \text{for } z \geq 0 \quad (D.31)\]

A quicker way of deriving (D.30) is to start with the 3-D Green's function (D.2), denoted here by \(G_3(x, y, z) = e^{-jR}/(4\pi R)\), \(R = \sqrt{x^2 + y^2 + z^2} = \sqrt{r^2 + y^2}\), where \(r = \sqrt{x^2 + z^2}\), and define the 2-D Green's function by integrating out the \(y\)-variable,

\[G(x, z) = \int_{-\infty}^{\infty} G_3(x, y, z) dy = \int_{-\infty}^{\infty} \frac{e^{-jR}}{4\pi R} dy \quad (D.32)\]

Integrating over \(y\) both sides of the 3-D Helmholtz equation for \(G_3(x, y, z)\), we have,

\[(\partial_x^2 + \partial_y^2 + \partial_z^2 + k^2) G_3(x, y, z) = -\delta(x) \delta(y) \delta(z) \quad (D.33)\]

and since, \(\partial_y G_3(x, y, z) \big|_{y=\pm \infty} = 0\), we obtain,

\[(\partial_x^2 + \partial_z^2 + k^2) G(x, z) = -\delta(x) \delta(z) \quad (D.33)\]

The plane-wave spectrum representation of \(G(x, z)\) can be derived by inserting the Weyl representation for \(G_3(x, y, z)\) into the definition (D.32),

\[G(x, z) = \int_{-\infty}^{\infty} G_3(x, y, z) \frac{dk_y}{2\pi} = \int_{-\infty}^{\infty} e^{-jky} \frac{dk_y}{2\pi} \delta(k_y) = \frac{1}{4\pi} \int_{-\infty}^{\infty} e^{-jky} dk_y \quad (D.34)\]

and the \(k_y\) integration in (D.34) sets \(k_y = 0\) into the definition (D.10) of \(k_x\) so that the resulting \(k_x\) is given by (D.27). By combining the standard integral representations of the zero-order Bessel functions [1822], we obtain the representation of the Hankel function, \(H_0^{(2)} = J_0 - jY_0\), for \(r > 0\),

\[J_0(kr) = \frac{1}{\pi} \int_{-\infty}^{\infty} \sin(kr \cos(u)) du \quad (D.35)\]

Changing variables from \(u\) to \(y = r \sin(u)\), we may verify Eq. (D.32),

\[-\frac{j}{4} H_0^{(2)}(kr) = \frac{1}{4\pi} \int_{-\infty}^{\infty} e^{-jky} dy = \int_{-\infty}^{\infty} \frac{e^{-j\sqrt{r^2 + y^2}}}{4\pi \sqrt{r^2 + y^2}} dy \]

\[E. \text{ Coordinate Systems}\]

The definitions of cylindrical and spherical coordinates were given in Sec. 15.8. The expressions of the gradient, divergence, curl, Laplacian operators, and delta functions are given below in cartesian, cylindrical, and spherical coordinates.

\[1\text{ note that, } \partial_y G_3(x, y, z) = -\frac{y}{R} e^{jR} \frac{1}{4\pi R} \left( jk + \frac{1}{R} \right), \quad R = \sqrt{x^2 + y^2 + z^2}.\]
E. Coordinate Systems

**Cartesian Coordinates**

\[
\nabla \psi = \hat{x} \frac{\partial \psi}{\partial x} + \hat{y} \frac{\partial \psi}{\partial y} + \hat{z} \frac{\partial \psi}{\partial z} \\
\nabla^2 \psi = \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} + \frac{\partial^2 \psi}{\partial z^2} \\
\n\nabla \cdot A = \frac{\partial A_x}{\partial x} + \frac{\partial A_y}{\partial y} + \frac{\partial A_z}{\partial z} \\
\n\nabla \times A = \begin{vmatrix}
\hat{x} & \hat{y} & \hat{z} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
A_x & A_y & A_z
\end{vmatrix}
\]

\[
\delta^{(3)}(r - r') = \delta(x - x') \delta(y - y') \delta(z - z')
\]

**Cylindrical Coordinates**

\[
\nabla \psi = \hat{\rho} \frac{\partial \psi}{\partial \rho} + \hat{\phi} \frac{1}{\rho} \frac{\partial \psi}{\partial \phi} + \hat{z} \frac{\partial \psi}{\partial z} \\
\nabla^2 \psi = \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \psi}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 \psi}{\partial \phi^2} + \frac{\partial^2 \psi}{\partial z^2} \\
\n\nabla \cdot A = \frac{\partial A_\rho}{\partial \rho} + \frac{1}{\rho} \frac{\partial A_\phi}{\partial \phi} + \frac{\partial A_z}{\partial z} \\
\n\nabla \times A = \hat{\rho} \left( \frac{1}{\rho} \frac{\partial A_z}{\partial \phi} - \frac{\partial A_\phi}{\partial z} \right) + \hat{\phi} \left( \frac{\partial A_\rho}{\partial z} - \frac{\partial A_z}{\partial \rho} \right) + \hat{z} \left( \frac{1}{\rho} \frac{\partial (\rho A_\phi)}{\partial \phi} - \frac{\partial A_\phi}{\partial \rho} \right)
\]

\[
\delta^{(3)}(r - r') = \frac{1}{\rho} \delta(\rho - \rho') \delta(\phi - \phi') \delta(z - z')
\]

**Spherical Coordinates**

\[
\nabla \psi = \hat{\rho} \frac{\partial \psi}{\partial \rho} + \hat{\theta} \frac{1}{\sin \theta} \frac{\partial \psi}{\partial \theta} + \hat{\phi} \frac{1}{\sin \theta} \frac{\partial \psi}{\partial \phi} \\
\nabla^2 \psi = \frac{1}{\rho^2} \frac{\partial}{\partial \rho} \left( \rho^2 \frac{\partial \psi}{\partial \rho} \right) + \frac{1}{\rho^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial \psi}{\partial \theta} \right) + \frac{1}{\rho^2 \sin^2 \theta} \frac{\partial^2 \psi}{\partial \phi^2}
\]

**Transformations Between Coordinate Systems**

The different coordinate conventions are summarized in Fig. E.1 below. A vector \( \mathbf{A} \) can be expressed component-wise in the three coordinate systems as:

\[
\mathbf{A} = \hat{x} A_x + \hat{y} A_y + \hat{z} A_z = \hat{\rho} A_\rho + \hat{\phi} A_\phi + \hat{z} A_z = \hat{r} A_r + \hat{\theta} A_\theta + \hat{\phi} A_\phi
\]

![Fig. E.1 Cartesian, cylindrical, and spherical coordinate conventions.](image)

The components in one coordinate system can be expressed in terms of the components of another by using the following relationships between the unit vectors, which were also given in Eqs. (15.8.1)–(15.8.3):

\[
\begin{align*}
\mathbf{x} &= \mathbf{\rho} \cos \phi + \mathbf{\dot{\mathbf{\rho}}} \sin \phi \\
\mathbf{y} &= \mathbf{\rho} \sin \phi \\
\mathbf{\rho} &= r \sin \theta \\
\mathbf{\dot{\mathbf{\rho}}} &= \dot{z} \cos \theta + \mathbf{\rho} \sin \theta \\
z &= r \cos \theta \\
\mathbf{\dot{z}} &= \dot{\mathbf{\rho}} \sin \theta + \dot{\mathbf{\rho}} \cos \theta
\end{align*}
\]

\[
\begin{align*}
\mathbf{\hat{x}} &= \mathbf{\hat{\rho}} \cos \phi + \mathbf{\hat{\phi}} \sin \phi \\
\mathbf{\hat{y}} &= \mathbf{\hat{\phi}} \sin \phi - \mathbf{\hat{\rho}} \cos \phi \\
\mathbf{\hat{z}} &= \mathbf{\hat{\rho}} \sin \theta + \mathbf{\hat{\phi}} \cos \theta \\
\mathbf{\hat{\rho}} &= \mathbf{\hat{r}} \sin \theta - \mathbf{\hat{\phi}} \sin \theta \\
\mathbf{\hat{\phi}} &= \mathbf{\hat{r}} \cos \theta + \mathbf{\hat{\rho}} \sin \theta \\
\mathbf{\dot{\mathbf{\hat{\rho}}}} &= \mathbf{\ddot{\mathbf{\hat{\rho}}}} \sin \theta + \mathbf{\ddot{\mathbf{\hat{\rho}}}} \cos \theta
\end{align*}
\]

\[
\begin{align*}
\mathbf{\hat{r}} &= \mathbf{\hat{\rho}} \sin \theta - \mathbf{\hat{\phi}} \cos \theta \\
\mathbf{\dot{\mathbf{\hat{r}}}} &= \dot{\mathbf{\rho}} \sin \theta + \dot{\mathbf{\rho}} \cos \theta
\end{align*}
\]
F. Fresnel Integrals

\[ x = r \sin \theta \cos \phi \]
\[ y = r \sin \theta \sin \phi \]
\[ z = r \cos \theta \]

(E.7)

For example, to express the spherical components \( A_r, A_\theta, A_\phi \) in terms of the Cartesian components, we proceed as follows:

\[ A_r = \hat{r} \cdot \mathbf{A} = \hat{r} \cdot (\hat{x} A_x + \hat{y} A_y + \hat{z} A_z) = (\hat{x} \cdot \mathbf{A}) A_x + (\hat{y} \cdot \mathbf{A}) A_y + (\hat{z} \cdot \mathbf{A}) A_z \]
\[ A_\theta = \hat{\theta} \cdot \mathbf{A} = \hat{\theta} \cdot (\hat{x} A_x + \hat{y} A_y + \hat{z} A_z) = (\hat{\theta} \cdot \mathbf{A}) A_x + (\hat{\phi} \cdot \mathbf{A}) A_y + (\hat{\phi} \cdot \mathbf{A}) A_z \]
\[ A_\phi = \hat{\phi} \cdot \mathbf{A} = \hat{\phi} \cdot (\hat{x} A_x + \hat{y} A_y + \hat{z} A_z) = (\hat{\phi} \cdot \mathbf{A}) A_x + (\hat{\phi} \cdot \mathbf{A}) A_y + (\hat{\phi} \cdot \mathbf{A}) A_z \]

The dot products can be read off Eq. (E.7), resulting in:

\[ A_r = \cos \phi \sin \theta \sin \phi + \sin \phi \sin \theta \cos \theta + \cos \theta A_z \]
\[ A_\theta = \cos \phi \cos \theta \sin \phi + \sin \phi \cos \theta \cos \theta + \sin \theta A_z \]
\[ A_\phi = -\sin \phi A_x + \cos \phi A_y \]

Similarly, using Eq. (E.6) the cylindrical components \( A_\rho, A_z \) can be expressed in terms of spherical components as:

\[ A_\rho = \hat{\rho} \cdot \mathbf{A} = \hat{\rho} \cdot (\hat{\rho} A_\rho + \hat{\phi} A_\phi + \hat{\theta} A_\theta) = \sin \theta A_\rho + \cos \theta A_\phi \]
\[ A_z = \hat{z} \cdot \mathbf{A} = \hat{z} \cdot (\hat{\rho} A_\rho + \hat{\phi} A_\phi + \hat{\theta} A_\theta) = \cos \theta A_\rho - \sin \theta A_\phi \]

(E.10)

F. Fresnel Integrals

The Fresnel functions \( C(x) \) and \( S(x) \) are defined by [1790]:

\[ C(x) = \int_0^x \cos \left( \frac{\pi}{2} t^2 \right) dt, \quad S(x) = \int_0^x \sin \left( \frac{\pi}{2} t^2 \right) dt \]

(F.1)

They may be combined into the complex function:

\[ \mathcal{F}(x) = C(x) - j S(x) = \int_0^x e^{-j \pi t^2 / 2} dt \]

(F.2)

\( C(x), S(x), \) and \( \mathcal{F}(x) \) are odd functions of \( x \) and have the asymptotic values:

\[ C(\infty) = S(\infty) = \frac{1}{2}, \quad \mathcal{F}(\infty) = \frac{1 - j}{2} \]

(F.3)

At \( x = 0 \), we have \( C(0) = 0 \) and \( \mathcal{F}'(0) = 1 \), so that the Taylor series approximation is \( \mathcal{F}(x) \approx x \), for small \( x \). The asymptotic expansions of \( C(x), S(x), \) and \( \mathcal{F}(x) \) are for large positive \( x \):

\[ \mathcal{F}(x) = \frac{1 - j}{2} + \frac{j}{\pi x} e^{-j \pi x^2 / 2} \]

(F.4)

\[ C(x) = \frac{1}{2} + \frac{1}{\pi x} \sin \left( \frac{\pi}{2} x^2 \right) \]

\[ S(x) = \frac{1}{2} - \frac{1}{\pi x} \cos \left( \frac{\pi}{2} x^2 \right) \]

(F.4)

Associated with \( C(x) \) and \( S(x) \) are the type-2 Fresnel integrals:

\[ C_2(x) = \int_0^x \cos \frac{t}{\sqrt{2 \pi t}} dt, \quad S_2(x) = \int_0^x \sin \frac{t}{\sqrt{2 \pi t}} dt \]

(F.5)

They are combined into the complex function:

\[ \mathcal{F}_2(x) = C_2(x) - j S_2(x) = \int_0^x e^{-j \pi t^2 / 2} dt \]

(F.6)

The two types are related by, if \( x \geq 0 \):

\[ C(x) = C_2 \left( \frac{x^2}{2} \right), \quad S(x) = S_2 \left( \frac{x^2}{2} \right) \]

(F.7)

and if \( x < 0 \), we set \( \mathcal{F}(x) = -\mathcal{F}(-x) = -\mathcal{F}_2(x^2 / 2) \).

The Fresnel function \( \mathcal{F}_2(x) \) can be evaluated numerically using Boersma’s approximation [1308], which achieves a maximum error of 10\(^{-9}\) over all \( x \). The algorithm approximates the function \( \mathcal{F}_2(x) \) as follows:

\[ \mathcal{F}_2(x) = \left\{ \begin{array}{ll}
\frac{e^{-j x^2 / 8 \pi}}{\sqrt{\pi}} \sum_{n=0}^{11} (a_n + \text{j} b_n) \left( \frac{\pi}{4} \right)^n, & \text{if } 0 \leq x \leq 4 \\
\frac{1 - j}{2} + e^{-j x^2 / 8 \pi} \sqrt{\pi} \sum_{n=0}^{11} (a_n + \text{j} b_n) \left( \frac{4}{\pi} \right)^n, & \text{if } x > 4
\end{array} \right. \]

(F.8)

where the coefficients \( a_n, b_n, c_n, d_n \) are given in [1308]. Consistency with the small- and large-x expansions of \( \mathcal{F}(x) \) requires that \( a_0 + \text{j} b_0 = \sqrt{8 \pi} \) and \( c_0 + j d_0 = j / \sqrt{8 \pi} \). We have implemented Eq. (F.8) with the MATLAB function \texttt{fcs2}:

\[ \text{fcs2}(x); \quad \% \text{Fresnel integrals } \mathcal{F}_2(x) = C_2(x) - j S_2(x) \]

The ordinary Fresnel integral \( \mathcal{F}(x) \) can be computed with the help of Eq. (F.7). The MATLAB function \texttt{fcs} calculates \( \mathcal{F}(x) \) for any vector of values \( x \) by calling \texttt{fcs2}:

\[ \text{fcs}(x); \quad \% \text{Fresnel integrals } \mathcal{F}(x) = C(x) - j S(x) \]

In calculating the radiation patterns of pyramidal horns, it is desired to calculate a Fresnel diffraction integral of the type:

\[ F_0(\nu, \sigma) = \int_{-1}^{1} e^{j \nu \sigma} e^{-j (\pi / 2) \sigma^2 \xi^2} d\xi \]

(F.9)
F. Fresnel Integrals

Making the variable change \( t = \sigma \xi - \nu/\sigma \), this integral can be computed in terms of the Fresnel function \( F(x) = C(x) - jS(x) \) as follows:

\[
F_0(v, \sigma) = \frac{1}{\sigma} e^{i(\pi/2) (v^2/\sigma^2)} \left[ F \left( \frac{v}{\sigma} + \sigma \right) - F \left( \frac{v}{\sigma} - \sigma \right) \right]
\]

(F.10)

where we also used the oddness of \( F(x) \). The value of Eq. (F.9) at \( \nu = 0 \) is:

\[
F_0(0, \sigma) = \frac{1}{\sigma} \left[ F(\sigma) - F(-\sigma) \right] = 2 \frac{F(\sigma)}{\sigma}
\]

(F.11)

Eq. (F.10) assumes that \( \sigma \neq 0 \). If \( \sigma = 0 \), the integral (F.9) reduces to the sinc function:

\[
F_0(v, 0) = 2 \frac{\sin(\pi v)}{\pi v}
\]

(F.12)

From either (F.11) or (F.12), we find \( F_0(0, 0) = 2 \). A related integral that is also required in the theory of horns is the following:

\[
F_1(v, \sigma) = \int_{-\infty}^{\infty} \cos \left( \frac{\pi \xi}{2} \right) e^{j\pi v \xi} e^{-j(\pi/2) \sigma^2 \xi^2} d\xi
\]

(F.13)

Writing \( \cos(\pi \xi/2) \) as \( (e^{j\pi \xi/2} + e^{-j\pi \xi/2})/2 \), the integral \( F_1(v, s) \) can be expressed in terms of \( F_0(v, \sigma) \) as follows:

\[
F_1(v, \sigma) = \frac{1}{2} \left[ F_0(v + 0.5, \sigma) + F_0(v - 0.5, \sigma) \right]
\]

(F.14)

It can be verified easily that \( F_0(0.5, \sigma) = F_0(-0.5, \sigma) \), therefore, the value of \( F_1(v, \sigma) \) at \( \nu = 0 \) will be given by:

\[
F_1(0, \sigma) = F_0(0.5, \sigma) = \frac{1}{\sigma} e^{j\pi/(8\sigma^2)} \left[ F \left( \frac{1}{2\sigma} + \sigma \right) - F \left( \frac{1}{2\sigma} - \sigma \right) \right]
\]

(F.15)

Using the asymptotic expansion (F.4), we find the expansion valid for small \( \sigma \):

\[
F \left( \frac{1}{2\sigma} \pm \sigma \right) = 1 - \frac{j}{2} + \frac{2\sigma}{\pi} e^{-j(\pi/8\sigma^2)} , \quad \text{for small } \sigma
\]

(F.16)

For \( \sigma = 0 \), the integral \( F_1(v, \sigma) \) reduces to the double-sinc function:

\[
F_1(v, 0) = \int_{-\infty}^{\infty} \cos \left( \frac{\pi \xi}{2} \right) e^{j\pi v \xi} d\xi = \frac{1}{2} \left[ F_0(v + 0.5, 0) + F_0(v - 0.5, 0) \right]
\]

(F.17)

\[
= \frac{\sin(\pi(v + 0.5))}{\pi(v + 0.5)} + \frac{\sin(\pi(v - 0.5))}{\pi(v - 0.5)} = \frac{4}{\pi} \cos(\pi v)
\]

From either Eq. (F.16) or (F.17), we find \( F_1(0, 0) = 4/\pi \).

The MATLAB function \texttt{diffint} can be used to evaluate both Eq. (F.9) and (F.13) for any vector of \( \nu \) and any vector of positive numbers \( \sigma \), including \( \sigma = 0 \). It calls \texttt{fcs} to evaluate the diffraction integral (F.9) according to Eq. (F.10). Its usage is:

\[
F_0 = \text{diffint}(\nu, \text{sigma}, 0); \quad \text{% diffraction integral } F_0(v, \sigma), \text{ Eq. (F.9)}
\]

\[
F_1 = \text{diffint}(\nu, \text{sigma}, 1); \quad \text{% diffraction integral } F_1(v, \sigma), \text{ Eq. (F.13)}
\]

The vectors \( \nu, \text{sigma} \) can be entered either as rows or columns, but the result will be a matrix of size \( \text{length}(\nu) \times \text{length}(\sigma) \). The integral \( F_0(v, \sigma) \) can also be calculated by the simplified call:

\[
F_0 = \text{diffint}(\nu, \sigma); \quad \text{% diffraction integral } F_0(v, \sigma), \text{ Eq. (F.9)}
\]

Actually, the most general syntax of \texttt{diffint} is as follows:

\[
F = \text{diffint}(\nu, \text{sigma}, a, c1, c2); \quad \text{% diffraction integral } F(v, \sigma, a), \text{ Eq. (F.18)}
\]

It evaluates the more general integral:

\[
F(v, \sigma, a) = \int_{c1}^{c2} \cos \left( \frac{\pi x a}{2} \right) e^{j\pi v x} e^{-j(\pi/2) \sigma^2 x^2} d\xi
\]

(F.18)

For \( a = 0 \), we have:

\[
F(v, \sigma, 0) = \frac{1}{\sigma} e^{j\pi(\nu^2/\sigma^2)} \left[ F \left( \frac{v}{\sigma} - \sigma c1 \right) - F \left( \frac{v}{\sigma} - \sigma c2 \right) \right]
\]

(F.19)

For \( a \neq 0 \), we can express \( F(v, \sigma, a) \) in terms of \( F(v, \sigma, 0) \):

\[
F(v, \sigma, a) = \frac{1}{2} \left[ F(v + 0.5a, \sigma, 0) + F(v - 0.5a, \sigma, 0) \right]
\]

(F.20)

For \( a = 0 \) and \( \sigma = 0 \), \( F(v, \sigma, a) \) reduces to the complex sinc function:

\[
F(v, 0, 0) = \frac{e^{j\pi v c2} - e^{j\pi v c1}}{j\pi v} = (c2 - c1) \frac{\sin(\pi (c2 - c1)v/2)}{\pi (c2 - c1)v/2} e^{j\pi(c2+c1)v/2}
\]

(F.21)

In Sommerfeld’s half-space and knife-edge diffraction problems discussed in Sections 18.14 and 18.15, the following function represents the diffraction coefficient,

\[
D(v) = \frac{1}{1 - j} \int_{-\infty}^{\infty} e^{-j\pi u^2/2} du = \frac{1}{1 - j} \left[ F(v) + \frac{1 - j}{2} \right]
\]

(F.22)

It is defined for any real \( v \) and satisfies the properties,

\[
D(v) + D(-v) = 1
\]

(F.23)

\[
D(-\infty) = 0, \quad D(0) = \frac{1}{2}, \quad D(\infty) = 1
\]

(F.24)

The MATLAB function \texttt{diffrr} calculates \( D(v) \) at any vector of (real) values of \( v \). It has usage:

\[
F0 = \text{diffrr}(\nu, \text{sigma}, 0); \quad \text{% diffraction integral } F_0(v, \sigma), \text{ Eq. (F.9)}
\]

\[
F1 = \text{diffrr}(\nu, \text{sigma}, 1); \quad \text{% diffraction integral } F_1(v, \sigma), \text{ Eq. (F.13)}
\]
It may also be quickly defined as an anonymous MATLAB function in terms of $\text{fcs}$:

$$
\text{diff}r = @(v) \left( \text{fcs}(v) + (1-j)/2 \right) / (1-j);
$$

The following integral, which was originally considered by Sommerfeld in his solution of the half-space problem, can be expressed in terms of the function $D(v)$,

$$
I(\phi) = \frac{1}{\pi} \int_0^\infty \frac{\cos(\phi/2) \cosh(t/2)}{\cos \phi + \cosh t} \ e^{-jk\rho \cosh t} \, dt
$$

$$
= \text{sign}(v) \cdot e^{j k \rho \cos \phi} \cdot \left[ 1 - D(|v|) \right], \quad v = \sqrt{\frac{4 k \rho}{\pi}} \cos \left( \frac{\phi}{2} \right)
$$

(F.25)

where $k \rho > 0$ and $\phi$ is a real angle, such that $\cos(\phi/2) \neq 0$, or, $\cos \phi 
eq -1$. Equivalently,

$$
I(\phi) = \left\{ \begin{array}{ll}
e^{j k \rho \cos \phi} \cdot \left[ 1 - D(v) \right] & \text{if } v > 0 \\
-e^{j k \rho \cos \phi} \cdot \left[ 1 - D(-v) \right] & \text{if } v < 0
\end{array} \right.
$$

(F.26)

where we used the property (F.23). The value at $\cos(\phi/2) = 0$ is discussed below. To show Eq. (F.25), we change variables to $s = \sinh(t/2)$, $c = \cos(\phi/2)$. Then, doubling the range of integration and using the identities,

$$
\cos \phi = 2 \cos^2 \left( \frac{\phi}{2} \right) - 1, \quad \cosh t = 2 \sinh^2 \left( \frac{t}{2} \right) + 1
$$

the integral is transformed into,

$$
I(\phi) = e^{j k \rho \cos \phi} \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{c}{c^2 + s^2} \ e^{-j k \rho (c^2 + s^2)} \ ds
$$

(G.1)

where we used the definite integral,

$$
\int_{-\infty}^{\infty} e^{-j k \rho s^2} \, ds = \frac{1}{\sqrt{2 k \rho}} \sqrt{\frac{\pi}{2}}
$$

where we used the definite integral,

$$
\int_{-\infty}^{\infty} e^{-j k \rho s^2} \, ds = \frac{1}{\sqrt{2 k \rho}} \sqrt{\frac{\pi}{2}}
$$

Introducing the variable $v = |c| \sqrt{4 k \rho / \pi}$, we note that, $dv/d \rho = |ck| / \sqrt{2 k \rho}$. Noting that, $c = \text{sign}(c) \ |c|$, we may change variables from $\rho$ to $v$ and rewrite (F.28) as,

$$
\frac{d}{dv} \left[ I(\phi) e^{-j k \rho \cos \phi} \right] = -\text{sign}(c) \frac{1}{1-j} \ e^{-j m v^2 / 2}
$$

(G.2)

Integrating with respect to $v$, and fixing the integration constant by requiring that $I(\phi)$ vanish as $\rho \to \infty$ or $v \to \infty$, we obtain the required result,

$$
I(\phi) e^{-j k \rho \cos \phi} = 1 - \frac{1}{1-j} \int_{-\infty}^{v} e^{-j m u^2 / 2} \, du = 1 - D(v)
$$

where here, $v = \sqrt{4 k \rho / \pi} \ |\cos(\phi/2)|$. Regarding the value at $c = 0$, we may distinguish the limits as $c \to \pm 0$. Using the following limit for the delta-function,

$$
\lim_{c \to \pm 0} \frac{1}{\pi} \frac{c}{c^2 + S^2} = \pm \delta(s)
$$

then, Eq. (F.27) has the following limiting values, noting that $\cos \phi = 2c^2 - 1 = -1$,

$$
\lim_{c \to \pm 0} I(\phi) = \lim_{c \to \pm 0} e^{j k \rho \cos \phi} \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{c}{c^2 + S^2} \ e^{-j 2 k \rho (c^2 + s^2)} \ ds = \frac{1}{2} e^{-j k \rho}
$$

These are consistent with the limits of Eq. (F.26) since $D(0) = 1/2$.

### G. Exponential, Sine, and Cosine Integrals

Several antenna calculations, such as mutual impedances and directivities, can be reduced to the exponential integral, which is defined as follows [1790]:

$$
E_1(z) = \int_{z}^{\infty} \frac{e^{-u}}{u} \, du = e^{-z} \int_{0}^{\infty} \frac{e^{-t}}{z + t} \, dt \quad \text{(exponential integral)}
$$

where $z$ is a complex number with phase restricted such that $|\arg z| < \pi$. This range allows pure imaginary $z$'s. The built-in MATLAB function $\text{expint}$ evaluates $E_1(z)$ at an array of $z$'s. Related to $E_1(z)$ are the sine and cosine integrals:

$$
S_i(z) = \int_{0}^{z} \frac{\sin u}{u} \, du \quad \text{(sine integral)}
$$

$$
C_i(z) = \gamma + \ln z + \int_{0}^{z} \frac{1 - \cos u}{u} \, du \quad \text{(cosine integral)}
$$

where $\gamma$ is the Euler constant $\gamma = 0.5772156649...$. A related cosine integral is:

$$
\text{Cin}(z) = \int_{0}^{z} \frac{1 - \cos u}{u} \, du = \gamma + \ln z - C_i(z)
$$

For $z \geq 0$, the sine and cosine integrals are related to $E_1(z)$ by [1790]:

$$
S_i(z) = \frac{E_1(iz) - E_1(-iz)}{2j} + \frac{\pi}{2} = \text{Im}[E_1(iz)] + \frac{\pi}{2}
$$

$$
C_i(z) = -\frac{E_1(iz) + E_1(-iz)}{2j} = -\text{Re}[E_1(iz)]
$$

where for $z \leq 0$, we have $S_i(z) = -S_i(-z)$ and $C_i(z) = C_i(-z) + j\pi$. Conversely, we have for $z > 0$:

$$
E_1(iz) = -C_i(z) + j(S_i(z) - \frac{\pi}{2}) = -\gamma - \ln z + C_{in}(z) + j(S_i(z) - \frac{\pi}{2})
$$

The MATLAB functions $S_i, C_i, \text{Cin}$ evaluate the sine and cosine integrals at any vector of $z$'s by using the relations (G.4) and the built-in function $\text{expint}$.
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\[ y = \text{Si}(z); \quad \% \text{sine integral, Eq. (G.2)} \]
\[ y = \text{Ci}(z); \quad \% \text{sine integral, Eq. (G.2)} \]
\[ y = \text{Cin}(z); \quad \% \text{sine integral, Eq. (G.3)} \]

A related integral that appears in calculating mutual and self impedances is what may be called a “Green’s function integral”:

\[ \text{Gi}(d, z_0, h, s) = \int_0^h \frac{e^{-jkR}}{R} e^{-jksz} dz, \quad R = \sqrt{d^2 + (z - z_0)^2}, \quad s = \pm 1 \quad (G.6) \]

This integral can be reduced to the exponential integral by the change of variables:

\[ \nu = jk(R + s(z - z_0)) \Rightarrow s \frac{dv}{v} = \frac{dz}{R} \]

which gives

\[ \int_0^h \frac{e^{-jkR}}{R} e^{-jksz} dz = se^{-jksz} \int_{v_0}^{v_1} e^{-\frac{u}{v}} du, \quad \text{or}, \]

\[ \text{Gi}(d, z_0, h, s) = \int_0^h \frac{e^{-jkR}}{R} e^{-jksz} dz = se^{-jksz} [E_1(ju_0) - E_1(ju_1)] \quad (G.7) \]

where

\[ v_0 = ju_0, \quad u_0 = \frac{1}{k} \left[ \sqrt{d^2 + z_0^2 - z_0^2} \right] \]
\[ v_1 = ju_1, \quad u_1 = \frac{1}{k} \left[ \sqrt{d^2 + (h - z_0)^2 + s(h - z_0)} \right] \]

The function \( \text{Gi} \) evaluates Eq. (G.7), where \( z_0, s \), and the resulting integral \( f \), can be vectors of the same dimension. Its usage is:

\[ J = \text{Gi}(d, z_0, h, s); \quad \% \text{Green’s function integral, Eq. (G.7)} \]

Another integral that appears commonly in antenna work is:

\[ \int_0^{\pi} \frac{\cos(\alpha \cos \theta) - \cos \alpha}{\sin \theta} d\theta = S_1(2\alpha) \sin \alpha - C_1(2\alpha) \cos \alpha \quad (G.8) \]

Its proof is straightforward by first changing variables to \( z = \cos \theta \), then using partial fraction expansion, and finally changing variables to \( u = \alpha(1 + z) \), and using the definitions (G.2) and (G.3):

\[ \int_0^{\pi} \frac{\cos(\alpha \cos \theta) - \cos \alpha}{\sin \theta} d\theta = \int_{-1}^{1} \frac{\cos(\alpha z) - \cos \alpha}{1 - z^2} dz \]
\[ = \frac{1}{2} \int_{-1}^{1} \cos(\alpha z) - \cos \alpha \, dz + \frac{1}{2} \int_{-1}^{1} \cos(\alpha z) - \cos \alpha \, dz \]
\[ = \int_{-1}^{1} \frac{\cos(\alpha z) - \cos \alpha}{1 - z^2} dz \]
\[ = \frac{2\alpha}{u} \cos(\alpha u - \alpha) - \cos \alpha \, du = \sin \alpha \int_0^{2\alpha} \sin u \, du - \cos \alpha \int_0^{2\alpha} \frac{1 - \cos u}{u} \, du \]

H. Stationary Phase Approximation

The Fresnel integrals find also application in the stationary-phase approximation for evaluating integrals. We note first that Eqs. (F.2) and (F.3) imply,

\[ \int_{-\infty}^{\infty} e^{\pm j \frac{m^2}{2}} dt = 1 \pm j = \sqrt{2} e^{\pm j \frac{\pi}{4}} \quad (H.1) \]

and by changing variables of integration, we have the following integral, for any real \( \alpha \),

\[ \int_{-\infty}^{\infty} e^{i\alpha x^2/2} dx = \frac{\sqrt{2\pi}}{|\alpha|} e^{j \text{sign}(\alpha) \frac{\pi}{4}} = \frac{\sqrt{\pi}}{|\alpha|} \left( 1 + j \text{sign}(\alpha) \right) \quad (H.2) \]

The stationary-phase approximation is a way to approximate integrals of the following form, in the limit of the positive parameter \( p \to \infty \),

\[ \int_{-\infty}^{\infty} f(x) e^{ip\phi(x)} dx \quad (H.3) \]

where \( f(x), \phi(x) \) are real-valued. To simplify the notation, we will set \( p = 1 \). One can always replace \( \phi(x) \) by \( p \phi(x) \) in what follows. The stationary-phase approximation can then be stated as follows:

\[ \int_{-\infty}^{\infty} f(x) e^{ip\phi(x)} dx \approx e^{j \text{sign}(\phi'(x_0)) \frac{\pi}{4}} \sqrt{\frac{2\pi}{|\phi''(x_0)|}} f(x_0) e^{j \phi(x_0)} \quad (H.4) \]

where \( x_0 \) is a stationary point of the phase \( \phi(x) \), that is, the solution of \( \phi'(x_0) = 0 \), where for simplicity we assume that there is only one such point (otherwise, one has a sum of terms like (H.4), one for each solution of \( \phi'(x) = 0 \)). Eq. (H.4) is obtained by expanding \( \phi(x) \) in Taylor series about the stationary point \( x = x_0 \) and keeping only up to the quadratic term:

\[ \phi(x) \approx \phi(x_0) + \phi'(x_0) (x - x_0) + \frac{1}{2} \phi''(x_0) (x - x_0)^2 = \phi(x_0) + \frac{1}{2} \phi''(x_0) (x - x_0)^2 \]

Making this approximation in the integral and assuming that \( f(x) \) is slowly varying in the neighborhood of \( x_0 \), we may replace \( f(x) \) by its value at \( x_0 \):

\[ \int_{-\infty}^{\infty} f(x) e^{ip\phi(x)} dx \approx \int_{-\infty}^{\infty} f(x_0) e^{ip\phi(x_0) + \phi''(x_0)(x - x_0)^2 / 2} dx \]

\[ = f(x_0) e^{ip\phi(x_0)} \int_{-\infty}^{\infty} e^{ip\phi''(x_0)(x - x_0)^2 / 2} dx \]

and Eq. (H.4) is obtained by applying Eq. (H.2) to the above integral. The generalization to two dimensions is straightforward, the objective being to evaluate double-integrals of the following form in the limit, \( p \to \infty \),

\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{ip\phi(x, y)} dx \, dy \]
As before, we will set $p = 1$. The phase function $\phi(x,y)$ is now expanded about a stationary point $(x_0,y_0)$, at which the partial derivatives of $\phi(x,y)$ vanish,

$$\frac{\partial \phi(x_0,y_0)}{\partial x} = \frac{\partial \phi(x_0,y_0)}{\partial y} = 0 \quad (H.5)$$

The Taylor series expansion about the point $(x_0,y_0)$ can be written as the quadratic form,

$$\phi(x,y) \approx \phi(x_0,y_0) + \frac{1}{2} \left[ \alpha (x-x_0)^2 + 2\beta (y-y_0) + \gamma (y-y_0)^2 \right]$$

$$= \phi(x_0,y_0) + \frac{1}{2} X^T \Phi X,$$

where $X = \begin{bmatrix} x-x_0 \\ y-y_0 \end{bmatrix}$, $\Phi = \begin{bmatrix} \alpha & \beta \\ \beta & \gamma \end{bmatrix}$, and $\alpha, \beta, \gamma$ denote the second derivatives at $(x_0,y_0)$, that is,

$$\alpha = \frac{\partial^2 \phi(x_0,y_0)}{\partial x^2}, \quad \beta = \frac{\partial^2 \phi(x_0,y_0)}{\partial x \partial y}, \quad \gamma = \frac{\partial^2 \phi(x_0,y_0)}{\partial y^2}$$

The stationary-phase approximation becomes then,

$$\int_0^\infty f(x,y) e^{i\phi(x,y)} \, dx \, dy = f(x_0,y_0) e^{i\phi(x_0,y_0)} \int_0^\infty e^{i\frac{\sigma}{2} x^2} \, dx \, dy$$

The above double integral can be reduced to the product of two integrals of the form of Eq. (H.2). The resulting approximation then takes the form:

$$\int_0^\infty f(x,y) e^{i\phi(x,y)} \, dx \, dy \approx e^{i(\sigma+\tau)\pi} \sqrt{\frac{2\pi}{|\det \Phi|}} e^{i\phi(x_0,y_0)} \quad (H.6)$$

where $\sigma, \tau$ are the signs of the determinant and trace of $\Phi$, that is,

$$\sigma = \text{sign} (\det \Phi) = \text{sign} (\alpha \beta - \gamma^2)$$

$$\tau = \text{sign} (\text{tr} \Phi) = \text{sign} (\alpha + \beta) \quad (H.7)$$

In particular, the phase factor takes the following three possible values, depending on whether the stationary point $(x_0,y_0)$ is a local minimum, a local maximum, or a saddle point of $\phi(x,y)$,

$$e^{i(\sigma+\tau)\pi} = \begin{cases} 1, & \text{if } \det \Phi > 0, \text{tr} \Phi > 0, \text{ (minimum)} \\ -1, & \text{if } \det \Phi > 0, \text{tr} \Phi < 0, \text{ (maximum)} \\ 0, & \text{if } \det \Phi < 0, \text{ (saddle)} \end{cases}$$

In Eq. (H.8), the conditions $\text{tr} \Phi \leq 0$ can be replaced by the equivalent conditions $\sigma \leq 0$, or by $\beta \leq 0$. This follows from the fact that $\alpha \beta = \gamma^2 + \det \Phi$, so that if $\det \Phi > 0$, then $\alpha \beta > 0$, and $\alpha, \beta$ must have the same sign and hence the same sign as, $\text{tr} \Phi = \alpha + \beta$. Thus, $\tau$ can be replaced by $\text{sign} (\alpha)$ in (H.6).

The evaluation of the quadratic-phase integral $\int_0^\infty e^{i\frac{\sigma}{2} x^2} \, dx \, dy$ can be done in two ways, leading to Eq. (H.6). First, by the method of “completing the squares”, and second, using the eigenvalue decomposition of the matrix $\Phi$. In the first method, we note the following quadratic form identity (assuming $\alpha \neq 0$),

$$\frac{1}{2} X^T \Phi X = \frac{1}{2} \left[ (\alpha (x-x_0)^2 + 2\beta (y-y_0) + \gamma (y-y_0)^2 \right]$$

$$= \frac{1}{2} \alpha \left( x-x_0 + \frac{\beta}{\alpha} (y-y_0) \right)^2 + \frac{1}{2} \beta \left( y-y_0 \right)^2 = \frac{1}{2} \alpha x^2 + \frac{1}{2} \beta y^2$$

where $x = x-x_0 + \frac{\beta}{\alpha} (y-y_0)$, $y = y-y_0$, and $dxdy = d\xi d\eta$. Thus, using Eq. (H.2),

$$\int_0^\infty e^{i\frac{\sigma}{2} x^2} \, dx \cdot \int_0^\infty e^{i\beta y^2} \, dy = \sqrt{\frac{2\pi}{|\det \Phi|}} e^{i\sigma \pi}, \quad \nu = \left| \frac{\beta}{\alpha} \right|$$

and noting that, $\text{sign} \left( \frac{\beta}{\alpha} \right) = \text{sign} (\alpha) \cdot \text{sign} (\beta)$, we obtain,

$$\int_0^\infty e^{i\frac{\sigma}{2} x^2} \, dx \approx e^{i(\sigma+\nu)\pi} \sqrt{\frac{2\pi}{|\det \Phi|}}$$

which leads to an equivalent expression to (H.6). In the eigenvalue method, the real-symmetric matrix $\Phi$ is diagonalized by a real orthogonal matrix $\Lambda$, that is, $\Phi = \Lambda V^T$, where $\Lambda = \text{diag} \{ \lambda_+, \lambda_- \}$, with the two real eigenvalues given by,

$$\lambda_{\pm} = \frac{\alpha + \beta \pm \sqrt{(\alpha - \beta)^2 + 4\beta^2}}{2}$$

Then, the quadratic form splits with respect to the two orthogonal directions as follows,

$$\frac{1}{2} (\alpha (x-x_0)^2 + 2\beta (y-y_0) + \gamma (y-y_0)^2 \right] = \frac{1}{2} \lambda_+ u_+^2 + \frac{1}{2} \lambda_- u_-^2$$

and the quadratic phase integral becomes the product of two single ones,

$$\int_0^\infty e^{i\frac{\sigma}{2} x^2} \, dx \approx e^{i(\lambda_+\tau)\pi} \sqrt{\frac{(2\pi)^2}{\lambda_+ \lambda_-}}$$

where $dx dy = du_+ du_-$. Since $|\det \Phi| = 1$. The equivalence to (H.6) follows now by recognizing that, $\det \Phi = \lambda_+ \lambda_- \text{tr} \Phi = \lambda_+ + \lambda_-$, and that,

$$\text{sign} (\lambda_+ \lambda_-) = (\text{sign} (\lambda_+) + \text{sign} (\lambda_-)) \cdot (\text{sign} (\lambda_+ + \lambda_-) = (\sigma + \tau) \cdot \nu$$

When $\det \Phi = \lambda_+ \lambda_- > 0$, there can be two cases, either $\lambda_+ > 0$ and $\lambda_- > 0$, leading to a local minimum of $\phi(x,y)$ at the stationary point $(x_0,y_0)$, or $\lambda_+ < 0$ and $\lambda_- < 0$, leading to a local maximum. Similarly, if $\det \Phi < 0$, then $\lambda_+ \lambda_- > 0$ must have opposite signs, corresponding to a saddle point.

For more information and subtleties of the stationary phase method, the reader may consult references [1632-1639].
I. Gauss-Legendre and Double-Exponential Quadrature

In many parts of this book it is necessary to perform numerical integration. Gauss-Legendre quadrature is one of the best integration methods, and we have implemented it with the MATLAB functions quadr and quadrs. Below, we give a brief description of the method.\(^1\) The integral over an interval \([a, b]\) is approximated by a sum of the form:

$$\int_a^b f(x) \, dx \approx \sum_{i=1}^N w_i f(x_i)$$  \hspace{1cm} (L1)

where \(w_i, x_i\) are appropriate weights and evaluation points (nodes). This can be written in the vectorial form:

$$\int_a^b f(x) \, dx \approx [w_1, w_2, \ldots, w_N] \begin{bmatrix} f(x_1) \\ f(x_2) \\ \vdots \\ f(x_N) \end{bmatrix} = w^T f(x)$$ \hspace{1cm} (L2)

The function quadr returns the column vectors of weights \(w\) and nodes \(x\), with usage:

\[
[w, x] = \text{quadr}(a, b, N); \quad \% \text{ Gauss-Legendre quadrature}
\]

The function quadrs allows the splitting of the interval \([a, b]\) into subintervals, computes \(N\) weights and nodes in each subinterval, and concatenates them to form the overall weight and node vectors \(w, x\):

\[
[w, x] = \text{quadr}(ab, N); \quad \% \text{ Gauss-Legendre quadrature over subintervals}
\]

where \(ab\) is an array of endpoints that define the subintervals, for example,

- \(ab = [a, b]\), \hspace{1cm} single interval
- \(ab = [a, c, b]\), \hspace{1cm} two subintervals, \([a, c]\) and \([c, b]\)
- \(ab = [a, c, d, b]\), \hspace{1cm} three subintervals, \([a, c]\), \([c, d]\), and \([d, b]\)
- \(ab = a : c : b\), \hspace{1cm} subintervals, \([a, a+c, a+2c, \ldots, a+Mc]\), with \(a + Mc = b\)

As an example, consider the following function and its exact integral:

\[f(x) = e^x + \frac{1}{x}, \quad J = \int_1^2 f(x) \, dx = e^2 - e + \ln 2 = 5.36392145\] \hspace{1cm} (L3)

This integral can be evaluated numerically by the MATLAB code:

\[
\begin{align*}
N &= 5; & \text{\% number of weights and nodes} \\
[w, x] &= \text{quadr}(1, 2, N); & \text{\% calculate weights and nodes for the interval \([1, 2]\)} \\
f &= \exp(x) + 1./x; & \text{\% evaluate } f(x) \text{ at the node vector} \\
J &= \text{approximate integral}
\end{align*}
\]

This produces the exact value with a \(4.23 \times 10^{-7}\) percentage error. If the integration interval is split in two, say, \([1, 1.5]\) and \([1.5, 2]\), then the second line above can be replaced by
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They are normalized such that \( P_n(1) = 1 \) and are mutually orthogonal with respect to (I.7), but do not have unit norm:

\[
(P_n, P_m) = \int_{-1}^{1} P_n(z)P_m(z) \, dz = \frac{2}{2n + 1} \delta_{nm} \tag{I.10}
\]

Moreover, they satisfy the three-term recurrence relation:

\[
z P_n(z) = \left( \frac{n}{2n + 1} \right) P_{n-1}(z) + \left( \frac{n + 1}{2n + 1} \right) P_{n+1}(z) \tag{I.11}
\]

The Gram-Schmidt orthogonalization process of the monomial basis \( f_n(z) = z^n \) is the following order-recursive construction:

1. Initialize \( P_0(z) = f_0(z) = 1 \)
2. For \( n = 1, 2, 3, \ldots \), do
   
   \[
P_n(z) = f_n(z) - \sum_{k=0}^{n-1} \frac{(f_n, P_k)}{(P_k, P_k)} P_k(z)
   \]

A few steps of the construction will clarify it:

\[
P_1(z) = f_1(z) = \frac{f_1, P_0}{(P_0, P_0)} P_0(z) = z
\]

where \( (f_1, P_0) = (z, 1) = \int_{-1}^{1} zdz = 0 \). Then construct \( P_2 \) by:

\[
P_2(z) = f_2(z) - \frac{(f_2, P_0)}{(P_0, P_0)} P_0(z) - \frac{(f_2, P_1)}{(P_1, P_1)} P_1(z)
\]

where now we have \( (f_2, P_1) = (z^2, z) = \int_{-1}^{1} z^2 \, dz = 0 \), and

\[
(f_2, P_0) = (z^2, 1) = \int_{-1}^{1} z^2 \, dz = \frac{2}{3}, \quad (P_0, P_0) = (1, 1) = \int_{-1}^{1} 1 \, dz = 2
\]

Therefore,

\[
P_2(z) = z^2 - \frac{2/3}{2} = z^2 - \frac{1}{3}
\]

Then, normalize it such that \( P_2(1) = 1 \), and so on. For our discussion, we are going to renormalize the Legendre polynomials to unit norm. Because of (I.10), this amounts to multiplying the standard \( P_n(z) \) by the factor \( \sqrt{\frac{2n+1}{2}} \). Thus, we re-define:

\[
P_n(z) = \frac{\sqrt{2n+1}}{2} \frac{d^n}{dz^n} [ (z^2 - 1)^n ], \quad n = 0, 1, 2, \ldots \tag{I.12}
\]

Thus, (I.10) becomes \( (P_n, P_m) = \delta_{nm} \). In particular, we note that now

\[
P_0(z) = \frac{1}{\sqrt{2}} \tag{I.13}
\]

By introducing the same scaling factors into each term of the recurrence (I.11), we find that the renormalized \( P_n(z) \) satisfy:

\[
z P_n(z) = \alpha_n P_{n-1}(z) + \alpha_{n+1} P_{n+1}(z), \quad \alpha_n = \frac{n}{\sqrt{4n^2 - 1}} \tag{I.14}
\]

This relationship can be assumed to be valid also at \( n = 0 \), provided we define \( P_{-1}(z) = 0 \). For each order \( n \), the Gram-Schmidt procedure replaces the non-orthogonal monomial basis by the orthonormalized Legendre basis:

\[
\{1, z, z^2, \ldots, z^n\} \Rightarrow \{P_0(z), P_1(z), P_2(z), \ldots, P_n(z)\}
\]

Thus, any polynomial \( Q(z) \) of degree \( n \) can be expanded uniquely in either basis:

\[
Q(z) = \sum_{k=0}^{n} q_k z^k = \sum_{k=0}^{n} c_k P_k(z)
\]

with the expansion coefficients calculated from \( c_k = (Q, P_k) \). This also implies that if \( Q(z) \) has order \( n - 1 \) then, it will be orthogonal to \( P_n(z) \).

Next, we turn to the proof of the basic Gauss-Legendre result (I.6). Given a polynomial \( P(z) \) of order \( 2N - 1 \), we can expand it uniquely in the form:

\[
P(z) = P_N(z) Q(z) + R(z) \tag{I.15}
\]

where \( Q(z) \) and \( R(z) \) are the quotient and remainder of the division by the Legendre polynomial \( P_N(z) \), and both will have order \( N - 1 \). Then, the integral of \( P(z) \) can be written in inner-product notation as follows:

\[
\int_{-1}^{1} P(z) \, dz = (P, 1) = (P_N Q + R, 1) = (P_N Q, 1) + (R, 1) = (Q, P_N) + (R, 1)
\]

But \( (Q, P_N) = 0 \) because \( Q(z) \) has order \( N - 1 \) and \( P_N(z) \) is orthogonal to all such polynomials. Thus, the integral of \( P(z) \) can be expressed only in terms of the integral of the remainder polynomial \( R(z) \), which has order \( N - 1 \):

\[
\int_{-1}^{1} P(z) \, dz = (P, 1) = (R, 1) = \int_{-1}^{1} R(z) \, dz \tag{I.16}
\]

The right-hand side of the integration rule (I.6) can also be expressed in terms of \( R(z) \):

\[
\sum_{i=1}^{N} w_i P(z_i) = \sum_{i=1}^{N} w_i P_N(z_i) Q(z_i) + \sum_{i=1}^{N} w_i R(z_i) \tag{I.17}
\]

and, because we assumed that \( P_N(z_i) = 0 \),

\[
\sum_{i=1}^{N} w_i P(z_i) = \sum_{i=1}^{N} w_i R(z_i) \tag{I.18}
\]

Thus, combining (I.16) and (I.18), we obtain the following condition, which is equivalent to Eq. (I.6),

\[
\int_{-1}^{1} R(z) \, dz = \sum_{i=1}^{N} w_i R(z_i) \tag{I.19}
\]
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Because $R(z)$ is an arbitrary polynomial of degree $N - 1$, and has only $N$ coefficients, this condition can be satisfied with a common set of $N$ weights $w_i$ for all such $R(z)$. If we had not assumed initially that the $z_i$ were the zeros of $P_N(z)$, and took them to be an arbitrary set of $N$ distinct points in $[-1, 1]$, then (I.19) would read as

$$\int_{-1}^{1} R(z) \, dz = \sum_{i=1}^{N} w_i P_N(z_i) Q(z_i) = \sum_{i=1}^{N} w_i R(z_i)$$

In order for this to be satisfied for all $R(z)$ and all $Q(z)$, then (I.19) must still be satisfied by setting $Q(z) = 0$, which fixes the weights $w_i$. Therefore, the first term in the right-hand side must be zero for all polynomials $Q(z)$ of degree $N - 1$, and one can show that this implies that $P_N(z_i) = 0$, that is, the $z_i$ must be the zeros of $P_N(z)$.

Condition (I.19) can be used to determine the weights by expanding $R(z)$ into either the monomial basis or the Legendre basis, that is, because $R(z)$ has degree $N - 1$:

$$R(z) = \sum_{k=0}^{N-1} R_k z^k = \sum_{k=0}^{N-1} \alpha_k P_k(z) \quad (I.20)$$

Inserting, for example, the monomial basis into (I.19) and matching the coefficients of $r_k$ on either side, we obtain the system of $N$ equations for the weights:

$$\sum_{i=1}^{N} z_i^k w_i = \int_{-1}^{1} z^k \, dz = \frac{1 + (-1)^k}{k + 1}, \quad k = 0, 1, \ldots, N - 1 \quad (I.21)$$

Defining the matrix $F_{ki} = z_i^k$ and the vector $u_k = \left[1 + (-1)^k\right] / (k + 1)$, we may write (I.21) in the compact matrix form:

$$F w = u \quad \Rightarrow \quad w = F^{-1} u \quad (I.22)$$

Alternatively, we may use the Legendre basis, which is more elegant. The left hand side of (I.19) will receive contribution only from the $k = 0$ term because $P_0$ is orthogonal to all the succeeding $P_k$. Indeed, using the definition (I.13), we have:

$$\int_{-1}^{1} R(z) \, dz = \int_{-1}^{1} \sqrt{2} R(z) \, P_0(z) \, dz = \sqrt{2} \sum_{k=0}^{N-1} \alpha_k \left( P_k, P_0 \right) = \sqrt{2} \sum_{k=0}^{N-1} \alpha_k \delta_{k0} = \sqrt{2} \alpha_0$$

The right-hand side of (I.19) may be written as follows. Defining the $N \times N$ matrix $P_{ki} = P_k(z_i)$, $i = 1, 2, \ldots, N$, and $k = 0, 1, \ldots, N - 1$, and the row vector $c^T = [c_0, c_1, \ldots, c_{N-1}]$ of expansion coefficients, we have:

$$\sum_{i=1}^{N} w_i R(z_i) = \sum_{k=0}^{N-1} \sum_{i=1}^{N} c_k (P_k, z_i) w_i = c^T P w$$

Thus, (I.19) now reads, where $u_0 = [1, 0, 0, \ldots, 0]^T$:

$$c^T P w = \sqrt{2} c_0 = \sqrt{2} c^T u_0$$

Because the vector $c$ is arbitrary, we must have the condition:

$$P w = \sqrt{2} u_0 \quad \Rightarrow \quad w = \sqrt{2} P^{-1} u_0 \quad (I.23)$$

The matrix $P$ has some rather interesting properties. First, it has mutually orthogonal columns. Second, these columns are the eigenvectors of a Hermitian tridiagonal matrix whose eigenvalues are the zeros $z_i$. Thus, the problem of finding both $z_i$ and $w_i$ is reduced to an eigenvalue problem.

These eigenvalue properties follow from the recursion (I.14) of the normalized Legendre polynomials. For $n = 0, 1, 2, 3$, the recursion reads explicitly:

$$z P_n(z) = \alpha_1 P_1(z)$$

$$z P_n(z) = \alpha_1 P_0(z) + \alpha_2 P_2(z)$$

$$z P_n(z) = \alpha_2 P_1(z) + \alpha_3 P_3(z)$$

$$z P_n(z) = \alpha_3 P_2(z) + \alpha_4 P_4(z)$$

which can be written in matrix form:

$$z P_0(z) = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}$$

$$z P_1(z) = \begin{bmatrix} 0 & \alpha_1 & 0 & 0 \\ \alpha_1 & 0 & \alpha_2 & 0 \\ 0 & \alpha_2 & 0 & \alpha_3 \\ \vdots & \vdots & \vdots & \vdots \end{bmatrix}$$

Now, if $z$ is replaced by the $i$th zero $z_i$ of $P_N(z)$, the last column will vanish and we obtain the eigenvalue equation:

$$z = \begin{bmatrix} 0 & \alpha_1 & 0 & 0 & \cdots & 0 \\ \alpha_1 & 0 & \alpha_2 & 0 & \cdots & 0 \\ 0 & \alpha_2 & 0 & \alpha_3 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \alpha_{N-2} & 0 & \alpha_{N-1} \\ 0 & \cdots & 0 & \alpha_{N-1} & 0 & \alpha_N \end{bmatrix}$$

Denoting the above tridiagonal matrix by $A$ and the column of $P_i(z_i)$'s by $p_i$, we may write compactly:

$$A p_i = z_i p_i, \quad i = 1, 2, \ldots, N \quad (I.24)$$

$$P_0(z_i) \quad P_1(z_i) \quad P_2(z_i) \quad \cdots \quad P_{N-1}(z_i)$$
Thus, the eigenvalues of $A$ are the zeros $z_i$ and the corresponding eigenvectors are the columns $p_i$ of the matrix $P$ that we introduced in (I.23). Because the zeros $z_i$ are distinct and $A$ is a Hermitian matrix, its eigenvectors will be mutually orthogonal:

$$ p_i^T p_j = d_i^2 \delta_{ij} \quad (I.26) $$

where $d_i = \|p_i\|$ are the norms of the vectors $p_i$. It follows that the orthonormalized eigenvectors of $A$ will be $v_i = p_i/d_i$, and the orthogonal matrix of eigenvectors having the $v_i$ as columns will be $V = [v_1, v_2, \ldots, v_N]$, or, expressed in terms of the matrix $P$ and the diagonal matrix $D = \text{diag}(d_1, d_2, \ldots, d_N)$:

$$ V = PD^{-1} \quad (I.27) $$

Replacing $P$ in (I.23) by $P = VD$ and using the orthogonality $V^T V = I$ of the eigenvector matrix, or $V^{-1} = V^T$, we obtain the solution:

$$ w = \sqrt{2} D^{-1} V^T u_0 \implies w_i = \sqrt{2} d_i^{-1} (v_i^T u_0) \quad (I.28) $$

The matrix $D$ can itself be expressed in terms of $V$ by noting that the top entry of $p_i$ is $P_0(z_i) = 1/\sqrt{2}$, and therefore, it follows from $v_i = p_i/d_i$ that the top entry of $v_i$ will be $v_i^T u_0 = 1/(\sqrt{2}d_i)$, or, $d_i^{-1} = \sqrt{2} (v_i^T u_0)$. It finally follows from Eq. (I.28) that

$$ w_i = d_i^{-2} = 2 (v_i^T u_0)^2 \quad (I.29) $$

In MATLAB language, $v_i^T u_0 = V(1,i)$, that is, the first row of $V$. Because the eigenvectors of the Hermitian matrix $A$ are real-valued and unique up to a sign, Eq. (I.29) allows the unique determination of the weights from the eigenvector matrix $V$.

The above discussion leads to two possible implementations of the MATLAB function quadr. In the first, we obtain the coefficients of the Legendre polynomial $P_N(z)$, find its zeros using the built-in function root, and then solve the linear equation (I.22) for the weights. The second approach, implemented by the function quadr2 and the related function quadrs2, determines $z_i, w_i$ from the eigenvalue problem of the matrix $A$.

### Tanh-Sinh Double-Exponential Quadrature

Another quadrature integration procedure is the so-called double-exponential or, tanh-sinh rule. It is particularly effective in handling end-point singularities. According to this rule, the integral of a function $f(x)$ over the interval $[a, b]$ is approximated by the sum,

$$ \int_a^b f(x) \, dx \approx \sum_{i=-N}^{N} w_i f(x_i) \quad (I.30) $$

with weights $w_i$ and quadrature points $x_i$ derived from,

$$ t_i = h i, \quad -N \leq i \leq N $$

$$ x_i = \left( \frac{b-a}{2} \right) \tanh \left( \frac{\pi}{2} \sinh(t_i) \right) + \left( \frac{b+a}{2} \right) $$

$$ w_i = \left( \frac{b-a}{2} \right) h \frac{\pi}{2} \cosh(t_i) \sqrt{\frac{2}{\pi} \sinh(t_i)} \quad (I.31) $$

The spacing $h$ and number $N$ are determined from the rules:

$$ h = 2^{-M}, \quad N = 6 \cdot 2^M \quad (I.32) $$

where $M$ is selected by the user, with typical values $M = 4$–8. The MATLAB function quadts.m implements Eqs. (I.31)–(I.32) and returns the column vectors of weights $w_i$ and quadrature points $x_i$.

For the same example of Eq. (I.3), the following code segment illustrates the usage of the function,

```matlab
[M=3;
 [w,x] = quadts(1,2,3);
 f = exp(x) + 1./x;
 J = w*f;
 % approximate integral
```

For $M = 2$ and $M = 3$, it produces the exact value with $6.87 \times 10^{-10}$ and $1.66 \times 10^{-14}$ percentage errors.

If the integrand has singularities at the end-points $a, b$ of the integration interval, then replacing the interval $[a, b]$ by $[a+\epsilon, b]$ or $[a, b-\epsilon]$ often works well. This is done, for example, in the implementation of the Bethe-Bouwkamp function BBnum.m, described in Sec. 19.12.

### J. Prolate Spheroidal Wave Functions

Prolate spheroidal wave functions (PSWF) of order zero provide an ideal basis for representing bandlimited signals that are also maximally concentrated in a finite time interval. They were extensively studied by Slepian, Pollak, and Landau in a series of papers [1643–1647] and have since been applied to a wide variety of applications, such as signal extrapolation, deconvolution, communication systems, waveform design, antennas, diffraction-limited optical systems, laser resonators, and acoustics.

In this Appendix, we summarize their properties and provide a MATLAB function for their computation. We will use them in Sec. 20.22 in our discussion of superresolution and its dual, supergain, and their relationship to superoscillations. Further details may be found in references [1643–1679].
Definition

The PSWF functions are defined with respect to two intervals: a frequency interval, \([-\omega_0, \omega_0]\) (rad/sec), over which they are bandlimited, and a time interval, \([-t_0, t_0]\) (sec), over which they are concentrated (but not limited to).

For notational convenience let us define the following three function spaces: (a) the space \(L^2_\omega\) of functions \(f(t)\) that are square-integrable over the real line, \(-\infty < t < \infty\), (b) the space \(L^2_t\) of functions \(f(t)\) that are square-integrable over the finite interval \([-t_0, t_0]\), and (c) the subspace \(B_{\omega_0}\) of \(L^2_\omega\) of bandlimited functions \(f(t)\) whose Fourier transform \(\hat{f}(\omega)\) vanishes outside the interval \([-\omega_0, \omega_0]\), that is, \(\hat{f}(\omega) = 0\) for \(|\omega| > \omega_0\), so that they are representable in the form,

\[
f(t) = \frac{1}{2\pi} \int_{-\omega_0}^{\omega_0} \hat{f}(\omega) e^{j\omega t} d\omega,
\]

\[
\hat{f}(\omega) = \frac{1}{2\pi} \int_{-t_0}^{t_0} f(t) e^{-j\omega t} dt
\]

(J.1)

The PSWF functions, denoted here by \(\psi_n(t)\) with \(n = 0, 1, 2, \ldots\), belong to the subspace \(B_{\omega_0}\), and are defined by the following equivalent expansions in terms of Legendre polynomials or spherical Bessel functions:

\[
\psi_n(t) = \sqrt{\frac{2\pi}{c}} \sum_k \beta_{nk} \sqrt{k + \frac{1}{2}} P_k \left( \frac{t}{t_0} \right) = \frac{c}{2\pi t_0} \sum_k \beta_{nk} \sqrt{k + \frac{1}{2}} 2^{k-n} j_k (\omega_0 t)
\]

(J.2)

for \(n = 0, 1, 2, \ldots\), where \(\beta_{nk}\) are the expansion coefficients, \(c = t_0 \omega_0\), and \(\lambda_n\) are the positive eigenvalues (listed in decreasing order) and \(\psi_n(t)\) the corresponding eigenfunctions of the following linear integral operator with the sinc-kernel:

\[
\int_{-t_0}^{t_0} \frac{\sin(\omega_0 (t-t'))}{\pi (t-t')} \psi_n(t') dt' = \lambda_n \psi_n(t) \quad n = 0, 1, 2, \ldots, \quad \text{for all } t
\]

(J.3)

The Legendre polynomial expansion in (J.2) is numerically accurate for \(|t| \leq t_0\), whereas the spherical Bessel function expansion is valid for all \(t\), and we use that in our MATLAB implementation. The unnormalized Legendre polynomials \(P_k(x)\) were defined in Eq. (I.8) of Appendix I. The normalized Legendre polynomials are \(\sqrt{k + \frac{1}{2}} P_k(x)\). The spherical Bessel functions \(j_k(x)\) are defined in terms of the ordinary Bessel functions of half-integer order:

\[
j_k(x) = \sqrt{\frac{\pi}{2x}} J_{k + \frac{1}{2}}(x)
\]

(J.4)

The eigenvalues \(\lambda_n\) are distinct and lie in the interval, \(0 < \lambda_n < 1\). Typically, they have values near unity, \(\lambda_n \approx 1\), for \(n = 0, 1, 2, \ldots\), up to about the so-called Shannon number, \(N_c = 2c/\pi\), and after that they drop rapidly towards zero. The Shannon number represents roughly the number of degrees of freedom for characterizing a signal of total frequency bandwidth \(\Omega = 2\omega_0\) and total time duration \(T = 2t_0\). If \(F\) is the total bandwidth in Hz, that is, \(F = \Omega/2\pi\), then, \(N_c = FT\),

\[
N_c = \frac{2c}{\pi} = \frac{2\omega_0 t_0}{\pi} = \frac{2\omega_0 2t_0}{2\pi} = \frac{\Omega T}{2\pi} = FT
\]

(J.5)

Since, \(j_k(\omega_0 t) = j_k(ct/t_0)\), we note that up to a scale factor, \(\psi_n(t)\) is a function of \(c\) and the scaled variable \(\eta = t/t_0\). Indeed, we have, \(\psi_n(t) = t_0^{1/2} \phi_n(c, t/t_0)\), where,

\[
\phi_n(c, \eta) = \sqrt{\lambda_n} \sum_k \beta_{nk} \sqrt{k + \frac{1}{2}} 2^{k-n} j_k (c \eta)
\]

(J.6)

We will also use the following notation to indicate explicitly the dependence on the parameters \(t_0, \omega_0\) and \(c = t_0 \omega_0\),

\[
\psi_n(t_0, \omega_0, t) = \frac{1}{\sqrt{t_0}} \phi_n \left( c, \frac{t}{t_0} \right)
\]

(J.7)

The \(k\)-summation in (J.2) goes over \(0 \leq k < \infty\). However, \(k\) takes only even values, \(k = 0, 2, 4, \ldots\), when \(n\) is even or zero, and only odd values, \(k = 1, 3, 5, \ldots\), when \(n\) is odd. This also implies that \(\psi_n(t)\) is an even function of \(t\), if \(n\) is even, and odd in \(t\), if \(n\) is odd, so that, \(\psi_n(-t) = (-1)^n \psi_n(t)\). The expansion coefficients \(\beta_{nk}\) are real-valued and because \(n, k\) have the same parity, i.e., \(n - k\) is even, it follows that the number \(2^{k-n}\) will be real, \(k-n = (1)(k-n)/2\). Therefore, all \(\psi_n(t)\) are real-valued.

The \(k\)-summation can be extended to all \(k \geq 0\) by redefining the expansion coefficients \(\beta_{nk}\) for all \(k\) by appropriately interlacing zeros as follows:

\[
\beta_{nk} = \begin{cases} 
\beta_{n0}, & 0, \beta_{n2}, 0, \beta_{n4}, 0, \cdots \quad (n \text{ even}) \\
0, & \beta_{n1}, 0, \beta_{n3}, 0, \beta_{n5}, \cdots \quad (n \text{ odd})
\end{cases}
\]

(J.8)

The expansion coefficients are chosen to satisfy the orthogonality property,

\[
\sum_{k=0}^{\infty} \beta_{nk} \beta_{mk} = \delta_{nm}, \quad n, m = 0, 1, 2, \ldots
\]

(J.9)

This particular normalization is computationally convenient and enables the orthogonality properties of the \(\psi_n(t)\) functions, that is, Eqs. (J.24) and (J.26). The coefficients \(\beta_{nk}\) may be constructed as the orthonormal eigenvectors of a real symmetric tridiagonal matrix as we discuss below. We note also that for large \(t\), the PSWF functions behave like sinc-functions [1643,1658],

\[
\psi_n(t) \approx \sqrt{\frac{2c}{\pi \lambda_n}} \frac{\sin(\omega_0 t - \frac{1}{2} \pi n)}{\omega_0 t}, \quad \text{for large } |t|
\]

(J.10)

This follows from the asymptotic expansion of the spherical Bessel functions,

\[
\frac{1}{x} \sin(x - \frac{1}{2} \pi k), \quad \text{for large } |x|
\]
**Fourier Transform**

The bandlimited Fourier transform of $\psi_n(t)$ can be constructed as follows. First, we note that $P_k(x)$ and $\hat{J}_k(x)$ satisfy the following Fourier transform relationships [1822]:

$$
\int_{-1}^{1} e^{j\omega t} \pi^{-k} P_k(\omega) \frac{d\omega}{2\pi} = \delta_k(\omega), \quad \text{for all real } t
$$

\hspace{1cm} \text{(J.11)}

$$
\int_{-\infty}^{\infty} e^{-j\omega t} J_k(t) dt = \pi^{-k} P_k(\omega) \cdot \chi_{1}(\omega) = \begin{cases}
\pi^{-k} P_k(\omega), & |\omega| < 1 \\
0, & |\omega| > 1
\end{cases}
$$

\hspace{1cm} \text{(J.12)}

where $\chi_{1}(\omega)$ is the indicator function for the interval $[-1, 1]$, defined in terms of the unit-step function $u(x)$ as follows for a more general interval $[-\omega_0, \omega_0]$.

$$
\chi_{\omega_0}(\omega) = u(\omega_0 - |\omega|) = \begin{cases}
1, & |\omega| < \omega_0 \\
0, & |\omega| > \omega_0
\end{cases}
$$

\hspace{1cm} \text{(J.12)}

It follows that the Fourier transform $\hat{J}_k(\omega)$ of $J_k(\omega_0 t)$ is bandlimited over $[-\omega_0, \omega_0]$,

$$
\hat{J}_k(\omega) = \int_{-\infty}^{\infty} e^{-j\omega t} J_k(\omega_0 t) dt = \frac{\pi}{\omega_0^{k+1}} P_k \left( \frac{\omega}{\omega_0} \right) \cdot \chi_{\omega_0}(\omega)
$$

\hspace{1cm} \text{(J.13)}

In fact, the functions $J_k(\omega_0 t)$, like the $\psi_n(t)$, form a complete and orthogonal basis of the subspace $\mathcal{B}_{\omega_0}$, see [1678,1679]. Their mutual orthogonality follows from Parseval’s identity and the orthogonality property (I.10) of the Legendre polynomials:

$$
\int_{-\omega_0}^{\omega_0} J_k(\omega_0 t) J_n(\omega_0 t) dt = \int_{-\omega_0}^{\omega_0} \delta_{kn} J_n(\omega_0 t) dt = \frac{\pi}{\omega_0^{k+1}} \delta_{kn}
$$

\hspace{1cm} \text{(J.14)}

The bandlimited Fourier transform of $\psi_n(\omega)$, $\hat{\psi}_n(\omega)$, can now be obtained by Fourier-transforming the spherical Bessel function expansion in (J.2), then using (J.13), and comparing the result with the Legendre expansion of (J.2), that is,

$$
\hat{\psi}_n(\omega) = \frac{\sqrt{c}}{2\pi t_0} \sum_{k} \beta_{nk} \pi^{-k} 2^{k-n} J_k(\omega_0 t) = \frac{\sqrt{c}}{2\pi t_0} \sum_{k} \beta_{nk} \pi^{-k} 2^{k-n} \frac{\pi}{\omega_0^{k+1}} P_k \left( \frac{\omega}{\omega_0} \right) \cdot \chi_{\omega_0}(\omega)
$$

\hspace{1cm} \frac{\pi}{\omega_0^{k+1}} P_k \left( \frac{\omega}{\omega_0} \right) \cdot \chi_{\omega_0}(\omega)

\hspace{1cm} \text{(J.15)}

where $\mu_n$ was defined in terms of $\lambda_n$ as follows:

$$
\mu_n = \frac{1}{\sqrt{2\pi t_0}} |\mu_n|, \quad |\mu_n| = \sqrt{\frac{2\pi t_0}{c}} |\mu_n| \Rightarrow \lambda_n = \frac{c}{2\pi} |\mu_n|^2
$$

\hspace{1cm} \text{(J.15)}

Thus, we find that $\hat{\psi}_n(\omega)$ is a scaled version of $\psi_n(t)$ itself,

$$
\hat{\psi}_n(\omega) = \int_{-\infty}^{\infty} e^{-jw t} \psi_n(t) dt = \frac{2\pi}{\omega_0} \psi_n(\frac{\omega_0 t}{\omega_0}) \cdot \chi_{\omega_0}(\omega)
$$

\hspace{1cm} \text{(J.16)}

The inverse Fourier transform brings out more clearly the meaning of $\mu_n$:

$$
\psi_n(t) = \int_{-\infty}^{\infty} e^{jw t} \hat{\psi}_n(\omega) \frac{d\omega}{2\pi} \Rightarrow \int_{-\infty}^{\infty} e^{jw t} \psi_n(t) \frac{d\omega}{2\pi} = \mu_n \psi_n(t)
$$

\hspace{1cm} \text{(J.17)}

for all $t$. By changing variables to $\omega = t\omega_0/\omega_0$ and $t = \omega_0 t/\omega_0$, we also have,

$$
\int_{-\omega_0}^{\omega_0} e^{jw t} \hat{\psi}_n(\omega) \frac{d\omega}{2\pi} = \mu_n \psi_n(t)
$$

\hspace{1cm} \text{(J.18)}

If (J.17) is written in terms of the scaled function $\phi_n(\eta)$ of (J.6), then, $\mu_n$ is the eigenvalue and $\phi_n(\eta)$ the eigenfunction of the following integral operator with exponential kernel:

$$
\int_{-\infty}^{\infty} e^{j\eta \xi} \phi_n(\xi) d\xi = \mu_n \phi_n(\eta)
$$

\hspace{1cm} \text{n = 0, 1, 2, ... , and all } \eta

\hspace{1cm} \text{(J.19)}

Similarly, (J.3) reads as follows with respect to $\phi_n(\eta)$,

$$
\int_{-\infty}^{\infty} \sin(c(\eta - \xi)) \phi_n(\eta) d\xi = \lambda_n \phi_n(\eta)
$$

\hspace{1cm} \text{for all } \eta

\hspace{1cm} \text{(J.20)}

Eqs. (3) and (15) can be derived from Eqs. (17) and (18). Indeed, multiplying both sides of (J.17) by $\mu_n^2$ and taking the complex conjugate of (J.17), we have,

$$
|\mu_n|^2 \psi_n(t) = \int_{-\omega_0}^{\omega_0} \mu_n^2 \psi_n(\frac{\omega_0 t}{\omega_0}) e^{jw t} \frac{d\omega}{2\pi} = \int_{-\omega_0}^{\omega_0} \int_{-\omega_0}^{\omega_0} e^{jw t} \psi_n(t') \frac{d\omega}{2\pi} \mu_n^2 \psi_n(\frac{\omega_0 t}{\omega_0}) e^{jw t} \frac{d\omega}{2\pi}
$$

\hspace{1cm} = 2\pi t_0 \psi_n(t) \int_{-\omega_0}^{\omega_0} e^{-j\omega t} \frac{d\omega}{2\pi} = 2\pi t_0 \psi_n(t) \int_{-\omega_0}^{\omega_0} \sin(\omega_0 (t - t')) \psi_n(t') dt'

\hspace{1cm} \text{where we used the sinc-function transform,}

$$
\frac{\sin(\omega_0 t)}{\pi t} = \int_{-\omega_0}^{\omega_0} X_{\omega_0}(\omega) \frac{d\omega}{2\pi} = \int_{-\omega_0}^{\omega_0} X_{\omega_0}(\omega) \frac{d\omega}{2\pi}
$$

\hspace{1cm} \text{(J.21)}

Eq. (3) follows now by multiplying both sides by $c/2\pi t$ and using the definition (15). Any function $f(t)$ in $\mathcal{B}_{\omega_0}$ with a bandlimited Fourier transform $\hat{f}(\omega)$ over $[-\omega_0, \omega_0]$, satisfies a similar sinc-kernel integral equation, but over the infinite time interval, $-\infty < t < \infty$. Indeed, using the convolution theorem of Fourier transforms and (J.21), we have,

$$
\hat{f}(t) = \int_{-\omega_0}^{\omega_0} \hat{f}(\omega) e^{j\omega t} \frac{d\omega}{2\pi} = \int_{-\omega_0}^{\omega_0} X_{\omega_0}(\omega) \hat{f}(\omega) e^{j\omega t} \frac{d\omega}{2\pi} = \int_{-\omega_0}^{\omega_0} \sin(\omega_0 (t - t')) \pi(\pi t - t') f(t') dt'
$$
that is, for \( f(t) \in \mathcal{B}_{\omega_0} \) and for all \( t \),

\[ f(t) = \int_{-\infty}^{\infty} \sin\left(\frac{\omega_0(t - t')}{\pi(t - t')}\right) f(t') dt' \]  \hspace{1cm} (J.22)

Thus, because they lie in \( \mathcal{B}_{\omega_0} \), all \( \psi_n(t) \) satisfy a similar condition,

\[ \int_{-\infty}^{\infty} \sin\left(\frac{\omega_0(t - t')}{\pi(t - t')}\right) \psi_n(t') dt' = \delta(t - t') \] \hspace{1cm} (J.23)

**Orthogonality and Completeness Properties**

The PSWF functions \( \psi_n(t) \) satisfy dual orthogonality and completeness properties, that is, the \( \psi_n(t) \) functions form an orthogonal and complete basis for both \( L_0^2 \) and \( \mathcal{B}_{\omega_0} \).

With respect to the space \( L_0^2 \), we have,

\[ \int_{-\infty}^{\infty} \psi_n(t)\psi_m(t) dt = \lambda_n \delta_{nm} \] \hspace{1cm} (J.24)

for \( t, t' \in [-t_0, t_0] \). And, with respect to the subspace \( \mathcal{B}_{\omega_0} \), we have for the infinite time interval, \(-\infty < t < \infty\),

\[ \int_{-\infty}^{\infty} \psi_n(t)\psi_m(t) dt = \delta_{nm} \] \hspace{1cm} (J.26)

\[ \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \psi_n(t)\psi_n(t') = \delta(t - t') \] \hspace{1cm} (J.25)

for all \( t, t' \in [-t_0, t_0] \). And, with respect to the subspace \( \mathcal{B}_{\omega_0} \), we have for the infinite time interval, \(-\infty < t < \infty\),

\[ \int_{-\infty}^{\infty} \psi_n(t)\psi_m(t) dt = \delta_{nm} \] \hspace{1cm} (J.27)

**Signal Restoration**

Another identity can be derived from (J.27) by taking Fourier transforms of both sides with respect to the variable \( t' \) and using the delay theorem of Fourier transforms on the right-hand-side, resulting in,

\[ e^{-j\omega t} \cdot \chi_{\omega_0}(\omega) = \sum_{n=0}^{\infty} \psi_n(t)\psi_n(\omega) = \frac{2\pi}{\omega_0} \chi_{\omega_0}(\omega) \sum_{n=0}^{\infty} \frac{1}{\mu_n} \psi_n(t)\psi_n\left(\frac{\omega t_0}{\omega_0}\right) \] \hspace{1cm} (J.30)

and in particular, setting \( \omega = 0 \), we have for all \( t \),

\[ \frac{2\pi}{\omega_0} \sum_{n=0}^{\infty} \frac{1}{\mu_n} \psi_n(0) \psi_n(t) = 1 \] \hspace{1cm} (J.31)

Eqs. (J.27)–(J.31) are demonstrated in Examples J.1–J.2. The completeness property (J.25) can also be derived by complex-conjugating both sides of (J.30) and taking Fourier transforms with respect to the variable \( \omega \), with \( |\omega'| < \omega_0 \).

\[ \frac{2\pi}{\omega_0} \sum_{n=0}^{\infty} \frac{1}{\mu_n} \psi_n(\omega')\psi_n\left(\frac{\omega t_0}{\omega_0}\right) = 2\pi \delta(\omega - \omega') \] \hspace{1cm} (J.32)

or, using the relationship, \( |\mu_n|^2 = 2\pi \lambda_n/c \),

\[ \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \psi_n\left(\frac{\omega t_0}{\omega_0}\right) \psi_n\left(\frac{\omega t_0}{\omega_0}\right) = \delta\left(\frac{\omega t_0}{\omega_0} - \frac{\omega' t_0}{\omega_0}\right) \] \hspace{1cm} (J.33)

for \( \omega, \omega' \in [-\omega_0, \omega_0] \). This becomes equivalent to Eq. (J.25) after replacing, \( \omega t_0/\omega_0 \to t \) and \( \omega' t_0/\omega_0 \to t' \), with \( t, t' \in [-t_0, t_0] \). In a similar fashion, Eq. (J.24) can be derived by applying Parseval’s identity to (J.26).

**Signal Restoration**

Another application is in **signal restoration**, such as image restoration through a finite-aperture diffraction-limited optical system, involving the inversion of the sinc-kernel over the finite interval \([-t_0, t_0]\), that is, finding a kernel function, say, \( K(t, t') \), that performs the inverse operation,

\[ g(t) = \int_{-t_0}^{t_0} \frac{\sin(\omega_0(t - t'))}{\pi(t - t')} f(t') dt' \Rightarrow f(t) = \int_{-t_0}^{t_0} K(t, t') g(t') dt' \] \hspace{1cm} (J.33)

for \( |t| \leq t_0 \). It is easily verified that \( K(t, t') \) is given formally by \([1569],[\])

\[ K(t, t') = \frac{1}{N_c} \psi_n(t)\psi_n(t'), \text{ for } t, t' \in [-t_0, t_0] \] \hspace{1cm} (J.34)

\[ 1^\text{A more precise meaning may be given to (J.34) by the regularized versions discussed below.} \]
The operation of $K(t,t')$ on the sinc-kernel generates the identity kernel, that is,

$$
\int_{-t_0}^{t_0} K(t,t') \frac{\sin(\omega_0(t''-t'))}{\pi(t''-t')} \, dt'' = \delta(t-t'), \quad \text{for } t,t' \in [-t_0, t_0]
$$  \hspace{1cm} (J.35)

Indeed, using (J.24), (J.25), (J.27), and (J.34), we have,

$$
\int_{-t_0}^{t_0} K(t,t') \frac{\sin(\omega_0(t''-t'))}{\pi(t''-t')} \, dt'' =
\int_{-t_0}^{t_0} \left[ \sum_n \frac{1}{\lambda_n^2} \psi_n(t) \psi_n(t') \right] \left[ \sum_m \psi_m(t'') \psi_m(t') \right] \, dt''
= \sum_n \sum_m \frac{1}{\lambda_n^2} \psi_n(t) \int_{-t_0}^{t_0} \psi_m(t'') \psi_m(t') \, dt'' \psi_m(t')
= \sum_n \frac{1}{\lambda_n^2} \psi_n(t) \psi_n(t') = \delta(t-t'), \quad \text{for } t,t' \in [-t_0, t_0]
$$

Such inversion method will most surely fail in practice if there is even a tiny amount of noise in the observed data. Suppose, for example, that we add a small noise component $v(t)$ to Eq. (J.33),

$$
g(t) = \int_{-t_0}^{t_0} \frac{\sin(\omega_0(t''-t'))}{\pi(t''-t')} f(t') \, dt' + v(t)
$$
then, the restored signal will be,

$$
f_{\text{rest}}(t) = \int_{-t_0}^{t_0} K(t,t') g(t') \, dt' = f(t) + \int_{-t_0}^{t_0} K(t,t') v(t') \, dt' = f(t) + u(t)
$$
where the noise $v(t)$ and its inverse-filtered version $u(t)$ can be expanded in the following forms over $[-t_0, t_0]$,

$$
v(t) = \sum_n v_n \psi_n(t) \Rightarrow u(t) = \int_{-t_0}^{t_0} K(t,t') v(t') \, dt' = \sum_n \frac{v_n}{\lambda_n^2} \psi_n(t)
$$

Thus, even if all the $v_n$ were tiny, the ratios $v_n/\lambda_n$ can become very large, because the $\lambda_n$ tend to zero for large $n$, and the filtered noise $u(t)$ will be amplified and may completely mask the desired signal component $f(t)$.

A way out of this, which provides only an approximation to the inverse kernel, is to limit the summation over $n$ to those eigenvalues $\lambda_n$ that are large and near unity, that is, for $n$ less than about the Shannon number $N_C$. For example, using $M + 1$ terms, with $M$ near $N_C$, we have the following approximation to $K(t,t')$ and to the delta function in (J.35), for $t,t'$ in $[-t_0, t_0]$,

$$
\hat{K}(t,t') = \sum_{n=0}^{M} \frac{1}{\lambda_n^2} \psi_n(t) \psi_n(t')
$$

\hspace{1cm} (J.37)

$$
\hat{\delta}(t,t') = \int_{-t_0}^{t_0} \hat{K}(t,t') \frac{\sin(\omega_0(t''-t'))}{\pi(t''-t')} \, dt'' = \sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n(t) \psi_n(t')
$$

where $\hat{\delta}(t,t')$ approximates $\delta(t-t')$, for $t,t' \in [-t_0, t_0]$. With $f(t)$ expanded as,

$$
f(t) = \sum_{n=0}^{\infty} f_n \psi_n(t), \quad |t| \leq t_0
$$

it follows that the restoration approximations correspond to the finite sums,

$$
f_{\text{rest}}(t) = \hat{f}(t) + u(t) = \sum_{n=0}^{M} f_n \psi_n(t) + \sum_{n=0}^{M} \frac{v_n}{\lambda_n} \psi_n(t)
$$

Keeping only a finite number of terms is a form of regularization of the inverse filtering operation. Other regularization schemes are possible, for example, the Tikhonov-type regularization approximating $\hat{\delta}(t-t')$ over $[-t_0, t_0]$,

$$
\hat{\delta}(t,t') = \sum_{n=0}^{\infty} \frac{\lambda_n}{\lambda_n^2 + \epsilon^2} \psi_n(t) \psi_n(t')
$$

where $\epsilon$ small regularization parameter, $\epsilon^2 \ll 1$. The summation in (J.41) effectively cuts off as soon as $\lambda_n \approx \epsilon$, while it behaves like (J.38) for $1 > \lambda_n \gg \epsilon$.

Setting $t' = 0$ in Eqs. (J.25), (J.38), and (J.41), we obtain the following bandlimited approximations to a delta function $\delta(t)$, over the finite interval $[-t_0, t_0]$,

$$
\delta(t) = \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \psi_n(0) \psi_n(t), \quad -t_0 \leq t \leq t_0
$$

$$
\hat{\delta}(t) = \sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n(0) \psi_n(t), \quad -t_0 \leq t \leq t_0
$$

$$
\hat{\delta}(t) = \sum_{n=0}^{\infty} \frac{\lambda_n}{\lambda_n^2 + \epsilon^2} \psi_n(0) \psi_n(t), \quad -t_0 \leq t \leq t_0
$$

Given that $\delta(t)$ has a flat spectrum extending over $-\infty < \omega < \infty$, referring to a “bandlimited” delta function is an oxymoron. However, the above expressions approximate $\delta(t)$ only over the finite interval, $-t_0 \leq t \leq t_0$, while they have bandlimited spectrum over $-\omega_0 < \omega < \omega_0$. Outside the $[-t_0, t_0]$ interval, they result in extremely large values. In fact, these expressions provide the ultimate example of superoscillations [1619–1631], which are bandlimited signals that, over a finite time interval, appear to oscillate faster than their highest frequency, but typically, exhibit much higher values outside that interval. Indeed, the above $\delta(t)$ is the fastest varying signal in $[-t_0, t_0]$ while at the same time it remains bandlimited.

Example J.3 explores the approximation of Eq. (J.43). We will use it in Sec. 20.22 in the design of superresolving pupil masks for achieving highly focused fields, and in the design of supergain aperture antennas for achieving very high directivity.
### Representation and Extrapolation of Bandlimited Functions

If a function \( f(t) \) is bandlimited over \([-\omega_0, \omega_0]\), then the completeness of the \( \psi_n(t) \) basis implies that \( f(t) \) can be expanded in the following form, for all \( t \),

\[
    f(t) = \sum_n c_n \psi_n(t), \quad \text{with} \quad c_n = \int_{-\infty}^{\infty} \psi_n(t) f(t) \, dt \tag{J.45}
\]

Using the expansion (J.45) and the orthogonality property (J.24), we may obtain an alternative way of calculating the coefficients \( c_n \) that involves knowledge of \( f(t) \) only over the finite interval \([-t_0, t_0]\),

\[
    c_n = \frac{1}{\lambda_n} \int_{-t_0}^{t_0} \psi_n(t) f(t) \, dt \tag{J.46}
\]

Thus, once \( c_n \) are determined, \( f(t) \) can be extrapolated outside \([-t_0, t_0]\) using (J.45). The validity of this procedure rests on the assumption that \( f(t) \) is a bandlimited function in \( B_{\omega_0} \) and a segment of it is known over the interval \([-t_0, t_0]\).

If \( f(t) \) is an arbitrary function in \( L_{2,\infty} \), but is not necessarily a segment of a bandlimited function in \( B_{\omega_0} \), then the orthogonality and completeness properties (J.24) and (J.25) still allow an expansion in the following form, but valid only for \( |t| \leq t_0 \),

\[
    f(t) = \sum_n c_n \psi_n(t), \quad \text{with} \quad c_n = \frac{1}{\lambda_n} \int_{-t_0}^{t_0} \psi_n(t) f(t) \, dt \tag{J.47}
\]

The attempt to extrapolate \( f(t) \) beyond \([-t_0, t_0]\) using (J.47) could diverge and lead to extremely large values for \( f(t) \) outside the \([-t_0, t_0]\) interval. This, again, is an example of superoscillations.

The representation (J.45) of a bandlimited function \( f(t) \) in the \( \psi_n(t) \) basis is convenient, but is not the only one. One could also expand \( f(t) \) in the spherical Bessel function basis \( j_n(\omega_0 t) \), or in the familiar sinc-function basis that appears in the sampling theorem. We summarize these expansions and their Fourier transforms below.

The expansion coefficients \( c_n \) can be expressed either in the time domain or in the frequency domain. Let \( f(t) \) be in \( B_{\omega_0} \) with a bandlimited Fourier transform \( \hat{f}(\omega) \), then, in the \( \psi_n(t) \) basis,

\[
    f(t) = \sum_n c_n \psi_n(t)
\]

\[
    \hat{f}(\omega) = \sum_n \frac{2\pi}{\omega_0} \frac{\mu_n}{\omega_0} \psi_n \left( \frac{\omega t_0}{\omega_0} \right) \chi_{\omega_0}(\omega)
\]

with,

\[
    c_n = \int_{-\infty}^{\infty} \psi_n(t) f(t) \, dt = \frac{1}{\lambda_n} \int_{-t_0}^{t_0} \psi_n(t) f(t) \, dt = \frac{1}{\lambda_n} \int_{-\infty}^{\infty} \psi_n \left( \frac{\omega t_0}{\omega_0} \right) \hat{f}(\omega) \, d\omega = \frac{1}{\lambda_n} \int_{-\infty}^{\infty} \psi_n \left( \frac{\omega t_0}{\omega_0} \right) \hat{f}(\omega) \, d\omega \tag{J.49}
\]

Similarly, in the \( j_n(\omega_0 t) \) basis, with Legendre polynomial Fourier transform,

\[
    f(t) = \sum_n c_n j_n(\omega_0 t)
\]

\[
    \hat{f}(\omega) = \sum_n \frac{\pi}{\omega_0} \frac{\pi}{\omega_0} \frac{\pi}{\omega_0} P_n \left( \frac{\omega}{\omega_0} \right) \chi_{\omega_0}(\omega)
\]

with,

\[
    c_n = \frac{(2n+1)\omega_0}{\pi} \int_{-\infty}^{\infty} j_n(\omega_0 t) f(t) \, dt = \frac{(2n+1)\omega_0}{2\pi} \int_{-\omega_0}^{\omega_0} \hat{f}(\omega) P_n \left( \frac{\omega}{\omega_0} \right) d\omega
\]

and in the sinc-function basis, with \( T_s = \pi/\omega_0 \) denoting the sampling time interval,

\[
    f(t) = \sum_n c_n \sin(\omega_0 (t - nT_s)) \frac{\pi}{\pi(t - nT_s)} = T_s \sum_n \hat{f}(nT_s) \sin(\omega_0 (t - nT_s)) \frac{\pi}{\pi(t - nT_s)}
\]

\[
    \hat{f}(\omega) = \sum_n c_n e^{-jnT_s} \chi_{\omega_0}(\omega) = T_s \sum_n \hat{f}(nT_s) e^{-jnT_s} \chi_{\omega_0}(\omega)
\]

with,

\[
    c_n = T_s f(nT_s) = T_s \int_{-\omega_0}^{\omega_0} \hat{f}(\omega) e^{jnT_s} \frac{d\omega}{2\pi}
\]

Note that the sinc-basis satisfies the orthogonality condition:

\[
    \int_{-\infty}^{\infty} \frac{\sin(\omega_0 (t - nT_s))}{\pi(t - nT_s)} \frac{\sin(\omega_0 (t - mT_s))}{\pi(t - mT_s)} dt = \frac{1}{T_s} \delta_{nm}
\]

The result, \( c_n = T_s f(nT_s) \), follows from (J.54) by applying (J.22) at \( t = nT_s \), indeed,

\[
    f(nT_s) = \int_{-\omega_0}^{\omega_0} \frac{\sin(\omega_0 (t - nT_s))}{\pi(t - nT_s)} f(t) \, dt
\]

\[
    = \int_{-\omega_0}^{\omega_0} \frac{\sin(\omega_0 (t - nT_s))}{\pi(t - nT_s)} \left[ \sum_m c_m \frac{\sin(\omega_0 (t - mT_s))}{\pi(t - mT_s)} \right] \, dt
\]

\[
    = \sum_m c_m \int_{-\omega_0}^{\omega_0} \frac{\sin(\omega_0 (t - nT_s))}{\pi(t - nT_s)} \frac{\sin(\omega_0 (t - mT_s))}{\pi(t - mT_s)} \, dt
\]

\[
    = \sum_m \frac{1}{T_s} \delta_{nm} = \frac{c_n}{T_s} \Rightarrow c_n = T_s f(nT_s)
\]

Up to the factor \( T_s \), the \( c_n \) are the time samples of \( f(t) \), and \( \hat{f}(\omega) \) in (J.52) is recognized as the central Nyquist replica of the DTFT of the discrete-time signal \( f(nT_s) \). Moreover, Eq. (J.53) is the inverse DTFT of \( \hat{f}(\omega) \) integrated over the Nyquist interval.

The Shannon number can be understood with the help of (J.52). In this context, we are assuming that the bandlimited function \( f(t) \) is sampled at its Nyquist rate, which is \( 2\omega_0 \) in units of radians/sec, or \( f_s = 2\omega_0 / 2\pi = \omega_0 / \pi \) in samples/sec, so that the sampling time interval is \( T_s = 1/f_s = \pi/\omega_0 \) in seconds. Thus, the sampling rate \( f_s \) plays the role of \( F \) in (J.5).
Because $f(t)$ is frequency-limited, it cannot be time-limited. However, if we assume that the most significant time samples of $f(t)$ are contained within a total time interval $T$, say, $0 \leq nTs \leq T$, then the maximum time index, and hence the number of significant time samples will be, $n_{\text{max}}T = T$, or, $n_{\text{max}} = T/T_s = f_sT$, that is, the Shannon number.

Energy Concentration Properties

Consider a bandlimited signal $f(t)$ in $\mathcal{B}_{00}$, with an expansion of the form (J.48),

$$f(t) = \sum_{n} c_n \psi_n(t), \quad \text{with } c_n = \int_{-\infty}^{\infty} \psi_n(t) f(t) \, dt = \frac{1}{\lambda_n} \int_{-t_0}^{t_0} \psi_n(t) f(t) \, dt$$  \hspace{1cm} (J.55)

Then, its energy contained in $[-t_0, t_0]$ and in the infinite interval are given by the norms,

$$\int_{-t_0}^{t_0} f^2(t) \, dt = \sum_{n=0}^{\infty} \lambda_n c_n^2, \quad \int_{-\infty}^{\infty} f^2(t) \, dt = \sum_{n=0}^{\infty} c_n^2$$  \hspace{1cm} (J.56)

The proportion of the total energy contained in the interval $[-t_0, t_0]$ is the ratio,

$$R(f) = \frac{\int_{-t_0}^{t_0} f^2(t) \, dt}{\int_{-\infty}^{\infty} f^2(t) \, dt} = \frac{\sum_{n=0}^{\infty} \lambda_n c_n^2}{\sum_{n=0}^{\infty} c_n^2}$$  \hspace{1cm} (J.57)

In the context of designing apodization functions in Sec. 20.12, it is known as the “encircled energy” ratio, while in the context of superdirective antennas, its inverse is known as Taylor’s supergain or superdirectivity ratio [1602].

The following extremal properties of the PSWF functions can be derived from (J.57). Because the eigenvalues $\lambda_n$ are in decreasing order, $1 > \lambda_0 > \lambda_1 > \lambda_2 > \cdots > 0$, it is easily seen that $R(f)$ is maximized when $c_0 \neq 0$, and $c_n = 0$, for $n \geq 1$, that is, when $f(t) = \psi_0(t)$, and the maximized value is $R(\psi_0) = \lambda_0$. This follows from the inequality,

$$\lambda_0 - R(f) = \sum_{n=1}^{\infty} (\lambda_0 - \lambda_n) c_n^2 \geq 0$$

with equality realized when $c_n = 0$ for all $n \geq 1$. Similarly, among all the functions in $\mathcal{B}_{00}$ that are orthogonal to $\psi_0(t)$, the energy ratio $R(f)$ is maximized when $f(t) = \psi_1(t)$, with maximum value $R(\psi_1) = \lambda_1$. In this case the $c_0$ term is absent because of the orthogonality to $\psi_0$, and $R(f)$ becomes,

$$R(f) = \frac{\sum_{n=1}^{\infty} \lambda_n c_n^2}{\sum_{n=1}^{\infty} c_n^2} \geq 0$$

More generally, among all the functions in $\mathcal{B}_{00}$ that are simultaneously orthogonal to $\psi_0(t), \psi_1(t), \ldots, \psi_{n-1}(t)$, the function $f(t) = \psi_n(t)$ maximizes $R(f)$ with maximum value $R(\psi_n) = \lambda_n$.

If $f(t)$ is not necessarily bandlimited in $\mathcal{B}_{00}$ then, as we mentioned earlier, its values outside the interval $[-t_0, t_0]$ could become very large causing the energy concentration ratio $R(f)$ to become very small.

Thus, a related optimization problem is to find that function $g(t) \in \mathcal{B}_{00}$ that minimizes the following performance index subject to the energy ratio constraint,

$$J = \int_{-t_0}^{t_0} (f(t) - g(t))^2 \, dt = \min, \quad \text{subject to } R_0 = \int_{-\infty}^{\infty} g^2(t) \, dt$$  \hspace{1cm} (J.58)

or equivalently, we may introduce a Lagrange multiplier $\mu$ for the constraint,

$$J = \int_{-t_0}^{t_0} (f(t) - g(t))^2 + \mu (R_0 - \frac{\int_{-\infty}^{\infty} g^2(t) \, dt}{\int_{-\infty}^{\infty} f^2(t) \, dt}) = \min$$  \hspace{1cm} (J.59)

Expand $f(t)$ and $g(t)$ in the $\psi_n(t)$ basis,

$$f(t) = \sum_{n} f_n \psi_n(t), \quad \text{for } |t| \leq t_0$$

$$g(t) = \sum_{n} g_n \psi_n(t), \quad \text{for all } t$$

where $f_n$ may be assumed to be known since $f(t)$ is given. Then, (J.59) becomes,

$$J = \sum_{n} \lambda_n (g_n - f_n)^2 + \mu \left( R_0 - \sum_{n} g_n^2 - \sum_{n} \lambda_n g_n^2 \right) = \min$$  \hspace{1cm} (J.61)

The minimization condition with respect to $g_n$ gives,

$$\frac{\partial J}{\partial g_n} = 0 \Rightarrow \lambda_n (g_n - f_n) + \mu (R_0 - \lambda_n) g_n = 0, \quad \text{or,}$$

$$g_n = \frac{\lambda_n f_n}{\lambda_n + \mu (R_0 - \lambda_n)}$$  \hspace{1cm} (J.62)

with the Lagrange multiplier $\mu$ determined by solving the constraint equation,

$$R_0 \sum_{n} g_n^2 - \sum_{n} \lambda_n g_n^2 = \sum_{n} (R_0 - \lambda_n) g_n^2 = 0, \quad \text{or,}$$

$$\sum_{n} (R_0 - \lambda_n) \left[ \frac{\lambda_n f_n}{\lambda_n + \mu (R_0 - \lambda_n)} \right]^2 = 0$$  \hspace{1cm} (J.63)
The numerical computation of \( \psi_n(t) \) is based on keeping only a finite number of terms in the summation of Eq. (J.2), e.g., \( 0 \leq k \leq K - 1 \),

\[
\psi_n(t) = \sqrt{\frac{\lambda_n}{\ell_0}} \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} P_k \left( \frac{t}{\ell_0} \right) = \sqrt{\frac{c}{2\pi \ell_0}} \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^{k-n} j_k (\omega_0 t) \quad (J.64)
\]

where \( K \) is chosen to be sufficiently large. In practice, the choice, \( K = 2N + 30 \), is adequate [1670], where \( N = M + 1 \) is the number of PSWF functions to be calculated, that is, \( \psi_n(t) \), \( n = 0, 1, 2, \ldots, M \).

The computation of \( \beta_{nk} \) is based on the observation [1643] that the PSWF functions \( \psi_n(t) \) are also the eigenfunctions of the following Sturm-Liouville differential operator, where the coefficients \( \beta_{nk} \) may be set to zero, that is, \( \beta_{n,k} = 0 \), if \( n - k \) is odd. For example, if \( K = 8 \), the matrix will have the following structure,

\[
A = \begin{bmatrix}
A_{00} & 0 & A_{02} & 0 & 0 & 0 & 0 & 0 \\
0 & A_{11} & 0 & A_{13} & 0 & 0 & 0 & 0 \\
A_{02} & 0 & A_{22} & 0 & A_{24} & 0 & 0 & 0 \\
0 & A_{13} & 0 & A_{33} & 0 & A_{35} & 0 & 0 \\
0 & 0 & A_{24} & 0 & A_{44} & 0 & A_{46} & 0 \\
0 & 0 & 0 & A_{35} & 0 & A_{55} & 0 & A_{57} \\
0 & 0 & 0 & 0 & A_{46} & 0 & A_{66} & 0 \\
0 & 0 & 0 & 0 & 0 & A_{57} & 0 & A_{77} \\
\end{bmatrix}
\]

The difference equation (J.65) is equivalent then to the following eigenvalue equation,

\[
\begin{bmatrix} A \beta_n = \lambda_n \beta_n \end{bmatrix}, \quad \beta_n = \begin{bmatrix} \beta_{n,0} \\ \beta_{n,1} \\ \vdots \\ \beta_{n,K-1} \end{bmatrix} \quad (J.68)
\]

Because \( A \) is real and symmetric, its eigenvectors may be chosen to be real-valued and orthonormal, that is, satisfying Eq. (J.9). And because of the particular structure of \( A \), having only a nonzero second upper/lower subdiagonal, every other element of the eigenvectors may be set to zero, that is, \( \beta_{n,k} = 0 \), if \( n - k \) is odd. For example, if \( K = 8 \), the eigenvectors will have the following structure,

\[
\beta_{n,even} = \begin{bmatrix} \beta_{n0} \\ \beta_{n2} \\ \beta_{n4} \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad \beta_{n,odd} = \begin{bmatrix} 0 \\ \beta_{n1} \\ \beta_{n3} \\ \beta_{n5} \\ \beta_{n7} \end{bmatrix} \quad \text{for } n = 0, 2, 4, 6
\]

MATLAB can very efficiently and accurately solve the above tridiagonal eigenvalue problem using the built-in function \texttt{eig}, and obtain all \( K \) eigenvectors \( \beta_n \) and eigenvalues \( \lambda_n \) (even for very large values of \( c, K \), e.g., \( c = 100, K = 1000 \)).

Once the \( K \times K \) eigenvalue problem (J.68) is solved, we may retain the first \( M + 1 \) eigenvectors \( \beta_n \), for \( n = 0, 1, \ldots, M \), that are needed in the computation of \( \psi_n(t) \). One still has the task of determining the corresponding eigenvalues \( \lambda_n \) of the eigenproblem (J.3). Since \( \lambda_n \) appears in (J.2), we may solve for it by evaluating both sides of (J.64) at a particular value of \( t \). It's is simpler to solve for \( \mu_n \) and then calculate \( \lambda_n \) from (J.15).

Multiplying both sides of (J.64) by \( i^n \sqrt{2\pi \ell_0/c} \), we obtain the relationship,

\[
i^n \sqrt{\frac{2\pi \ell_0}{c}} \psi_n(t) = \mu_n \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} P_k \left( \frac{t}{\ell_0} \right) = \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^{k-n} j_k (\omega_0 t) \quad (J.69)
\]
Prolate Spheroidal Wave Functions

One obvious choice is to set \( t = t_0 \), and since \( P_n(1) = 1 \), we may solve for \( \mu_n \),

\[
\mu_n = \frac{\sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^k j_k(c)}{\sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}}} \quad n = 0, 1, \ldots, M \tag{J.70}
\]

Another choice is to set \( t = 0 \), resulting in

\[
\mu_n \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} P_k(0) = \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^k j_k(0) \tag{J.71}
\]

However, this works only for \( n \) even, because if \( n \) and \( k \) are odd, both \( P_k(0) \) and \( j_k(0) \) are zero. In this case, one may work with the time derivative of both sides of (J.64),

\[
\mu_n \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^k j_k(0) = \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^k c j'_k(\omega_0 t), \quad \text{or,}
\]

\[
\mu_n \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} P'_k(0) = \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^k c j'_k(\omega_0 t) \tag{J.72}
\]

Evaluating this at \( t = 0 \) will work for \( n \) odd, but not for \( n \) even,

\[
\mu_n \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} P'_k(0) = \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^k c j'_k(0) \tag{J.73}
\]

We may add (J.71) and (J.72) together to get a combined formula that works for all \( n \), even or odd, and solve for \( \mu_n \),

\[
\mu_n = \frac{\sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} [j_k(0) + c j'_k(0)]}{\sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} [P_k(0) + P'_k(0)]} \quad n = 0, 1, \ldots, M \tag{J.73}
\]

The spherical Bessel functions \( j_k(x) \) for \( k \geq 0 \) have the following limiting behavior,

\[
j_k(x) \xrightarrow{x \to 0} \frac{x^k}{1 \cdot 3 \cdot 5 \cdots (2k + 1)} \quad \Rightarrow \quad j_k(0) = \delta_k = \begin{cases} 1, & k = 0 \\ 0, & k \neq 0 \end{cases} \tag{J.74}
\]

The derivative \( j'_k(x) \), can be computed from the recursion:

\[
j'_k(x) = \frac{k j_{k-1}(x) - (k - 1) j_k(x)}{2k + 1} \tag{J.75}
\]

and using the result (J.74),

\[
j'_k(0) = \frac{k \delta_{k-1} - (k + 1) \delta_{k+1}}{2k + 1} = \frac{1}{3} \delta_{k-1} \tag{J.76}
\]

Using (J.74) and (J.76), the numerator in (J.73) simplifies to the \( k = 0 \) and \( k = 1 \) terms,

\[
\mu_n = \frac{\sqrt{2} \beta_{n0} + \sqrt{2} \sqrt{\frac{1}{3}} \beta_{n1}}{\sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} [P_k(0) + P'_k(0)]} \quad n = 0, 1, \ldots, M \tag{J.77}
\]

The quantities, \( P_k(0) \), \( P'_k(0) \), can be calculated in terms of gamma-functions,

\[
P_k(0) = \frac{\sqrt{\frac{\pi}{K + 1}}}{\Gamma \left( \frac{1}{2} - \frac{k}{2} \right) \Gamma \left( \frac{1}{2} - \frac{k}{2} \right)} \tag{J.78}
\]

These are valid for all \( k \geq 0 \) and give \( P_k(0) = 0 \), for odd \( k \), and \( P'_k(0) = 0 \), for even \( k \). Moreover, they can be implemented as vectorized functions in MATLAB. For a given \( n \), either the left or the right terms will be non-zero in the numerator and denominator of (J.77). We have found that the choice (J.77) produces more accurate results than (J.70) for moderate values of \( c, M \), up to about, \( c = 50, M = 50 \).

The following MATLAB function, \texttt{pswf.m}, implements the above computational steps. It also computes the derivatives \( \dot{\psi}_n(t) \). It has usage:

\[
[\text{Psi}, \text{La}, \text{dPsi}, \text{Chi}, \text{B}] = \text{pswf}(t0,w0,M,t,K); \quad \% \text{prolate spheroidal wave functions}
\]

\[
[\text{Psi}, \text{La}, \text{dPsi}, \text{Chi}, \text{B}] = \text{pswf}(t0,w0,M,t,K); \quad \% \text{prolate spheroidal wave functions}
\]

\[
t0 = \text{time limit, [-t0,t0], (sec)}
\]

\[
w0 = \text{freq limit, [-w0,w0], (rad/sec)}
\]

\[
M = \text{max order computed, evaluating psi_n(t), n = 0, 1, \ldots, M}
\]

\[
t = \text{length-L vector of time instants (sec), e.g., } t_0 = [t_1,t_2,\ldots,t_L]
\]

\[
\text{Psi} = (M+1)xL \text{ matrix of prolate function values}
\]

\[
\text{La} = (M+1)x1 \text{ vector of eigenvalues}
\]

\[
\text{dPsi} = (M+1)xL \text{ matrix of derivatives of prolate functions}
\]

\[
\text{Chi} = (M+1)x1 \text{ vector of eigenvalues of spheroidal differential operator}
\]

\[
\text{B} = (M+1)xK \text{ matrix of expansion coefficients}
\]

\[
\text{K} = \text{number of expansion terms (default, } K=2*N+30, N=M+1)\]

For a given maximum order \( M \) and time vector \( t = [t_1,t_2,\ldots,t_L] \), the output matrix \( \Psi \) contains the computed values \( \psi_n(t_j) \), arranged into an \( (M+1) \times L \) matrix,

\[
\Psi = \begin{bmatrix}
\psi_0(t_1) & \psi_0(t_2) & \psi_0(t_3) & \cdots & \psi_0(t_L) \\
\psi_1(t_1) & \psi_1(t_2) & \psi_1(t_3) & \cdots & \psi_1(t_L) \\
\psi_2(t_1) & \psi_2(t_2) & \psi_2(t_3) & \cdots & \psi_2(t_L) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\psi_M(t_1) & \psi_M(t_2) & \psi_M(t_3) & \cdots & \psi_M(t_L)
\end{bmatrix}
\]

The output \( \dot{\text{dPsi}} \) contains the derivatives \( \dot{\psi}_n(t_j) \) arranged in a similar fashion. The outputs \( \text{La}, \text{Chi} \) are column vectors containing the eigenvalues \( \lambda_n, \chi_n, n = 0, 1, \ldots, M \).
The required spherical Bessel function computations are implemented by the MATLAB function, \texttt{spherj.m}, which also computes the derivatives using the recursion (J.75). It arranges its output similarly to \texttt{pswf}, and has usage:

\begin{verbatim}
[J,dJ] = spherj(k,x);
\end{verbatim}

The derivatives, \( \psi'_n(t) \), are computed using the expansion,

\[
\psi'_n(t) = \sqrt{\frac{c}{2\pi t_0}} \sum_{k=0}^{K-1} \beta_{nk} \sqrt{k + \frac{1}{2}} 2^{k-n} \omega_0 f_k'(\omega_0 t)
\]  

(J.79)

The functions \texttt{pswf} and \texttt{spherj} are included in the EWA-toolbox of this book, and work well for parameter values up to about \( c = 50 \) and \( M = 50 \). A related function that evaluates Legendre polynomials and can be used in the Legendre expansion of Eq. (J.2) is the function \texttt{legpol} with usage:

\begin{verbatim}
P = legpol(N,x);
\end{verbatim}

\textbf{Example J.1:} The following MATLAB code illustrates the usage of the \texttt{pswf} function and reproduces the data tables and plots from Rhodes [1658] for the case \( c = 6 \).

```matlab
% Example J.1: MATLAB code for calculating spherical Bessel functions and Legendre polynomials

t0=1; w0=6; c=t0*w0; M=13;
t = linspace(-5,5,501);
[Psi,La,dPsi,Chi] = pswf(t0,w0,M,t); % calculate the first 14 PSWFs

fprintf(' n chi_n |mu_n| psi_n(0)+psi_n''(0) lambda_n
')
fprintf('----------------------------------------------------------------------------
')
for n = 0:M
    fprintf('%3d %1.9e %1.9e % 1.9e %1.9e
', [n,Chi,Mu,P,La])
end
```

The table was generated by the MATLAB code,
The Shannon number is \(N_c = 2c/\pi = 3.8194\). We observe in the above table how quickly the eigenvalues \(\lambda_n\) decay towards zero for \(n > N_c\). The following figure plots \(\lambda_n\) and the dividing line at \(N_c\) (the eigenvalues have been joined by a smooth curve to guide the eye.)

The following MATLAB code tests the relationships (J.28) and (J.29) for \(M = 13\) and \(M = 25\).

\[
F_M(t) = \frac{\pi}{\omega_0} \sum_{n=0}^{M} \psi_n(t) \tag{J.80}
\]

which should tend to unity as \(M\) increases and more terms are included in the sum.

```
F = sum(Psi.^2) * pi/w0; % test: pi/w0 * \sum_n psi_n(t)^2 = 1
figure; plot(t,F,'b-') % gets better as M is increased
```

\(N_c = 2c/\pi\), Shannon number
\(\text{Err} = \text{abs(sum(\text{La})-Nc)}\); \(\text{Err} = 1.3323e-15\), for \(M=13\)

**Example J.2:** This example tests the relationships (J.27) and (J.31). Setting \(t' = 0\) in (J.27), we obtain the limit,

\[
\lim_{M \to \infty} F_M(t) = \frac{\sin(\omega_0 t)}{\pi t}, \quad \text{where} \quad F_M(t) = \frac{M}{\omega_0} \sum_{n=0}^{N} \psi_n(0) \psi_n(t)
\]

Similarly we have the limit of (J.31),

\[
\lim_{M \to \infty} G_M(t) = 1, \quad \text{where} \quad G_M(t) = \frac{2\pi}{\omega_0} \sum_{n=0}^{N} \mu_n \psi_n(0) \psi_n(t)
\]

The following MATLAB code computes and plots \(F_M(t), G_M(t)\) for \(M = 4\) and \(M = 20\) for the case \(t_0 = 1, \omega_0 = 6,\)

\(t0 = 1; \omega0 = 6; c = t0*\omega0;\)
\(t = linspace(-4,4,801);\)

```
for M = [4,20]
    [Psi,La] = pswf(t0,\omega0,M,t);
    Psi0 = Psi(,:t==0);
    F = Psi0' * Psi;
    figure; plot(t,F,'b-', t,sinc(\omega0*t/pi)*\omega0/pi,'r:');
    Mu = i.^n .* sqrt(2*pi*La/c);
    G = (2*pi/\omega0) * Psi0' * diag(1./Mu) * Psi;
    figure; plot(t,G,'b-');
end
```

\(\text{approximation sinc}\)
The convergence of \( F_M(t) \) is very quick and one can barely distinguish the approximation from the exact sinc function on the graphs (see the color graphs in the PDF book file).

**Example J.3:** Here we explore the bandlimited approximation (J.43) of a delta function over a limited time interval. Let us denote the approximation by,

\[
\delta_M(t) = \sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n(0) \psi_n(t)
\]

The following MATLAB code segment evaluates and plots \( \delta_M(t) \) for the following values of the parameters: \( t_0 = 1, \omega_0 = 4\pi \), and the cases, \( M = 20 \) and \( M = 30 \).

```matlab
% t0 = 1; w0 = 4*pi;
% t = linspace(-2,2,401);
% for M = [20,30]
%   [Psi,La] = pswf(t0,w0,M,t);
%   Psi0 = Psi(:,t==0);
%   F = Psi0' * diag(1./La) * Psi;
% end

We note that since the maximum frequency is \( f_0 = \omega_0 / (2\pi) = 2 \) in cycles per unit time, the approximation \( \delta_M(t) \) clearly oscillates several times faster than \( \delta(t) \) over the \([t_0, t_0]\) interval, exhibiting a superoscillatory behavior [1619-1631].

The bandlimited Fourier transform of the approximation (J.81) is obtained from the Fourier transform of \( \psi_n(t) \),

\[
\Delta_M(\omega) = \int_{-\infty}^{\infty} e^{-j\omega t} \delta_M(t) dt = \sum_{n=0}^{M} \frac{1}{\lambda_n} \psi_n(0) \psi_n(\omega)
\]

or, using (J.16),

\[
\Delta_M(\omega) = \sum_{n=0}^{M} \frac{2\pi}{\omega_0 \lambda_n \mu_n} \psi_n(0) \psi_n \left( \frac{\omega t_0}{\omega_0} \right) \cdot X_{\omega_0}(\omega)
\]

\[
= \sqrt{\frac{2\pi t_0}{\omega_0}} \sum_{n=0}^{M} \frac{1}{\mu_n} \lambda_n^{1/2} \psi_n(0) \psi_n \left( \frac{\omega t_0}{\omega_0} \right) \cdot X_{\omega_0}(\omega)
\]

The following MATLAB code computes and plots \( \Delta_M(\omega) \) over \([-\omega_0, \omega_0]\) for the same parameter values, \( t_0 = 1, \omega_0 = 4\pi \), and \( M = 20, 30 \).
for \( M = [20, 30] \)

\[
[\Psi_0, \Lambda_a] = \text{pswf}(t_0, w_0, M, w\neq t_0);
\]

\[
\Psi_{10} = \Psi(|x, w=0);
\]

\( n = (0, \Lambda_a) \);  

\[
D = \sqrt{2\pi t_0 / w_0} \cdot \Psi_{10}' \cdot \text{diag}(1./i.^n./La.^(3/2)) \cdot \Psi;
\]

\( D_0 = \text{abs}(D(w==0)) \);

\[
\text{figure; plot(w,D/D_0, 'b-','linewidth',2);
}\]

Further discussion of these issues is presented in Sec. 20.22. We note also that the super-resolution examples of Barnes [1569] can be reproduced by changing the parameters to \( M = [20, 30] \) in the above MATLAB segments, while the supergain design example of Kritikos [1616] is reproduced by the choice, \( t_0 = 1, \omega_0 = 6, M = 8 \).  

\[ \square \]

### K. Lorentz Transformations

According to Einstein’s special theory of relativity [474], Lorentz transformations describe the transformation between the space-time coordinates of two coordinate systems moving relative to each other at constant velocity. Maxwell’s equations remain invariant under Lorentz transformations. This is demonstrated below.

Let the two coordinate frames be \( S \) and \( S' \). By convention, we may think of \( S \) as the “fixed” laboratory frame with respect to which the frame \( S' \) is moving at a constant velocity \( v \). For example, if \( v \) is in the \( z \)-direction, the space-time coordinates \( [t, x, y, z] \) of \( S \) are related to the coordinates \( [t', x', y', z'] \) of \( S' \) by the Lorentz transformation:

\[
\begin{align*}
    t' &= y'(t - \frac{v}{c^2}z) \\
    z' &= y'(z - vt) \\
    x' &= x \\
    y' &= y
\end{align*}
\]

where \( c \) is the speed of light in vacuum. Defining the scaled quantities \( \tau = ct \) and \( \beta = v/c \), the above transformation and its inverse, obtained by replacing \( \beta \) by \(-\beta \), may be written as follows:

\[
\begin{align*}
    \begin{bmatrix}
        t' \\
        z'
    \end{bmatrix}
    &= \begin{bmatrix}
        \tau' \\
        z'
    \end{bmatrix} \\
    \begin{bmatrix}
        x' \\
        y'
    \end{bmatrix}
    &= \begin{bmatrix}
        x \\
        y
    \end{bmatrix}
\end{align*}
\]

where

\[
\begin{align*}
    t' &= \tau' - \beta z' \\
    z' &= y'(z - \beta \tau') \\
    x' &= x \\
    y' &= y
\end{align*}
\]

These transformations are also referred to as Lorentz boosts to indicate the fact that one frame is boosted to move relative to the other. Interchanging the roles of \( z \) and \( x \), or \( z \) and \( y \), one obtains the Lorentz transformations for motion along the \( x \) or \( y \) directions, respectively. Eqs. (K.1) may be expressed more compactly in matrix form:

\[
\begin{align*}
    \begin{bmatrix}
        \tau' \\
        z'
    \end{bmatrix}
    &= \begin{bmatrix}
        \tau \\
        z
    \end{bmatrix} \begin{bmatrix}
        \tau' \\
        z'
    \end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
    \begin{bmatrix}
        x' \\
        y'
    \end{bmatrix}
    &= \begin{bmatrix}
        x \\
        y
    \end{bmatrix} \begin{bmatrix}
        \tau' \\
        z'
    \end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
    \begin{bmatrix}
        x' \\
        y' \\
        z'
    \end{bmatrix}
    &= \begin{bmatrix}
        x \\
        y \\
        z
    \end{bmatrix} \begin{bmatrix}
        \tau' \\
        z'
    \end{bmatrix}
\end{align*}
\]

Such transformations leave the quadratic form \( (c^2t^2 - x^2 - y^2 - z^2) \) invariant, that is,
\[ c^2t'^2 - x'^2 - y'^2 - z'^2 = c^2t^2 - x^2 - y^2 - z^2 \]  
(K.3)

Introducing the diagonal metric matrix \( G = \text{diag}(1, -1, -1, -1) \), we may write the quadratic form as follows, where \( x^T \) denotes the transposed vector, that is, the row vector \( x^T = [\tau, x, y, z] \):

\[
\begin{bmatrix}
\gamma & 0 & 0 & -\gamma \beta \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-\gamma \beta & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\tau'_1 \\
x'_1 \\
y'_1 \\
z'_1
\end{bmatrix}
\begin{bmatrix}
\gamma & 0 & 0 & -\gamma \beta \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-\gamma \beta & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\tau \\
x \\
y \\
z
\end{bmatrix}
= c^2t^2 - x^2 - y^2 - z^2
\]

More generally, a Lorentz transformation is defined as any linear transformation \( x' = Lx \) that leaves the quadratic form \( x^T G x \) invariant. The invariance condition requires that:

\[ x^T G x' = x^T L^T G L x = x^T G x, \]  
(K.5)

In addition to the Lorentz boosts of Eq. (K.1), the more general transformations satisfying (K.5) include rotations of the three spatial coordinates, as well as time or space reflections. For example, a rotation has the form:

\[
L = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & R & 0 \\
0 & R & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

where \( R \) is a \( 3 \times 3 \) orthogonal rotation matrix, that is, \( R^T R = I \), where \( I \) is the \( 3 \times 3 \) identity matrix. The most general Lorentz boost corresponding to arbitrary velocity \( v = [v_x, v_y, v_z]^T \) is given by:

\[
L = \begin{bmatrix}
y & -\gamma \beta^T \\
-\gamma \beta & I + \frac{y^2}{y^2 + 1} \beta \beta^T
\end{bmatrix}, \quad \beta = \frac{v}{c}, \quad y = \frac{1}{\sqrt{1 - \beta^2}} \tag{K.6}
\]

When \( v = [0, 0, v]^T \), or \( \beta = [0, 0, \beta]^T \), Eq. (K.6) reduces to (K.1). Defining \( \beta = |\beta| = \sqrt{\beta^T \beta} \) and the unit vector \( \hat{\beta} = \frac{\beta}{|\beta|} \), and using the relationship \( y^2 \beta^2 = y^2 - 1 \), it can be verified that the spatial part of the matrix \( L \) can be written in the form:

\[
I + \frac{y^2}{y^2 + 1} \beta \beta^T = I + (y - 1) \beta \beta^T \tag{K.7}
\]

The set of matrices \( L \) satisfying Eq. (K.5) forms a group called the Lorentz group. In particular, the \( z \)-directed boosts of Eq. (K.2) form a commutative subgroup. Denoting these boosts by \( L(\beta) \), the application of two successive boosts by velocity factors \( \beta_1 = v_1/c \) and \( \beta_2 = v_2/c \) leads to the combined boost \( L(\beta) = L(\beta_1) L(\beta_2) \), where:

\[
\beta = \frac{\beta_1 + \beta_2}{1 + \beta_1 \beta_2} \iff v = \frac{v_1 + v_2}{1 + v_1 v_2/c^2} \tag{K.8}
\]

with \( \beta = v/c \). Eq. (K.8) is Einstein’s relativistic velocity addition theorem. The same group property implies also that \( L^{-1}(\beta) = L(-\beta) \). The proof of Eq. (K.8) follows from the following condition, where \( y_1 = 1/\sqrt{1 - \beta_1^2} \) and \( y_2 = 1/\sqrt{1 - \beta_2^2} \):

\[
\begin{bmatrix}
y' \\
y_1 \\
y_2
\end{bmatrix} = \begin{bmatrix}
y & 0 & 0 & -y \beta \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-y \beta & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
y \\
y_1 \\
y_2
\end{bmatrix}
\]

A four-vector is a four-dimensional vector that transforms like the vector \( x \) under Lorentz transformations, that is, its components with respect to the two moving frames \( S \) and \( S' \) are related by:

\[
a' = L a, \quad \text{where} \quad a = \begin{bmatrix} a_0 \\ a_x \\ a_y \\ a_z \end{bmatrix}, \quad a' = \begin{bmatrix} a'_0 \\ a'_x \\ a'_y \\ a'_z \end{bmatrix} \tag{K.9}
\]

For example, under the \( z \)-directed boost of Eq. (K.1), the four-vector \( a \) will transform as:

\[
\begin{align*}
a'_0 &= y(a_0 - \beta a_z) \\
a'_x &= y(a_x - \beta a_0) \\
a'_y &= a_y \\
a'_z &= a_z
\end{align*}
\tag{K.10}
\]

Four-vectors transforming according to Eq. (K.9) are referred to as contravariant. Under the general Lorentz boost of Eq. (K.6), the spatial components of \( a \) that are transverse to the direction of the velocity vector \( v \) remain unchanged, whereas the parallel component transforms as in Eq. (K.10), that is, the most general Lorentz boost transformation for a four-vector takes the form:

\[
\begin{align*}
a'_0 &= y(a_0 - \beta a_z) \\
a'_x &= y(a_x - \beta a_0) \\
a'_y &= a_y \\
a'_z &= a_z
\end{align*}
\tag{K.11}
\]

where \( a_\parallel = \hat{\beta}^T a \) and \( a = [a_x, a_y, a_z]^T \) is the spatial part of \( a \). Then,

\[
\begin{align*}
a_\parallel &= \hat{\beta}_\parallel a_\parallel = \hat{\beta}^T a \parallel \\
a_\perp &= a - a_\parallel = a - \hat{\beta} a_\parallel
\end{align*}
\]

Setting \( \beta = \beta \hat{\beta} \) and using Eq. (K.7), the Lorentz transformation (K.6) gives:

\[
\begin{bmatrix}
a'_0 \\ a'_1 \\ a_\parallel
\end{bmatrix} = \begin{bmatrix}
y & -y \beta^T \\
0 & 1 + (y - 1) \beta \beta^T
\end{bmatrix}
\begin{bmatrix}
a_0 \\ a_x \\ a_\parallel
\end{bmatrix}
\]

from which Eq. (K.11) follows.

For any two four-vectors \( a, b \), the quadratic form \( a^T G b \) remains invariant under Lorentz transformations, that is, \( a'^T G b' = a^T G b \), or,

\[
a'_0 b'_0 - a' \cdot b' = a_0 b_0 - a \cdot b, \quad \text{where} \quad a = \begin{bmatrix} a_0 \\ a \end{bmatrix}, \quad b = \begin{bmatrix} b_0 \\ b \end{bmatrix} \tag{K.12}
\]
Some examples of four-vectors are given in the following table:

<table>
<thead>
<tr>
<th>four-vector</th>
<th>(a_0)</th>
<th>(a_x)</th>
<th>(a_y)</th>
<th>(a_z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>time and space</td>
<td>(ct)</td>
<td>(x)</td>
<td>(y)</td>
<td>(z)</td>
</tr>
<tr>
<td>frequency and wavenumber</td>
<td>(\omega/c)</td>
<td>(k_x)</td>
<td>(k_y)</td>
<td>(k_z)</td>
</tr>
<tr>
<td>energy and momentum</td>
<td>(E/c)</td>
<td>(p_x)</td>
<td>(p_y)</td>
<td>(p_z)</td>
</tr>
<tr>
<td>charge and current densities</td>
<td>(c\rho)</td>
<td>(J_x)</td>
<td>(J_y)</td>
<td>(J_z)</td>
</tr>
<tr>
<td>scalar and vector potentials</td>
<td>(\varphi)</td>
<td>(cA_x)</td>
<td>(cA_y)</td>
<td>(cA_z)</td>
</tr>
</tbody>
</table>

For example, under the \(z\)-directed boost of Eq. (K.1), the frequency-wavenumber transformation will be as follows:

\[
\begin{align*}
\omega' &= y(\omega - \beta c k_z) \\
\omega &= y(\omega' + \beta c k_z)
\end{align*}
\]

\[
\begin{align*}
k'_x &= y(k_x - \frac{\beta}{c} \omega') \\
k_z &= y(k'_x + \frac{\beta}{c} \omega') \\
k'_y &= k_y
\end{align*}
\]

where we rewrote the first equations in terms of \(\omega\) instead of \(\omega/c\). The change in frequency due to motion is the basis of the Doppler effect. The invariance property (K.12) applied to the space-time and frequency-wavenumber four-vectors reads:

\[
\omega' t' - k' \cdot r' = (\omega t - k \cdot r)
\]

This implies that a uniform plane wave remains a uniform plane wave in all reference frames moving at a constant velocity relative to each other. Similarly, the charge and current densities transform as follows:

\[
\begin{align*}
cp' &= y(c \rho - \beta c J_z) \\
J'_z &= y(J_z - \beta c p)
\end{align*}
\]

\[
\begin{align*}
J'_x &= J_x \\
J'_y &= J_y
\end{align*}
\]

Because Eq. (K.15) implies that \(L^{-T} = GLG\), we are led to define four-vectors that transform according to \(L^{-T}\). Such four-vectors are referred to as being covariant. Given any contravariant 4-vector \(a\), we define its covariant version by \(\bar{a} = Ga\). This operation simply reverses the sign of the spatial part of \(a\):

\[
\bar{a} = Ga = \begin{bmatrix} 1 & 0 & 0 & -1 \end{bmatrix} \begin{bmatrix} a_0 \\ a_x \\ a_y \\ a_z \end{bmatrix} = \begin{bmatrix} a_0 \\ -a_x \\ -a_y \\ -a_z \end{bmatrix}
\]

The vector \(\bar{a}\) transforms as follows:

\[
\bar{a}' = GLa' = (GL) (Ga) = L^{-T} \bar{a}
\]

where we used the property that \(G^2 = I_4\), the 4×4 identity matrix. The most important covariant vector is the four-dimensional gradient:

\[
\partial_x = \begin{bmatrix} \partial_x \\ \partial_y \\ \partial_z \\ \partial_r \end{bmatrix} = \begin{bmatrix} \nabla \\ \nabla \\ \nabla \\ \nabla \end{bmatrix}
\]

(K.19)

Because \(x' = Lx\), it follows that \(\partial_x' = L^{-T} \partial_x\). Indeed, we have component-wise:

\[
\frac{\partial}{\partial x_i} = \frac{1}{L_{ji}} \frac{\partial}{\partial x'_j} \implies \partial_x = L^T \partial_x' \implies \partial_x' = L^{-T} \partial_x
\]

For the \(z\)-directed boost of Eq. (K.1), we have \(L^{-T} = L^{-1}\), which gives:

\[
\begin{align*}
\partial_{x'} &= y(\partial_x + \beta \partial_z) \\
\partial_{y'} &= y(\partial_y + \beta \partial_z) \\
\partial_{z'} &= \partial_z \\
\partial_{r'} &= \partial_r
\end{align*}
\]

The four-dimensional divergence of a four-vector is a Lorentz scalar. For example, denoting the current density four-vector by \(J = [c\rho,J_x,J_y,J_z]^T\), the charge conservation law involves the four-dimensional divergence:

\[
\partial_t \rho + \nabla \cdot J = [\partial_t,\partial_x,\partial_y,\partial_z]^T [c\rho,J_x,J_y,J_z]^T = \partial_x^T J
\]

(K.20)

Under a Lorentz transformation, this remains invariant, and therefore, if it is zero in one frame it will remain zero in all frames. Using \(\partial_x^T = \partial_r^T L\), we have:

\[
\partial_t \rho + \nabla \cdot J = \partial_r^T L J = \partial_x J' + \partial_r^T \rho' + \nabla \cdot J'
\]

(K.21)

Although many quantities in electromagnetism transform like four-vectors, such as the space-time or the frequency-wavenumber vectors, the actual electromagnetic fields do not. Rather, they transform like six-vectors or rank-2 antisymmetric tensors.

A rank-2 tensor is represented by a \(4 \times 4\) matrix, say \(F\). Its Lorentz transformation properties are the same as the transformation of the product of a column and a row four-vector, that is, \(F\) transforms like the quantity \(ab^T\), where \(a, b\) are column four-vectors. This product transforms like \(a^T b^T = L(ab^T) L^T\). Thus, a general second-rank tensor transforms as follows:

\[
F' = LFL^T
\]

(K.22)

An antisymmetric rank-2 tensor \(F\) defines, and is completely defined by, two three-dimensional vectors, say \(a = [a_x, a_y, a_z]^T\) and \(b = [b_x, b_y, b_z]^T\). Its matrix form is:

\[
F = \begin{bmatrix} 0 & -a_z & -a_y \\
 a_x & 0 & -b_z \\
a_y & b_z & 0 \\
-ax & ay & bz \end{bmatrix}
\]

(K.23)
Given the tensor \( F \), one may define its covariant version through \( \bar{F} = GFG \), and its dual, denoted by \( \hat{F} \) and obtained by the replacements \( a \rightarrow b \) and \( b \rightarrow -a \), that is,

\[
\begin{bmatrix}
0 & a_x & a_y & a_z \\
-a_x & 0 & -b_y & b_z \\
-a_y & b_y & 0 & -b_z \\
-a_z & b_x & -b_y & 0
\end{bmatrix}, \quad \hat{F} = \begin{bmatrix}
0 & -b_x & -b_y & -b_z \\
b_x & 0 & a_z & -a_y \\
b_y & -a_z & 0 & a_x \\
b_z & a_y & -a_x & 0
\end{bmatrix}
\]

(K.25)

Thus, \( \bar{F} \) corresponds to the pair \((-a, b)\), and \( \hat{F} \) to \((b, -a)\). Their Lorentz transformation properties are:

\[
F' = L^{-T}FL, \quad \hat{F}' = L\hat{F}L^T
\]

(K.26)

Thus, the dual \( \hat{F} \) transforms like \( F \) itself. For the z-directed boost of Eq. (K.1), it follows from (K.23) that the two vectors \( a, b \) transform as follows:

\[
\begin{align*}
a'_x &= y(a_x + b_y) \quad b'_x = y(b_x + b_y) \\
a'_y &= y(a_y - b_x) \quad b'_y = y(b_y - b_x) \\
a'_z &= a_z \quad b'_z = b_z
\end{align*}
\]

(K.27)

These are obtained by equating the expressions:

\[
\begin{bmatrix}
0 & -a'_x & -a'_y & -a'_z \\
a'_x & 0 & -b'_y & b'_z \\
a'_y & b'_y & 0 & -b'_z \\
a'_z & -b'_z & b'_y & 0
\end{bmatrix} = \begin{bmatrix}
y & 0 & 0 & -y\beta \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-y\beta & 0 & 0 & y
\end{bmatrix} \begin{bmatrix}
0 & -a_x & -a_y & -a_z \\
a_x & 0 & -b_z & b_y \\
a_y & b_z & 0 & -b_x \\
a_z & -b_x & b_y & 0
\end{bmatrix}
\]

More generally, under the boost transformation (K.6), it can be verified that the components of \( a, b \) parallel and perpendicular to \( \nu \) transform as follows:

\[
\begin{align*}
a'_x &= y(a_x + \beta b_y) \\
b'_x &= y(b_x - \beta a_y) \\
a'_y &= a_y \\
b'_y &= a_x
\end{align*}
\]

(K.28)

Thus, in contrast to Eq. (K.11) for a four-vector, the parallel components remain unchanged while the transverse components change. A pair of three-dimensional vectors \((a, b)\) transforming like Eq. (K.28) is referred to as a six-vector.

It is evident also that Eqs. (K.28) remain invariant under the duality transformation \( a \rightarrow b \) and \( b \rightarrow -a \), which justifies Eq. (K.26). Some examples of \((a, b)\) six-vector pairs defining an antisymmetric rank-2 tensor are as follows:

\[
\begin{array}{c|c|c|c|c|c}
\hline
a & b & c & D & E & H \\
\hline
\hline
E & cB \\
\hline
cD & H \\
\hline
cP & -M \\
\hline
\end{array}
\]

(K.29)

where \( P, M \) are the polarization and magnetization densities defined through the relationships \( D = c_{\mu\nu}E + P \) and \( B = \mu_0(H + M) \). Thus, the \((E, B)\) and \((D, H)\) fields have the following Lorentz transformation properties:

\[
\begin{align*}
E'_x &= y(E_x + c\beta B_y) \\
E'_y &= y(E_y + c\beta B_x) \\
E'_z &= y(E_z) \\
B'_x &= y(B_x - \frac{1}{c}\beta E_y) \\
B'_y &= y(B_y - \frac{1}{c}\beta E_x) \\
B'_z &= y(B_z)
\end{align*}
\]

(K.30)

where we may replace \( c\beta = \nu \) and \( \beta/c = \nu/c^2 \). Note that the two groups of equations transform into each other under the usual duality transformations: \( E \rightarrow H, H \rightarrow -E, D \rightarrow B, B \rightarrow -D \). For the z-directed boost of Eq. (K.1), we have from Eq. (K.30):

\[
\begin{align*}
E'_x &= y(E_x - c\beta B_y) \\
E'_y &= y(E_y + c\beta B_x) \\
E'_z &= y(E_z) \\
H'_x &= y(H_x + c\beta D_y) \\
H'_y &= y(H_y - c\beta D_x) \\
H'_z &= H_z \\
B'_x &= y(B_x + \frac{1}{c}\beta E_y) \\
B'_y &= y(B_y - \frac{1}{c}\beta E_x) \\
B'_z &= y(B_z)
\end{align*}
\]

(K.31)

Associated with a six-vector \((a, b)\), there are two scalar invariants: the quantities \((a \cdot b)\) and \((a \cdot a - b \cdot b)\). Their invariance follows from Eq. (K.28). Thus, the scalars \((E \cdot B), (E \cdot E - c^2 B \cdot B), (D \cdot H), (c^2 D \cdot D - H \cdot H)\) remain invariant under Lorentz transformations. In addition, it follows from (K.30) that the quantity \((E \cdot D - B \cdot H)\) is invariant.

Given a six-vector \((a, b)\) and its dual \((-a, b)\), we may define the following four-dimensional "current" vectors that are dual to each other:

\[
J = \begin{bmatrix} \nabla \cdot a \\ \nabla \times a - \partial_\tau a \end{bmatrix}, \quad J' = \begin{bmatrix} -\nabla \cdot b \\ -\nabla \times b + \partial_\tau b \end{bmatrix}
\]

(K.32)

It can be shown that both \( J \) and \( J' \) transform as four-vectors under Lorentz transformations, that is, \( J' = LJ \) and \( J' = LJ \), where \( J', J' \) are defined with respect to the
coordinates of the $S'$ frame:

$$J' = \begin{bmatrix} \nabla' \cdot a' \\ \nabla' \times b' - \partial_\tau a' \end{bmatrix}, \quad J = \begin{bmatrix} -\nabla \cdot a \\ \nabla \times b - \partial_\tau b \end{bmatrix}$$  \hspace{1cm} (K.33)

The calculation is straightforward but tedious. For example, for the $z$-directed boost $(K.1)$, we may use Eqs. (K.20) and (K.27) and the identity $y^2(1 - \beta^2) = 1$ to show:

$$J'_x = (\nabla' \times b' - \partial_\tau a')_x = \tilde{c}_y b'_y - \tilde{c}_x b'_x - \partial_\tau a'_x$$

$$= \tilde{c}_y b_z - y^2 (\tilde{c}_x + \beta \tilde{c}_\tau)(by + \beta ax) - y(\tilde{c}_z + \beta \tilde{c}_\tau)(ax - \beta by)$$

$$= \tilde{c}_y b_z - \tilde{c}_x b_y - \partial_\tau a_x = (\nabla \times b - \partial_\tau a)_x = J_x$$

Similarly, we have:

$$J'_0 = \nabla' \cdot a' = \tilde{c}_x a'_x + \tilde{c}_y a'_y + \tilde{c}_z a'_z$$

$$= y\tilde{c}_x (ax - \beta bx) + y\tilde{c}_y (ay + \beta bx) + y(\tilde{c}_z + \beta \tilde{c}_\tau)az$$

$$= y[(\tilde{c}_x a_x + \tilde{c}_y a_y + \tilde{c}_z a_z) - \beta(\tilde{c}_x b_y - \tilde{c}_y b_x - \partial_\tau a_x)] = y(J_0 - \beta J_z)$$

In this fashion, one can show that $J$ and $J$ satisfy the Lorentz transformation equations (K.10) for a four-vector. To see the significance of this result, we rewrite Maxwell’s equations, with magnetic charge and current densities $\rho_m, J_m$ included, in the four-dimensional forms:

$$\begin{bmatrix} \nabla \cdot cD \\ \nabla \times H - \partial_\tau cD \end{bmatrix} = \begin{bmatrix} cp \\ J \end{bmatrix}, \quad \begin{bmatrix} \nabla \cdot cB \\ -\nabla \times E - \partial_\tau cB \end{bmatrix} = \begin{bmatrix} cp_m \\ J_m \end{bmatrix}$$  \hspace{1cm} (K.34)

Thus, applying the above result to the six-vector $(cD, H)$ and to the dual of $(E, cB)$ and assuming that the electric and magnetic current densities transform like four-vectors, it follows that Maxwell’s equations remain invariant under Lorentz transformations, that is, they retain their form in the moving frame:

$$\begin{bmatrix} \nabla' \cdot cD' \\ \nabla' \times H' - \partial_\tau cD' \end{bmatrix} = \begin{bmatrix} cp' \\ J' \end{bmatrix}, \quad \begin{bmatrix} \nabla' \cdot cB' \\ -\nabla' \times E' - \partial_\tau cB' \end{bmatrix} = \begin{bmatrix} cp'_m \\ J'_m \end{bmatrix}$$  \hspace{1cm} (K.35)

The Lorentz transformation properties of the electromagnetic fields allow one to solve problems involving moving media, such as the Doppler effect, reflection and transmission from moving boundaries, and so on. The main technique for solving such problems is to transform to the frame (here, $S'$) in which the boundary is at rest, solve the reflection problem in that frame, and transform the results back to the laboratory frame by using the inverse of Eq. (K.30).

This procedure was discussed by Einstein in his 1905 paper on special relativity in connection to the Doppler effect from a moving mirror. To quote [474]: “All problems in the optics of moving bodies can be solved by the method here employed. What is essential is that the electric and magnetic force of the light which is influenced by a moving body, be transformed into a system of co-ordinates at rest relatively to the body. By this means all problems in the optics of moving bodies will be reduced to a series of problems in the optics of stationary bodies.”

L. MATLAB Functions

The MATLAB functions are grouped by category. They are available from the web page: www.ece.rutgers.edu/~orfanidi/ewa

Multilayer Dielectric Structures

- brewwser - calculates Brewster and critical angles
- fresnel - Fresnel reflection coefficients for isotropic or birefringent media
- n2r - refractive indices to reflection coefficients of M-layer structure
- r2n - reflection coefficients to refractive indices of M-layer structure
- multidiel1 - reflection response of isotropic or birefringent multilayer structures
- multidiel2 - simplified version of multidiel for isotropic layers
- multidiel3 - reflection response of lossy isotropic multilayer dielectric structures
- omniband - bandwidth of omnidirectional mirrors and Brewster polarizers
- omniband2 - bandwidth of birefringent multilayer mirrors
- sne1 - calculates refraction angles from Snell’s law for birefringent media

Quarter-Wavelength Transformers

- bkwrec - order-decreasing backward layer recursion - from a,b to r
- frwrec - order-increasing forward layer recursion - from r to A,B
- chebtr - Chebyshev broadband reflectionless quarter-wave transformer
- chebtr2 - Chebyshev broadband reflectionless quarter-wave transformer
- chebtr3 - Chebyshev broadband reflectionless quarter-wave transformer

Dielectric Waveguides

- dguide - TE modes in dielectric slab waveguide
- dslab - solves for the TE-mode cutoff wavenumbers in a dielectric slab
- dguide3 - TE and TM modes in asymmetric 3-slab dielectric waveguide

Plasmonic Waveguides

- drude - Drude-Lorentz model for Silver, Gold, Copper, Aluminum
- dmda - asymmetric DMD plasmonic waveguide - iterative solution
- dmds - symmetric DMD plasmonic waveguide - iterative solution
- dmdcut - cutoff width for asymmetric DMD guides
- p2g - plasmonic waveguide solution for symmetric guides
- pwga - plasmonic waveguide solution for asymmetric guides
- pwgpower - transmitted power in plasmonic waveguide

Sommerfeld and Goubau Wires

- sommer - solve characteristic equation for Sommerfeld wire
- goubau - solve characteristic equation of Goubau line
- goubatt - Goubau line attenuation
- gcut - cutoff function for Goubau line
- attw - characteristic equation of Attwood surface waveguide
- attwatt - attenuation of Attwood surface waveguide
- 301 - J0(z)/J1(z) approximation for large imag(z)
L. MATLAB Functions

Transmission Lines

- `g2z` - reflection coefficient to impedance transformation
- `z2g` - impedance to reflection coefficient transformation
- `lin` - find locations of voltage minima and maxima
- `mstripa` - microstrip analysis (calculates $Z_{\text{eff}}$ from w/h)
- `mstripr` - microstrip synthesis with refinement (calculates w/h from Z)
- `mstrips` - microstrip synthesis (calculates w/h from Z)
- `multiline` - reflection response of multi-segment transmission line
- `swr` - standing wave ratio
- `tsection` - T-section equivalent of a length-l transmission line segment
- `gprop` - reflection coefficient propagation
- `vprop` - wave impedance propagation
- `zprop` - wave impedance propagation

Impedance Matching

- `qwt1` - quarter wavelength transformer with series segment
- `qwt2` - quarter wavelength transformer with 1/8-wavelength shunt stub
- `qwt3` - quarter wavelength transformer with shunt stub of adjustable length
- `dualband` - two-section dual-band Chebyshev impedance transformer
- `dualbw` - two-section dual-band transformer bandwidths
- `stub1` - single-stub matching
- `stub2` - double-stub matching
- `stub3` - triple-stub matching
- `onesect` - one-section impedance transformer
- `twosect` - two-section impedance transformer
- `pi2t` - Pi to T transformation
- `t2pi` - T to Pi transformation
- `lmatch` - L-section reactive conjugate matching network
- `pmatch` - Pi-section reactive conjugate matching network

S-Parameters

- `gin` - input reflection coefficient in terms of S-parameters
- `gout` - output reflection coefficient in terms of S-parameters
- `nfcirc` - constant noise figure circle
- `nfig` - noise figure of two-port
- `sgain` - transducer, available, and operating power gains of two-port
- `sgcirc` - stability and gain circles
- `smat` - S-parameters to S-matrix
- `smatch` - simultaneous conjugate match of a two-port
- `smith` - draw basic Smith chart
- `smithcir` - add stability and constant gain circles on Smith chart
- `sparam` - stability parameters of two-port
- `circuit` - circle intersection on Gamma-plane
- `circuitan` - point of tangency between the two circles

Linear Antenna Functions

- `dipdir` - dipole directivity
- `dmax` - computes directivity and beam solid angle of g(th) gain
- `dipole` - gain of center-fed linear dipole of length L
- `traveling` - gain of traveling-wave antenna of length L
- `vee` - gain of traveling-wave vee antenna
- `rhombic` - gain of traveling-wave rhombic antenna
- `king` - King's 3-term sinusoidal approximation
- `kingeval` - evaluate King's 3-term sinusoidal current approximation
- `kingfit` - fits a sampled current to King's 2-term sinusoidal approximation
- `kingprime` - converts King's 3-term coefficients from unprimed to primed form
- `hbar` - basis functions for Hallen equation
- `hdelta` - solve Hallen's equation with delta-gap input
- `hfield` - solve Hallen's equation with arbitrary incident E-field
- `hmat` - Hallen impedance matrix with method of moments and point-matching
- `hwrap` - wraps a Toeplitz impedance matrix to half its size
- `kernel` - thin-wire kernel computation for Hallen equation
- `pfield` - solve Pocklington's equation with arbitrary incident E-field
- `pmat` - Pocklington impedance matrix with method of moments and point-matching
- `hcoupled` - solve Hallen's equation for 2D array of non-identical parallel dipoles
- `hcoupled2` - solve Hallen's equation for 2D array of identical parallel dipoles
- `gain2d` - normalized gain of 2D array of parallel dipoles with Hallen currents
- `gain2s` - normalized gain of 2D array of parallel dipoles with sinusoidal currents
- `imped` - mutual impedance between two parallel standing-wave dipoles
- `imped2` - mutual impedance between two parallel standing-wave dipoles
- `impedmat` - mutual impedance matrix of array of parallel dipole antennas
- `resonant` - calculates the length of a resonant dipole antenna
- `yagi` - simplified Yagi-Uda array design

Aperture Antenna Functions

- `BBnum` - computation of fields in Bethe-Bouwkamp model
- `BBfar` - far fields in Bethe-Bouwkamp model
- `BBnear` - near fields in Bethe-Bouwkamp model
- `diffint` - generalized Fresnel diffraction integral
- `difffr` - knife-edge diffraction coefficient
- `dsinc` - the double-sinc function $\cos(pix)/(1-4x^2)$
- `fcs` - Fresnel integrals $C(x)$ and $S(x)$
- `fcs2` - type-2 Fresnel integrals $C2(x)$ and $S2(x)$
- `jinc` - jinc and "shifted" jinc function
- `talbot` - Gauss sums for fractional Talbot effect
- `tbw` - Taylor's one-parameter window
- `tnb1` - Taylor's n-bar window (1-D)
- `tnb2` - Taylor's n-bar window (2-D)
- `hband` - horn antenna 3-dB width
- `heff` - aperture efficiency of horn antenna
- `hgain` - horn antenna H-plane and E-plane gains
- `hopt` - optimum horn antenna design
**L. MATLAB Functions**

**Antenna Array Functions**
- **hsigma**: optimum sigma parameters for horn antenna
- **gain1d**: normalized gain computation for 1D equally-spaced isotropic array
- **bwidth**: beamwidth mapping from psi-space to phi-space
- **binomial**: binomial array weights
- **dolph**: Dolph-Chebyshev array weights
- **dolph2**: RIBlet-Pritchard version of Dolph-Chebyshev
- **dolph3**: Duhamel version of endfire Dolph-Chebyshev
- **multibeam**: multibeam array design
- **pro1**: prolate array design
- **promat**: prolate matrix
- **scan**: scan array with given scanning phase
- **sector**: sector beam array design
- **steer**: steer array towards given angle
- **taylor2b**: Taylor n-bar line source array design
- **taylor1p**: Taylor 1-parameter array design
- **taylorbw**: Taylor B-parameter and beamwidth
- **uniform**: uniform array weights
- **woodward**: Woodward-Lawson-Butler beams
- **ville**: Villeneuve array design
- **chebarray**: Bresler's Chebyshev array design method (written by P. Simon)

**Gain Plotting Functions**
- **abp**: polar gain plot in absolute units
- **abz**: azimuthal gain plot in absolute units
- **ab2p**: polar gain plot in absolute units - 2*pi angle range
- **ab2z**: azimuthal gain plot in absolute units - 2*pi angle range
- **dbp**: polar gain plot in dB
- **dbz**: azimuthal gain plot in dB
- **db2p**: polar gain plot in dB - 2*pi angle range
- **db2z**: azimuthal gain plot in dB - 2*pi angle range
- **abadd**: add gain in absolute units
- **abadd2**: add gain in absolute units - 2*pi angle range
- **dbadd**: add gain in dB
- **dbadd2**: add gain in dB - 2*pi angle range
- **addbwp**: add 3-db angle beamwidth in polar plots
- **addbwz**: add 3-db angle beamwidth in azimuthal plots
- **adddcir**: add grid circle in polar or azimuthal plots
- **addline**: add grid ray line in azimuthal or polar plots
- **addray**: add ray in azimuthal or polar plots

**Miscellaneous Utility Functions**
- **ab**: dB to absolute power units
- **db**: absolute power to dB units
- **c2p**: complex number to phasor form
- **p2c**: phasor form to complex number
- **d2r**: degrees to radians

**Antenna Array Functions**
- **r2d**: radians to degrees
- **dtft**: DFT of a signal x at a frequency vector w
- **I0**: modified Bessel function of 1st kind and 0th order
- **ellip**: polarization ellipse parameters
- **eta**: eta and c
- **wavenum**: calculate wavenumber and characteristic impedance
- **poly2**: specialized version of poly with increased accuracy
- **quadrd**: Gauss-Legendre quadrature weights and evaluation points
- **quadrs**: quadrature weights and evaluation points on subintervals
- **quadrs2**: Gauss-Legendre quadrature weights and evaluation points on subintervals
- **quadts**: tanh-sinh, double-exponential, quadrature
- **Ci**: cosine integral Ci(z)
- **Cin**: cosine integral Cin(z)
- **Si**: sine integral Si(z)
- **Gi**: Green's function integral
- **pswf**: prolate spheroidal wave functions
- **spherj**: spherical Bessel functions
- **legpol**: evaluate Legendre polynomials
- **sinhc**: hyperbolic sinc function
- **asinhc**: inverse hyperbolic sinc function
- **qrte**: evanescent SQRT for waves problems
- **flip**: flip a column, a row, or both
- **blockmat**: manipulate block matrices
- **upulse**: generates trapezoidal, rectangular, triangular pulses, or a unit-step
- **ustep**: unit-step or rising unit-step function
- **dnv**: dn elliptic function at a vector of moduli
- **smv**: sn elliptic function at a vector of moduli
- **ellipK**: complete elliptic integral of first kind at a vector of moduli
- **ellipE**: complete elliptic integral of second kind at a vector of moduli
- **landenv**: Landen transformations of a vector of elliptic moduli

**MATLAB Movies**
- **grvmovie1**: pulse propagation with slow and negative group velocity ($v_g < 0$)
- **grvmovie2**: pulse propagation with slow and fast group velocity ($v_g > 0$)
- **pulseme**: step and pulse propagation on terminated transmission lines
- **pulsesez**: step propagation on two cascaded lines
- **RLCMovie**: step getting reflected off a reactive termination
- **TDMDMovie**: fault location by time-domain reflectometry
- **xtalkmove**: crosstalk signals on coupled transmission lines
- **dipmove**: electric field pattern of radiating Hertzian dipole
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BPSK modulation, 765
Brewster angle, 259
for birefringent media, 351
for lossy media, 261
in birefringent media, 350
in negative-index media, 297
broadband matching, 227
Butler beams, 1169
cartesian coordinates, 367, 731
causality, 85
relativistic, 85
cavity resonators, 386
characteristic impedance, 4, 45
carrier
charge
conservation, 10
density, 1
relaxation time, 11
carrier flux, 9
carrier wave factor, 731
carrier relaxation, 23
Chebyshev transformer, 617
Chebyshev transformers, 227
circular apertures, 814
circular conducting disk, 919
coaxial cables, 546
coherent transfer function, 954
collision time, 17
communicating antennas, 753
coupled antennas, 1222
coupled mode theory, 605
coupled transmission lines, 594
coupled two-element arrays, 1239
critical angle of incidence, 251
cross-section, 920
crosstalk in transmission lines, 600
CTF, coherent transfer function, 954
current-distribution method for reflectors, 1071
cutoff wavenumber and frequency, 365
cylindrical coordinates, 367, 731
data rate limits, 765
delta-gap generator, 1175
density current, 1
electric flux, 1
Lorentz force, 3
magnetic flux, 1
momentum, 13, 33
polarization, 8
surface charge, 7
surface current, 7
effective area of an antenna, 745
effective area of apertures, 809
effective length of an antenna, 751
effective noise temperature, 701, 759
efficiency factor, 741
EIRP, effective isotropic radiated power, 741
electric and magnetic dipoles, 718
electric field, 1
electric flux density, 1
electromagnetic frequency bands, 1267
electromagnetic waves, 1190
effective area of apertures, 809
effective length of an antenna, 751
energy velocity, 29, 41
equivalent noise temperature, 761
efficiency factor, 741
effective area of apertures, 809
effective length of an antenna, 751
energy velocity, 29, 41
Kulite-Munk model of, 610
Dini series, 993
shortpass/longpass filters, 203
dielectric model, 17
dielectric polarization, 4
dielectric slab, 163, 307
dielectric mirrors, 193
dielectric media, 132, 135
dielectric media, dichroic, 140
dielectric slab, 163, 307
dielectric model, 17
dielectric polarization, 4
dielectric slab, 163, 307
dielectric mirrors, 193
dielectric media, 132, 135
dielectric media, dichroic, 140
dielectric slab, 163, 307
dielectric model, 17
dielectric polarization, 4
dielectric slab, 163, 307
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numerical aperture, 255, 952
NWO – New Worlds Observer, 1005
Nyquist frequency
in multilayer structures, 210
oblate spheroidal coordinates, 912
offset hyper-gaussian occulter, 1005
Ohm's law, 6, 21
ohmic power losses, 3, 12, 14, 25
omnidirectional dielectric mirrors, 193, 333
one-dimensional arrays, 1100
operating gain circles, 695
operating power gain, 679
optical fibers, 254, 388
graded index, 294
numerical aperture, 255
optical filters, 186
antireflection coatings, 188
dielectric mirrors, 193
narrow-band transmission, 204
shortpass and longpass, 203
optical manhole, 253
optical rotation, 135, 137
optimally active media, 132
optimum array directivity, 1111
p-polarization, see polarization
parabolic reflector antennas, 1065
dielectric reflector antennas, 1065
parasitic array, 1248
PBG, see periodic bandgap structures
penetration depth, 56
for evanescent waves, 252
perfect electric conductor, 800
perfect lens, 298, 322
perfect magnetic conductor, 800
periodic bandgap structures, 204
acoustic and vibration control, 204
Bloch wavenumber, 195
fiber Bragg gratings, 204
photonic crystals, 204
transmission lines and waveguides, 204
permeability, 3
permittivity, 3
phase delay, 85
phase thickness, 210, 304, 333
phase velocity, 85
photonic crystals, 204
physical constants, 1266
Pi-section matching network, 650
plane wave incident on linear antenna, 1175
plane wave spectrum representation, 849
plane wave spectrum, vector case, 856
plane-wave spectrum
1-dimensional apertures, 854
plasma frequency, 18
plasmas, 25
plasmonic waveguides, 411
anomalous complex modes, 442, 454
characteristic equations, 415
DMD, approximation, 469, 481
DMD, asymmetric, 476
DMD, cutoff width, 460, 464, 477
DMD, iteration, 469, 478
DMD, lossless, 457
DMD, lossy, 467
DMD, symmetric, 468
energy & group velocities, 421
field profiles, 414
Gap SPP, 448
MDM, lossless, 425
MDM, lossy, 443
MDM, oscillatory modes, 437
MDM, PEC limit, 452
oscillatory modes, 415
power transfer, 418
single interface, 419
surface plasmon resonance, 417
symmetric configuration, 417
plasmonics, 273
Pocklington equation solution, 1216
Pocklington integral equation, 1174, 1225
point-spread function, 950
Poisson’s spot, 928
polarization, 4, 47, 242
Brewster angle, 259
charge density, 8
linear, circular, 133
TE, perpendicular, p-polarization, 242
tm, parallel, p-polarization, 242
polarization current and density, 6
polarization ellipse, 49
polarization, 47, 242
Brewster angle, 259
charge density, 8
linear, circular, 133
TE, perpendicular, p-polarization, 242
tm, parallel, p-polarization, 242
polarization current and density, 6
polarization ellipse, 49
polarizers, 134, 344
beam splitters, 344
reflectors, 344, 359
polarization ellipse, 49
polarizers, dichroic, 139
polaroid materials, 140
positive real functions, 186
power density, 739
power gain circles, 692
power gains, 677
power losses, 3, 23
power losses in transmission lines, 539
power losses per unit volume, 3
power transfer in transmission lines, 538, 561
power transfer in waveguides, 368
power waves, 683
Poynting vector, 12, 14, 41
precessors, 92
principal-value integrals, 716
prisms, 253
prolate array design, 1160
prolate matrix, 1111, 1161
prolate spheroidal wave functions, 1298
prolate window, 978
propagation
and chirping, 103
in birefringent media, 132
in chiral media, 136
in dispersive media, 83
in good conductors, 61
in gyrotrropic media, 139
in negative index media, 71
in oblique directions, 62
in uniaxial and biaxial media, 134
in waveguides, 384
in weakly lossy media, 60
matrices, 153
oblique, in birefringent media, 140
of reflection coefficient, 154
of wave impedance, 155, 247
transient and steady-state, 91
propagation filter, 83
propagation impulse response examples, 88
propagation matrices, 187
propagator frequency response, 84
propagator impulse response, 84
PSF, point-spread function, 950
PSWF, 975, 1298
pulse compression, 113
pulse compression filters, 116
pulse compensation, and chirping, 104
pulse propagation, 83
pulse propagation, and group velocity, 95
pulse spreading, 6, 99
QPSK modulation, 765
quadruple radiation, 796
quarter-wave reflectionless slab, 166
quarter-wave retarder, 134
quarter-wavelength transformer, 186, 617, 629,
632
radar, 81
radar equation, 770
radar jamming, 774
radar, chirp, 113
radiated power, 160
radiation field approximation, 733
radiation fields, 709, 728, 735
radiation fields from apertures, 804
radiation fields of magnetic currents, 803
radiation from apertures, 799, 844
radiation from dipoles, 718
radiation from waveguide apertures, 1042
radiation intensity, 739
radiation vector, 731
magnetic, 803
radiation vector of linear antennas, 777
radiative transfer, 610
radio interferometry, 1104
radomes, 172
ray tracing, 284
Rayleigh distance, 1028
Rayleigh-Sommerfeld
diffraction integral, type-1, 846
diffraction integral, type-2, 847
diffraction theory, 844
Rayleigh-Sommerfeld in vector case, 866
rectangular apertures, 812
recursions, see layer recursions
reflection coefficient, 154
reflectance, 166
reflectance spectroscopy, 610
reflected power, 160
reflection by moving boundary, 178
reflection coefficients, 158
for multilayer structures, 304
Fresnel, 247, 248
of multilayer structures, 186
transverse, 304
reflection response
forward recursion, 304
of multilayer structures, 187
reflectionless dielectric slab, 166
reflecting matching, 614
reflective polarizers, 344
giant birefringent optics, 359
reflector antennas, 1065
refraction
atmospheric, 289
ionospheric, 286
mirages, 288
refractive index, 4, 30, 245
in birefringent media, 142
transverse, 245, 304
refractive index model, 723
refractive index, complex, 55
relative permeability, 4
relative permittivity, 4
relativistic causality, 85
relaxation time, 11, 23
relaxation, charge, 23
resistance of round wire, 508
resonant antennas, 781
resonant cavities, 786
retarded potentials, 711
retarders, 134
reversal matching networks, 657
RF spectrum, 1267
rhombic antennas, 788
right-sided function, 882
S-parameters, 663
available gain, 679
available gain circles, 695
generalized, 683
input and output reflection coefficients, 669
maximum available gain, 681
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operating bandwidth, 378
plasmonic, 411
power transfer, 368, 379
propagation model, 384
rectangular, 374
resonant cavities, 386
Sommerfeld wire, 489
TE, TM impedance, 365
TE, TM, TEM modes, 364, 371
wavelength-division multiplexing, 5, 186, 205
waves
  backward, 39
  complex, 65, 261
  evanescent, 252
  forward, 39
  in birefringent media, 141
  in plasma, 151
  inhomogeneous, 65, 261
  monochromatic, 43
  TE, TM, 65
  uniform plane, 37, 54
  Zenneck, 270
Weyl representation, 1273
Wien’s radiation law, 489
Wiener-Hopf integral equation, 880
wire antennas, 775
WMD, see wavelength division multiplexing
Woodward-Lawson array design, 1129
Woodward-Lawson method, 977, 1136
X-ray bands, 1268
Yagi-Uda antennas, 1251

Zenneck surface wave, 270
zero dispersion wavelength, 101
zero-placement array design, 1122