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Abstract--Numerous clustering algorithms have been
proposed that can support routing in mobile ad hoc networks
(MANETS). However, there is very little formal analysis that
considers the communication overhead incurred by these
procedures. Further, thereis no published investigation of the
over head associated with the recursive application of clustering
algorithmsto support hierarchical routing.

This paper provides a theoretical upper bound on the
communication overhead incurred by a particular clustering
algorithm for hierarchical routing in MANETS. It is
demonstrated that, given reasonable assumptions, the average
clustering overhead generated per node per second is only
polylogarithmic in the node count. To derive this result, novel
techniques to assess cluster maintenance overhead are
employed.

I ndex terms--M obile ad hoc network, hierarchical routing

I.  INTRODUCTION

Mobile ad hoc networks (MANETS) are cmprised of
mohil e nodes that perform multi ple hop datagram forwarding
over wirdesslinks. The mohility of network nodes combined
with the transient nature of wirelesslinks results in a rapidly
changing network topology. The dynamic nature of the
network environment arguably makes the task of routing in
MANETSs far more difficult than in wired networks. Further,
it is commonly assumed for MANETS that the wirelesslinks
tend to be relatively low capacity fixed-sized links (i.e., no
hierarchy in the physical topology of the network). This
means that neither traffic aggregation nor summation of
routing information can be achieved through hierarchically
proportioned physical links. Thus, not only is maintaining
and acquiring routing information in MANETSs difficult to
achieve but so is achieving this in a manner that scales well
with increasing network size.

This paper addresss the scalability, with resped to
increasing node wunt, of hierarchical routing in MANETS.
The performance metric under consideration is the control
overhead per nocde () required by hierarchical routing. This
assesanent considers only the overhead dwe to the
maintenance of routing tables and hierarchical clustering.
The overhead dwe to location (or addres§ management is
considered elsewhere. The objedive hereisto expressy as a
function of |V|, where V is the set of network nodes. The
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finding of this paper is that with some reasonable nstraints
on the network, s = O(log?|V]) bits per second per node.

Numerous papers have been published on hierarchical
routing. Among theseinclude[1], [7], [8], [9], [12], [13] and
[16]. Although a number of these papers provide detailed
asssgnents of hierarchical routing performance, only [8] and
[16] attempt to quantify analytically control packet overhead.
In [16], control packet overhead required for constructing
routing tables in a two-level hierarchically organized network
is considered. However, the analyss was performed to
address primarily the overhead of updates due to link cost
changes and dd not address the @ntrol packet overhead
incurred by node mohility. In [8], the ntrol packet
overhead required for routing table maintenance is also
considered but for a threelevel hierarchical network.
However, the assessment in [8] does not consider the ase of
O(log|V|) hierarchical levels or attempt to explicitly bound
as afunction of |V|.

Scalahility performance metrics, considered esewhere,
include the ratio o hierarchical path length to least-hop path
length and routing table storage overhead. Although these
metrics are important, control packet overhead is of chief
interest here.  The justification for focusng on  is as
follows. One, control packet overhead is arguably more
critical than routing table size because scarce wireless link
capacity poses a more severe performance limit than the
avallable memory in today's computers. Two, whereas
extensive exrlier work exists that analyzes hierarchical path
lengths (e.g., [17]), little analysis has been published that
asESES ().

The remainder of this work is organized as follows. In
Sedion Il the esential features of the network environment
are described.  Sedion Il provides an overview of
hierarchical routing and hierarchica cluster formation
techniques. Sedion IV presents a detailed analysis of the
overhead incurred by hierarchical routing operations.
Conclusions on the results of Sedion IV are provided in
Sedion V.

II.  NETWORK ENVIRONMENT

The underlying physical topology of a MANET is
represented here by a conreded, undireded graph, G = (V,E),
where V is the set of nodes and E is the set of bi-diredional
links. It is asumed that, at any time, nodes are situated
randomly throughout a fixed size area (A) in acoordance with
atwo-dimensional uniform random variable distribution. For



the purpose of analyzing the frequency of location update
events, the random waypoint model for node mohility,
employed in [2], with zero pause time is assumed here.

Each node is equipped with a single network interface
card (NIC) having a transmisson radius of Ryy m. If the
distance separating a pair of nodes is lessthan Ry, then a bi-
diredional link exists between them and they are mnsidered
to be neighbars of one another. Otherwise, the nodes are not
conneded. Each NIC employs carrier sense multiple access
with collision avoidance (CSMA/CA) so that each node
operatesin a shared broadcast media with its neighbors.

The scalability of a routing protocol may be assessd in
terms of a number of distinct criteria. Among these include
scalability with resped to increasing node ount (|V]),
increasing average node density (nodes per unit area) and
increasing average node speed (m/s). In order to isolate the
performanceof hierarchical routing with resped to increasing
[V], it is assumed that average node density and average node
sped are held constant.

Lastly, it is sown in [10] that the average hop count on
the shortest path between an arbitrary pair of nodes in two-

dimensional network (eg., Fig. 1) is e(\/M) As noted in
[14], to maintain connedivity in random graphs, Rrx must be
e( Iog|\/|). Thus, for random graphs average hop count is

actually e( |V|/Iog|\/|). However, the logV| term that

appears in the expresson for average hop count will be
ignored here for the sake of compactness of notation and,

therefore, Ry is assumed constant and the e(m ) result
given in [10Q] is employed here, instead.

I1l. HIERARCHICAL ROUTING OVERVIEW

A. Hierarchical Principles

Fig. 1 illustrates the fundamental concept of a clustered
hierarchy. All network nodes (i.e., V) are level-0 clusters.
Level-0 clusters organize themselves into level-1 clusters, via
some dusterhead eledion process sich as one of the methods
described in [3]. The level-1 clusterheads, in turn, organize
themsalvesinto level-2 clusters. That is, alevel-k node which
is eleded as the dusterhead for a level-k cluster becmes a
level-(k+1) node. This clustering procedure is performed
rearsively until the desired number of cluster levels have
been constructed.

Clusterhead

Level-k O
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. Node
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Fig. 1. Example of 3-level hierarchy.

Hierarchical routing has long been known to be
instrumental in affording scalability in computer networks.
Reference [1] shows that through hierarchical clustering of
network nodes, the average size of the routing table
maintained at each nodeis Lx|V[“". Here, L is the number of
levels in the dustered hierarchy and |V['" corresponds to the
arity of the hierarchical tree That is, the number of level-
(k-1) clusters divided by the number of level-k clusters, k O
{1,2,...,L}. Letting some mnstant B = [V['* be the arity, the
average table size at each node is O{g dog |\/|)= O(Iogﬁ|\/|).

(Here forward, the base of the logarithm terms is asaumed to
be some mnstant and is omitted from expressons.) On the
other hand, letting L = log|V| results in increased average
path length. For examplein torus networks, it is siown in [1]
that using the minimum size routing table incurs an increase
in average path length by as much as a factor of 6. This
effedively reduces network throughput by a factor of 6.
However, this factor is invariant in the node unt.
Therefore, in terms of scalahility, it is arguably more aucia
to reduce overheads that grow with increasing network size.
Hence theinterest in hierarchical routing overhead.

The principles of hierarchica routing have seen
application in military-based packet radio networks, such as
the Survivable Packet Radio Network (SURAN) described in
[7] and [8]. More recantly, the Hierarchical State Routing
(HSR) protocol proposed in [9,12] and multimedia support for
mohile wireless networks (MMWN) proposed in [13]
represent hierarchical approaches designed to support group
mohlity and multimedia, respedively, in the MANET
environment.

The analysis of this paper assumes strict hierarchical
routing, based on the description provided in [11], to be in
effed. HSR and MMWN are examples of strict hierarchical
routing implementations. An implementation recommended
for SURAN in [8] also falls into this category. Two



important concepts concerning packet forwarding in
hierarchical networks is that packet forwarding dedsions are
made solely on the hierarchical address of the destination
node and every node has a ©(log|V]) hierarchical map for the
clusters of the network hierarchy to which it belongs. This
means that forwarding of user packets neel not be direded
through clusterheads and are forwarded via clusterhead
and/or non-clusterhead nodes along the shortest hierarchical
path to the destination, thereby, preventing the aeation of hot
spots.  Detailled knowledge of how packet forwarding is
implemented in hierarchical networks is not esential for
understanding this paper and, therefore, further discusson of
thistopic is omitted here.

B. Clustering Techniques

A number of clustering schemes have been proposed in
previous literature (e.g., [3], [4], [5] and [6]). Of particular
interest here are the max-min D-hop clustering strategy of [3]
and the linked cluster algorithm (LCA) of [4]. Each of these
approaches is an I1D-based clustering technique. The max-
min D-hop strategy is $hown to converge in O(D) rounds and
generates only O(D) messages per node. It represents,
therefore, a scalable dustering procedure. The 1-hop
clustering case is equivalent to an asynchronows version of
the LCA. It is an asynchronous version of the LCA that is
asaumed to ke in effed for eledion of level-k clusterheads, k
0{1,2,...,L}, known here as asynchronous LCA (ALCA).

Based on the analysis of [3], formation of 1-hop clusters
requires only 2 rounds of communication. This fact is
significant for bounding the overhead required for cluster
maintenance That is, once level-k clusterheads are initially
eleded by the ALCA, k 0 {1,2,...,L}, if asingle perturbation
to network topology (e.g., clusterhead death) triggers a
clusterhead reorganization, then reorganizaion will incur
only two rounds of messaging. This means that the
messaging required to react to a single topology perturbation
is confined to a two-hop radius about the location of the
event. Thus, the impact of a level-k topology change on
ALCA cluster maintenance has only a local effed on the
level-k topology, unlike some of the other clustering
approaches where a single level-k perturbation can
subsequently effed the entire level-k cluster topology.

To better understand the ALCA, the ALCA €eedion
processis described briefly. Essentially, a level-k node vy is
eleded as a level-k clusterhead by a neighbor u if its node ID
Vi is the largest among all nodes in the dosed neighbarhood
of ug (i.e, the union of u, and its level-k neighbars). For
example, in the level-0 topology of Fig. 1, node 97 is eleded
to serve as a clusterhead because it is the largest node in its
neighbarhood. As another example, node 68is also e eded to
serve as a clusterhead because it has the largest node ID in
the level-0 neighborhoad of node 63, even though 68 is not
the largest node in its own level-0 neighborhood. The
reaursive application of this eledion processis ill ustrated in
Fig. 1 by the level-1 and level-2 topologies. Thus, yielding a
3-level clustered hierarchy for this example network.
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Fig. 2. Worst case node arrangement for the ALCA.

A brief discusson of hierarchical cluster links is now
given. As illustrated by the level-1 and level-2 topologies,
level-(k+1) cluster links may be due to ane of three possble
level-k cluster link effeds. For example, node 100 has leve -2
cluster links between itself and each of the other threelevel-2
nodes. Each cluster link, however, is due to a different
topology effed. The duster link between node 100and 97is
duetoapair of level-1 gateway nodes (e.g., 54 and 75. The
cluster link between nodes 100and 92isdueto asingle level-
1 gateway node (i.e., 54). Lastly, it is posshle that the level-k
clusterheads may be level-(k—-1) neighbors as is the @ase for
nodes 100 and 85 In this case, no level-1 gateway node is
required.

Asan aside, it is noted that an advantage of the dustering
approach of [6] over the ALCA s that it handles better the
pathological network topology of Fig. 2. That is, it will

organize the network of Fig. 2 into [V|/2[ level-1 clusters.

The ALCA, on the other hand, would form |V|-1 level-1
clusters. Simulation results, however, indicate that reairsive
application of the ALCA results in hierarchical trees with a
suitable average arity for random two-dimensional graphs.
Although the approach of [6] may have additional
advantages, the ©(1) bound on cluster formation time is
crucial for the analysis of this paper, making the ALCA a
logical choicefor clustering overhead asesanent.

IV. COMMUNICATION OVERHEAD

Communication overhead in hierarchically organized
networks may result from the foll owing phenomenon:

* Hedloprotocol (PneLLo)

« Levd-k cluster formation and cluster maintenance
messging, k 0{1,2,...,.L} (Wc)

* Floading of the L-level hierarchy to cluster members

(qJFLOOD)
e Addressng information required in datagram headers

(qJDATA)
»  Location registration events (Yreg)
— Dueto changesin the dustered hierarchy
— Dueto node mohility between clusters
*  Handoff or transfer of location management data (Wxrer)
— Dueto changesin the dusterhead hierarchy
— Dueto node mohility between clusters
* Location query events (Wory)

Total communication overhead per node in hierarchically
organized networks is the sum of the abowe ntributing
elements. The last three of the abowe factors, Wres, Wxrer



and Yeory, correspond to owerhead associated with location
management (or, equivalently, addressmanagement) required
for hierarchical routing. Assessng the @mmunication
overhead due to location management is beyond the scope of
this paper and will not be mnsidered here.  However, an
evaluation of location registration overhead is given in [15]
and a result of ©(log|V|) packet transmissons per node is
derived for hierarchical location management when L =
O(loglV]). A theoretical handoff framework is assessd, in
[18], for which it is found that handoff incurs average
overhead per node that is polylogarithmic in the node count.
Also discussd in [15], is the overhead dwe to location
queries. Yory depends on the query frequency per node (fory)
and the average hop dstance from a querying node to the
location management server of the target node. Asauming an

average hop dstance of e(m ) between an arbitrary pair of

nodes and assuming fory = ©(1), then Y ory = e(\/M )

This paper considers the overhead required for corred
packet forwarding and the nstruction and maintenance of
packet forwarding tables (i.e, the overhead incurred by
routing). This corresponds to an assessment of the first four
of the abowe factors, WherL o, Wer, WrLoop @nd Ypata. For this
purpose, the following claims are made:

Claim1. The Hello packet transmisson count (WheLLo) iS
O(1) per node. Judtification for this claim is provided in
Sedion IV-A.

Claim 2. The packet transmisson count due to O(log|V])
levels of cluster formation (Y r) is O(log|V]) per node.
Justification for this claim is provided in Sedion 1V-C.

Claim 3. The packet packet transmisson count due to
cluster maintenance (Yci.m) is O(loglVv]) per node.
Justification for this claim is provided in Sedion 1V-D.

Claim4. The packet transmisson count due to flooding of
the hierarchical map (Wroop) is O(loglV]) per node.
Justification for this claim is provided in Sedion I1V-E.

Claim 5. The overhead dwe to hierarchical addressng
(Wpata) iIsO(log|V]) per datagram. Justification for this claim
isprovided in Sedion IV-F.

A. Hello Protocol Overhead

The Hello protocal is employed for nodes to learn and
verify adjacencies. Discovery of adjacencies can be facilit ated
by periodic broadcast of a single Hello message over the
shared CSMA/CA transmisgon media. Thisis sufficient for
anode v to announceitself to all nodes within Ry of it. Once
an adjacency is discovered, robust exchange of neighborhood
data can be facilit ated by periodic unicast communication of
Hell o messages between the two neighbors via some alli sion
avoidance handshaking sequence This is done, on average,

with ny neighbors of v, where ng is the average of level-0
neighbars of a node (i.e., the number nodes within Ry of v).
Since it has been asaumed in Sedion Il that average node
density is constant with resped to increasing |[V|, np = ©(1).
Including also the periodic broadcast of the Hello message,
the total number of Hello message transmissons per Hello
interval is 1+ny = O(1).

The frequency of Hello messages is proportional to the
average node movement rate i and inversely proportional to
the transmisson radius Ryy. That is, fug 0 O WRyx. Clearly,
fueLLo can be bounded from above by some mnstant that
acoounts for all redlistic values of p and, therefore is
independent of |V|. Thus, fug 0 = ©(1). Combining this fact
with 1+ng = ©(1) transmissons per Hello interval means
WheLLo ISO(L), asper Claim 1.

B. Déefinitions and Clustering Assumptions
The foll owing additional definitions are useful here.

* ng = The average number of level-k neighbors for a level-
k node, k0 {0,1,...,L}.

* Ny = Max{ng,Ny,...,n.}

« f, = The average frequency at which level-k cluster link
state changes ocaur, k [0 {0,1,...,L}. In other words, the
frequency at which either a pair of level-k one-hop
neighbars bemme two-hop neighbors (cluster link
deleted) or a pair of level-k two-hop neighbors beacome
one-hop neighbars (cluster link created).

* By = Average arity at level-k of the hierarchical treg k O
{1,2,...,L}. That is, the average number of level-(k-1)
nodes per level-k cluster.

Dy = The average distance, in terms of level-0 hops,
separating level-k nodes (i.e., level-(k—1) clusterheads), k
0{12,...L}.

*  px = The probability that an arbitrary level-(k-1) cluster
link state change dfeds the state of a level-k cluster link,
Po=land O<py<1fork{1,2,...,L}.

* I = Average number of level-k cluster links effeaed
given that a level-(k-1) cluster link state dhange impacts
level-k, [o = 1.

Prior to asesding the overhead dwe to hierarchica
clustering, some @nditions on the network environment, in
addition to those of Sedion 2, are stated. These assumptions
are made to smplify the analysis.

i. Clusterhead eledion is performed reaursively to construct
successvely higher level clusters until a level-k cluster is
formed such that its clusterhead is the only leve-k
clusterhead in the network. Thisis denoted as level-L of
the dustered hierarchy.

i f, =9ER/;‘7X EME:GM)



ii. D, =e%il \/ﬁ_,E D, = ().
j:

iv. nn=0(1),0k0O{1,2,...L}.

v. The pathological case illustrated by Fig. 2, where the
ALCA yiddsavery small B¢ > 1, either does not occur or
is extremdy rare so that its effed is neglibible, on
average.

vi. I,k=0(1),k0{12,...,L}.

Justification of (iii) is based on the observation that the
geographical area covered by a level-k cluster will be greater
than that of aleve-(k-1) cluster by a factor of 3, on average.
Thus, the average geographical distance separating a pair of
level-k clusterheads will be greater than that separating a pair
of level-(k—-1) clusterheads by a factor \/E . Asaumption

(iii) then foll ows readily from this.

Some justification of (iv) and (v) is provided in Fig. 3.
Here, the average degree (ny) and arity (By) for randomly
generated networks consisting of 2800nodes is siown. Each
trial resulted in the ALCA generating 5 levels of clustered
hierarchy. From Fig. 3, it isapparent that ©(ny) = O(ng), k O
{1,2,3,4(=L)}. Applying the erlier assumption that average
node density is invariant in the node munt means ©O(ny) =
O(1) and, therefore, (iv) appears to hold. Further it is
apparent that the ALCA, on average, generates hierarchical
trees of sufficient arity at each level in the tree This result
tendsto validate (V).

Assaimption (vi) is based on the fact that a single level-
(k-1) cluster link state change will have only local impact on
the ALCA. Further discusson of thisis provided in Sedion
IV-D.

C. Cluster Formation

The formation of level-k clusters, k 0 {1,2,...,L}, involves
the reaursive application of the ALCA. At each level-k node,
2 rounds of communication must be performed with its level -
k neighbars to eled a level-k clusterhead (i.e., a level-(k+1)
node). The mmmunication with level-k neighbors is via

k
unicast over a path consisting of Dy = e%‘l JB,- E level-0
j:

node hops. That is, the length of paths conneding level-k
nodesis /B¢ timeslonger than paths conneding level-(k-1)

nodes, on average. This would suggest that the
communication overhead dwe to level-k cluster formation
increases with k. However, the increase in path length
between level-k nodes is off set by a deaease in the number of
nodes at each successvely higher level in the hierarchy.
Spedficaly, the number of level-k nodes is less than the
number of level-(k—1) nodes by a factor of Bx. Thus, it is
fairly sraightforward to show, as follows, that cluster
formation overhead is O(|V|) for each level in the hierarchy.

Average Cluster Arity and Degree (2800 nodes)

-8~ Average cluster arity
—©- Average cluster degree

. . . . . . .
0 0.5 1 15 2 2.5 3 3.5 4
Level of clustered hierarchy

Fig. 3: Average degreeand arity for a 2800node network

Evaluation of level-1 cluster formation is omitted here as
it follows the procedure of [3], requiring two rounds of
communication between neighbars and O(|V|) network-wide
communication overhead. Level-2 cluster formation is now
evaluated. First, it isreclled that D; = O(1) represents the
average number of hops sparating adjacent level-1 nodes.
Therefore, each level-1 node must communicate 2 rounds of
cluster formation messaging with on average n; < Ny, = ©(1)
neighbaring level-1 nodes over level-0 paths consisting of, on
average, of D; hops. Sincethere are |V|/|B,| level-1 clusters

in the network, the aggregate communication overhead due to
level-2 cluster formation is (2 rounds of messaging) x (n;
unicast sessons) x (D, transmisgons per message per unicast
sesson) x (|V|/B, nodes) = 20n, (D, V|/B, = O(V)
packet transmissons.

Next, level-3 cluster formation is considered. Here, the
average number of level-0 hops eparating level-2 nodes is on
average larger than that separating level-1 nodes by a factor

of /B, (i.e, 4B, D). Thus, the overhead dweto alevel-2

unicast communication sesson is greater than that incurred
by alevel-1 unicast sesson by a similar factor. However, the
number of level-2 nodes is gnall er than the number of level-1
nodes by a factor of 3,. Redlling that n, < np, = O(1) isthe
average number neighbors for each level-2 node and that
there are |V|/(8, [B,) level-2 clusters, the aggregate level-3

cluster  formation packet transmisson count is

204/B. (D, tn, (V|/(8, 0,) = 2D, tn, 1iv|/ (B, 1B.) <
2[D, My, V|/B, =O(V). Thus, the additional number of

packet transmissons due to increased path length for level-3
cluster formation (versus that of level-2 cluster formation) is
more than offset by the reduced number of level-2 nodes
involved in the process (versus the number of level-1 nodes
involved in level-2 cluster formation).

Applying this analysis to level-k cluster formation, k O
{4,5,...,L}, yidds a smilar upper bound. Since there are
O(loglV]) cluster levels, the aggregate number of packet
transmissons due to ALCA cluster formation is



o(v|fog\v|). Dividing by V| yields the per node cluster
formation overhead, Yc,.r = O(log|V]), as per Claim 2.

D. Cluster Maintenarce

The asssanent of level-k cluster maintenance foll ows
logic smilar to that given for level-k cluster formation. Here,
however, the analysis is performed with resped to a basdline
link state dhange frequency f, corresponding to the frequency
of level-0 (i.e., node level) cluster link state dange events.
The maintenance of level-1 and higher level clusters is based
on reaursive application of the ALCA when impacted by
level-0 cluster link state dhanges.

An important concept for the ensuing analysis is that of
diminishing pobalility of larger link state dhange dfea
radius. That is, although a level-0 cluster link state dhange
will necessarily result in messaging between level-0 nodes in
the vicinity of the dange, it will im pact level-1 nodes with
some probahility p; < 1. Further, the level-0 link state change
events also impact level-2 nodes with probability

P, Lpy < py <1.

A semnd important concept is a property of the ALCA.
Realling from Sedion IlI- B, cluster organization incurs only
2 rounds of messaging. That is, only the leve-(k-1)
neighborhood of the endpoints for the updated level-(k-1)
cluster link will be dfeded. This means that the dfed of a
level-(k-1) cluster link state diange does not propagate
throughout the level-k network topology. Further, since Ny
= O(1), this neighbarhoad is also ©(1) and I, = ©(1), as
asumed in Sedion IV.

A third concept of importance here is that as in cluster
formation, the average hop dstance level-k control messaging

must traverse increases by a factor of /3, over that required

at level-(k—-1). Thus, a critical isaue to assssis whether py
beames aifficiently small with increasing k to dfset the
combined effeds of Iy and increased peath length between
level-k nodes.

Simulation results, reported later in this ®dion, address

whether p, offsets the dfeds of I, and /B, . However,
justification for thisto betrueis provided now as foll ows.

a) Considering the level-1 topology of Fig. 1 makes an
appeal to intuition. There are 33 level-1 cluster links.
However, it is possble to delete up to 17 of these links
without affeding the level-2 topology. This example
ill ustrates that level-(k—1) cluster link changes which do
not impact level-k cluster links are likely to be common.

b) Aggregating By level-(k-1) clusters per level-k cluster
means that the number of level-k cluster links is lessthan
the number of level-(k-1) links by a factor of
approximately By.

c) As the average separation between level-k clusterheads
increases with increasing k, so does the distance required
for the two clusterheads to move relative to one another

to trigger a cluster link state thange between the two
clusters.

To as®ss the aggregate overhead due to ALCA cluster
maintenance, a single level-0 cluster link state change (either
alink is added or alink is broken) and the subsequent effea
on level-0 nodes and higher level nodes is considered.
Beginning with the dfed on level-0 clusters, with probability
Po = 1 (becuse the duster link state dhange has occurred at
the level-0 topology) notification of this change will be
announced by the two nodes forming the endpoints of the
added/deleted link. After two rounds of messaging, each of
the two nodes forming the endpoint of the added/deleted edge
will either dedare itself a level-0 clusterhead (or relinquish
its role as a clusterhead), trigger a neighbor to serve as its
new level-0 clusterhead (or to relinquish its role as a
clusterhead) or incur no change to the dusterhead status of its
neighborhood. The average number of packet transmissons
is computed as follows: (2 level-0 nodes affeded) x (ng
neighbars/node) x (2 messagesneighbar) x (1 hop/message)
x (lo=1level-0link) x py = 4xny.

Now, with probability p;, this level-0 cluster link change
will also have dfed on the local level-1 topology. The
average number of level-O hop across which ALCA cluster
maintenance will have to traverse is D;. The epeded
number of level-1 packet transmissons is computed as
follows: (2 level-1 nodes affeded) x (n; neigbars/node) x (2
messages/neighbar) x (D; hops/message) x (I, level-1 links) x
p1 = 4xnyxl1xpyxDy.

Next, with probability p,, this level-1 cluster link state
change will aso effed the local level-2 topology. The
average number of level-0 hops across which ACLA cluster
maintenance messaging will have to traverse will be larger

than that for the level-1 case by a factor of /3, . Thus, the

expeded number of level-2 packet transmisgons is computed
as follows: (2 level-2 nodes affeded) x (n, neighbars/node) x

(2 messages/neighbor) x (\/E xD; hops/message) x |; x p; %

I, x p, = 4x\/E xXnpXl xpyxl,xpoxDy.  Letting W be the
aggregate @ntrol packet overhead dwe to level-k cluster
maintenance, this quantity may be expressed as foll ows:

L
Wei-m =4D1<z ny [fy Dy N
=)

Noting that f, = f,_, O, Op,and Dy = /B, D, _, allows
Wer.m to be expressed in terms of fy and D;.
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Noting that Ny = ©(1), D; = ©(1) and By > 1, the
expresson for Wy given by (2) may be upper bounded as
foll ows:

l'IJCL—M <4|:D1 |:H:O Ij«|mao< |%‘-'-Z%LI\/B—JD]J Ep]% (3)
=1 )=

If p=maxyB, O, O, J<1 O k O {12....L}, then a
more definiti ve upper bound for W .y may be formulated:

L

We oy <4[D; Oy Moy Dkz Pk (439
=0

~ Weiw <4[D; [Fy My, (L +1) (4b)

)= ofv|mog\|) (5)

The OQV| Eﬂog|\/|) figure cncluding (5) is based on the

fact that D; = ©(1), npex = ©(1), L = ©(log|V]) and fo = O(|V)).

The abowe analysis assumes that p < 1, based on reasons
(a)-(c) given earlier. This phenomenon has been verified in
simulation of hierarchical networks for the ALCA. Fig. 4
comparesthe reduction in cluster link state change frequency,
1/(1, Op, ), with the increased average path length separating

cl usterheads Although in  the  simulations,

1/( o/f<\/B_’]7/ Epk_fkl/f>ﬁk OkO
{2,3,...,L} thereby alowing the summation of (3) to ill
converge. Fig. 5 shows a plot of the |, Cp, EL/B_k product

(Pw)-
The net result of this analysis is that We . is

o(v|Tog\V|). Dividing this result by the node cunt yields

Werm = O(log|V]) per node, as per Claim 3.

Lastly, concerning Fig. 4, the deaease in cluster link state
change frequency, when comparing level-0 cluster link state
change frequency to that of level-1 cluster link dstates, is
relatively modest (approximately 1.5). It is conjedured that
thisis due to the nature of physical (i.e., level-0) cluster link
state changes and virtual (i.e., level-k, k > 1) cluster link state
changes. Whereas level-0 cluster link states depend only on
whether node pairs are within some distance of one another, a
level-k node's link states depend not only on the geographic
distance separating it from other nodes but also on the value
of IDs of its neighbars relative to its own ID.

Comparison Cluster Maintenance Overhead Factors

4 -8 Increase in average path length
—-©— Decrease in cluster link state change frequency
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Fig. 4. Effed of clusteringin a2800node network.
U = 10m/s, network radius = 3705m and Rrx = 250m.
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Fig. 5. p« for the network scenario o Fig. 4.

E. FloodngOverhead

In order for a node v to unambiguously perform packet
forwarding based on strict hierarchical routing, v must know
the topology for each cluster to which it belongs. That is, for
each level-k cluster to which it belongs, v must know the node
IDs of the duster, the mnnedivity among the duster nodes
and to which clusters (if any) each cluster node serves as a
cluster gateway. Of these three data items, the intra-cluster
connedivity matrix contributes the most to the level-k routing
table size[1 a contribution that is quadratic in the duster size.

To assss routing table size, B IS defined as
max{B1,Bz2,-.-,BL+1}. That is, B IS the maximum average
number of level-(k-1) clusters per level-k cluster among all
levels of the dustered hierarchy. Since 3 < 1+n,-y, it follows
that Brax < 1+ = O(1). Thus, the maximum table size for
the hierarchical map of the branch in the network layer

hierarchy to which anode v belongsis O(L E]J,Bmax|2). SinceL
= O(loglV]) and |Bmal’ = ©(1), this maximum table size is
O(log|V]).



Now, to efficiently distribute the hierarchical routing table
relevant to each network node, a reaursive flooding procedure
is employed for each level in the hierarchy. First,
disemination of the level-L cluster topology is initiated by
the level-L clusterhead (i.e., the highest node in the network
hierarchy). The topology consists of not more than |Bra|
nodes and, therefore, requires a message size that does not
excead O(Bmad’) = O(1) bytes and incurs O(|V]) packet
transmissons.

Unlike the level-L topology which must be dissminated
throughout the network, distribution of a level-(L-1) cluster
topology (and all other level-(L—1) clusters) must be @nfined
to that spedfic level-(L—1) cluster. That is, the topology for a
level-(L-1) cluster is flooded only to members of that level-
(L-1) cluster. The flooding is initiated by the level-(L-1)
clusterhead (a level-L node). Since there are (3. leve-(L-1)
clusters, on average, the flooding overhead incurred for a

spedfic level-(L-1) cluster is eﬂv|/;3L). Also, there are on

average (. such level-(L-1) clusters. Thus, the aggregate
number of packet transmissons required to flood level-(L-1)
cluster topologies is O(]V]). Here again, the maximum
message size is O(|Bmal?) = ©(1) bytes. The analysis given
here for disseminating level-(L-1) cluster topology is applied
rearsively for level-(L-2) and subsequent lower levels of the
clustered hierarchy until level-1 cluster topology distribution
overhead has been asss=d. Therefore, at each leved in the
network hierarchy, the aggregate overhead to distribute to
each node v 0 V the duster topology for the level-k cluster to

which it belongsis8(B|” IV|) = OV, k0{1,2,....L}.

Since L = O(log|V]), the aggregate overhead incurred by
flooding an L-level hierarchical map to each node is

(V| dog)V|) and Wroon = ©(loglV]), as per Claim 4. With

the hierarchical map, each node @an unambiguoudy forward
packets toward an arbitrary destination address

F. Hierarchical Addressng

To facilitate unambiguous packet forwarding via
hierarchical routing, each datagram header must contain the
hierarchical address of the target node t. The hierarchical
address consists of the mncatenation of the L cluster 1Ds of
the dusters to which t belongs as well as the ID of t, itsalf.
Thus, the hierarchical addressconsists of (L+1)xb bits, where
b is the number of bitsin a node ID. Thus, the hierarchical
addressadds O(L) = O(log|V]) bits of overhead to the header
of every datagram.

The O(log|V]) addressing overhead impacts the overhead
asciated  with  cluster  maintenance as  unicast
communication is employed to exchange duster link state
information between adjacent clusterheads. Thus, the length
of cluster link state packetsis ©(log|V]). Combining this with
Wem = O(loglV]) given in Sedion IV-D, means that
clustering overhead is O(log?|V)).

Additionally, becuse the ©(log|V|) hierarchical address
appesars in every datagram header it also effeds the network

capacity avail able for actual user traffic. As sown in [10] the
maximum aggregate throughput in packet radio networks

e(\/M) In[14] it is $hown that the aggregate throughput is

only e(,/|\/|/log|\/|) when the uniform node distribution is

randan. Thus, the presence of hierarchical addressng
chokes the available throughput per node by an additional
log|V| factor.

V. CONCLUSIONS

This paper has argued that the number of packet
transmissons per node required for a particular MANET
hierarchical clustering scheme (the ALCA) is O(log|V)).
Combining this with ©(log|V|) datagram header hits required
for hierarchical addressng results in per node overhead of
O(log?|V|) bits per semnd. This is an important result
becuse it implies that the sizing of network links need only
be O(log?]V]) in order to accommodate the growth in control
traffic incurred by hierarchical routing. Thus, given the
clustering procedure under consideration here, hierarchical
routing actually scales very well with resped to increasing
node count. In contrast, for example, non-hierarchical link
state routing incurs aggregate link state packet overhead that
is O(V). This means the sizing of network links must be
O(|V)) in order to accommodate the growth in traffic due to
flooding of link state packets. Although O(log?V]) overhead
per node for hierarchical clustering may be an intuitively
sensible figure, there is no previous work in published
literature that justifies this figure or even states this figure for
multi-hop, mohile packet radio networks. Determining
whether a similar bound holds for other clustering approaches
represents a diredion for future work.

The dfed of ©(log|V]|) levels of hierarchical addressng is
that the length of datagram headers must be ©(L) = ©(log|V)).
This means that the average throughput available for each
network node is throttled by a factor of ©(log|V|) compared to
what theoretically can be achieved via non-hierarchical
routing. However, non-hierarchical link state routing incurs
overhead that is ©(|V]) per node. Thus, although hierarchical
addressng may constrict network throughput, hierarchical
routing is gill clearly more scalable in comparison. For
example, in the 2800node simulation of Fig. 3, L = 4 which
means that the hierarchical address consists of the
concatenation of 5 node IDs. Asauming a 64-bit NIC number
is used as the node ID, means that a 5-level hierarchica
addressincurs 32 additional bytes of datagram header content
that do not ocaur for a non-hierarchical address An extra 32
bytesin each datagram header islikey to be substantially less
than the ©(2800 packe transmissons per node that occur at
a frequency of f, in order to propagate link state packet
updates.

Of course, the O(log?|V]) result derived here is not the
complete picture in asessng the scal abilit y of topol ogy-based
hierarchical routing. First, there are issues of location
management (i.e., addressmanagement) as considered in [15]



and [18]. Sewmnd, there is the matter of increased average
path length due to the sub-optimal packet forwarding paths
that are followed as a result of the summarized topology
information in hierarchical routing. Although the work of [1]
indicates that the average hierarchical path length is worse
than the optimal path length by only a constant, simulations
to determine the actual average hierarchical path length for
networks consisting of ©(log|V|]) cluster levels represent a
logical next step in comparing routing performance Lastly,
the dfed of the scaling constant for the O(log?|V]) result
derived here has yet to be determined. A large scaling
constant would mean that the scalability advantage of
hierarchical routing with O(log|V]) levels of clustered
hierarchy can not be realized until |V] becomes very large. A
small scaling constant, on the other hand, would mean that
the hierarchical routing tedhniques discussed here might be
appropriate esen for "small" networks.
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