9.6 Correlation of Discrete-Time Signals

A signal operationsimilar to signal convolution, but with completely different
physical meaning,is signal correlation. The signal correlation operationcan be
performedeitherwith one signal(autocorrelationpr betweentwo differentsignals
(crosscorrelation)Physically,signalautocorrelationndicateshow the signalenegy
(power)is distributedwithin the signal, and as suchis usedto measurehe signal
power. Typical applicationsof signal autocorrelatiorare in radar,sonar,satellite,
and wirelesscommunicationssystems. Devicesthat measuresignal power using
signalcorrelationareknownassignalcorrelators.Therearealsomanyapplications
of signal crosscorrelationn signal processingsystems gspeciallywhenthe signal
Is corruptedby anotherundesirablesignal (noise) so that the signal estimation
(detection)from a noisy signalhasto be performed.Signalcrosscorrelatiowanbe

also consideredas a measureof similarity of two signals.
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Definition 9.3: Discrete-Time Autocorr elation and Crosscorrelation

Giventwo discrete-timereal signals(sequencesk[k] andy[k]. The autocoree-

lation and croosscorelation functionsare respectivelydefinedby

Reolk] = )  x[mlz[m —k], Rylkl= > y[m]ylm — K]
Ryy[k]l = Y =z[mlylm —k], Rylkl= ) y[mlz[m — k]

wherethe parametelk is any integer,—oo < k < oo.

Using the definition for the total discrete-timesignal enegy, we seethat for

k = 0, the autocorrelatiorfunction representshe total signalenegy, thatis

Rm[o] — Eca;oa Ry’y[o] — Ego
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Naturally, the autocorrelationand crosscorrelatiorsums are convegent under
assumptionghat the signalsz[k] and y[k] have finite total enegy. It can be
observedhat R, [k] < R..[0] = EZ . In addition,it is easyto show that the

autocorrelatiorfunction is an evenfunction, that is

R..[k] = Rao[—K]

Hence,the autocorrelatiorfunction is symmetricwith respectto the vertical axis.

Also, it can shown that

Ryylk] = Rya[—FK]

(seeProblem, 9.29).
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Problem 9.29
Using the changeof variablesas m = n + k in the definition formula for the

auto-correlatiorfunction, we obtain the requiredresult as follows

Roo[k] £ )  =z[mle[m—k]l= ) x[n+klz[n+k— K]
= )  =z[n]z[n + k] £ Rea[—k]

Using the changeof variablesas m = n + k in the definition formula for the

cross-correlatiorfunction, we have

o0 o0

Ryylk] 2 Y a@[mlyim —k]= > az[n+klyln+k — K]

oo}

= Y ylnlz[n + k] £ Ryo[—K]

n=——oo
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Note that the above defined autocorrelationand crosscorrelatiorfunctions are
applicableto the enepgy signals(they havefinite total enegy). The autocorrelation
and crosscorrelatiorfunctions can be also definedfor power signals (they have
infinite enegy, but finite power). In sucha case,we haveto redefinethesesums
alongthe definition formula of the discrete-timesignal averagepower.

It is interestingto observethatthe autocorrelatiorandcrosscorrelationfunctions

can be evaluatedusing the discrete-timeconvolutionas follows

Ruslk] = olk] x o[—k],  Reylk] = o[k] = y[—K]

It is left to studentsas an exerciseto establishtheseresults,Problem9.30.
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Problem 9.30
Using the changeof variablesas m = k — n in the definition formula for the

auto-correlationfunction, we have

Roo[k] £ ) z[mle[m—k]l= ) «[k— nlz[k — n — K]
= Z x[k — n]x[—n] £ x[k] * x[—K]

Using the changeof variablesas m = n + k in the definition formula for the

cross-correlatiorfunction, we obtain

o0 o0

Reylk] 2 > z[mlylm —k]l= ) [k — nlylk —n — k|

m=—oo n=—0o0

o0

= Y y[—n]z[k —n] £ z[k] * y[—k]

n=—oo
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As a measureof similarity of two signals,we canusethe correlation coefficient
defined by

S
T V/Rex[0]Ryy[0]

Note the correlationcoeficient satisfies—1 < ¢, < 1. This canbe established
by observingthe fact that R,,[0] = x -y is the inner product of the vectors
that contain respectivelythe samplesof z[k] and y[k]. Similarly, the relations
R..[0] = x-x = |x|? and R,,[0] = y -y = |y|® representthe square
of the correspondingvector Euclidean norm so that the correlation coeficient
geometricallyrepresentshe angle betweenthe vectorsx andy, thatis

R.y[0] Xy Xy
\/Rm[o]Ryy[O] |X|2|y|2 x|yl

—1 < cpy = = cos (x,y) < 1
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Whenthe correlationcoeficient is closeto onethenthe signalsaresimilar (they
almostoverlap)andwhenthe correlationcoeficient is closeto zerothe signalsare
very different (orthogonalas the matterof fact). Whenthe correlationcoeficient
Is closeto minus one the signalsare asimilar (oppositedirection, but almostthe
samesamplevalues). Note that the correlationcoeficient can be also definedin
terms of parameterk, that is

Ruld
VRea01Ry, 0]

—1 < coylk] =

in which casethe samelower and upperboundshold dueto the fact that

|Rey[k]| < +/|Rz2[0]||Ryy[0]|, seeProblem9.31.
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Problem 9.31
Using the fact that the sum a nonnegativenumbersis nonnegativethatis, staring

with the following sum

o0

Y A{zi[m] — azz[m — K} >0

m=—oco

valid for any real o, we have

Z z3[m] + o? Z ra[m — k] — 2« Z x1[m]xa[m — k]

m=—0o0 m=—0o0 nM=—0o0

= Rwl[o] + aszz[O] - zaRwlwz[k] >0

Taking o = R,,2,[k]/Ra,[0], we obtain

R? . [k —
0] + 2 R 0] — 2 2 R
= Rq,[0]Re,[0] — Rilmz[k] >0
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The obtainedresult indicatesthat

_Rw1 [O]sz[o] S Rwlwz[k] S R$1[O]R$2[O]

which establisheghe requiredresult.

The crosscorrelatioperationis usedfor detection(estimation)of signalsfrom
measuredgignalsthatcontainthe original signalcorruptedoy an additivenoise,that
is z[k] 4+ w[k], wherex[k] is the original signaland w[k] is noise. The signal
that hasthe highestcorrelationwith the signal z[k] + w[k] is consideredas the

bestestimateof the signal z[k] and denotedby &[k].
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DTFT of Autocorrelation and Crosscorrelation Functions

The DTFT of the auto- and crosscorrelatiorfunctions can be found similarly
to the DTFT of the convolution function. Define the following DTFT pairs
xr1[k] « Xi1(3Q) andzz[k] — X2(39). Then,the auto-and crosscorrelation

functions of thesetwo signalssatisfy

Rw1$1[k] «— XI(JQ)XT(JQ) = |X1(jﬂ)|27 waz[k] « Xl(JQ)X;(JQ)

The proof of the property follows the convolution property proof. The quantity
| X1 (jﬂ)|2 is called the enegy spectraldensityof the signal ;[k]. Hence,the
discrete-timesignalenegy spectraldensityis the DTFT of the signalautocorrelation

function.
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