
9.6 Correlation of Discrete-Time Signals

A signal operationsimilar to signal convolution, but with completely different

physical meaning,is signal correlation. The signal correlationoperationcan be

performedeitherwith onesignal(autocorrelation)or betweentwo differentsignals

(crosscorrelation).Physically,signalautocorrelationindicateshow thesignalenergy

(power) is distributedwithin the signal,andassuchis usedto measurethe signal

power. Typical applicationsof signal autocorrelationare in radar,sonar,satellite,

and wirelesscommunicationssystems. Devicesthat measuresignal power using

signalcorrelationareknownassignalcorrelators.Therearealsomanyapplications

of signal crosscorrelationin signal processingsystems,especiallywhen the signal

is corruptedby anotherundesirablesignal (noise) so that the signal estimation

(detection)from a noisy signalhasto beperformed.Signalcrosscorrelationcanbe

also consideredas a measureof similarity of two signals.
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Definition 9.3: Discrete-Time Autocorr elation and Crosscorrelation

Given two discrete-timereal signals(sequences) and . Theautocorre-

lation and croosscorrelation functionsare respectivelydefinedby
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wherethe parameter is any integer, .

Using the definition for the total discrete-timesignal energy, we seethat for

, the autocorrelationfunction representsthe total signalenergy, that is
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Naturally, the autocorrelationand crosscorrelationsumsare convergent under

assumptionsthat the signals and have finite total energy. It can be

observedthat ��� ���
�
� . In addition, it is easyto show that the

autocorrelationfunction is an evenfunction, that is
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Hence,the autocorrelationfunction is symmetricwith respectto the vertical axis.

Also, it can shown that
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(seeProblem, 9.29).
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Problem 9.29

Using the changeof variablesas in the definition formula for the

auto-correlationfunction, we obtain the requiredresult as follows
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Using the changeof variablesas in the definition formula for the

cross-correlationfunction, we have

���

�

�������

�

�������

�

�������
�
�

The slides contain the copyrighted material from Linear Dynamic Systems and Signals, Prentice Hall, 2003. Prepared by Professor Zoran Gajic 9–93



Note that the abovedefined autocorrelationand crosscorrelationfunctionsare

applicableto the energy signals(they havefinite total energy). The autocorrelation

and crosscorrelationfunctions can be also definedfor power signals (they have

infinite energy, but finite power). In sucha case,we haveto redefinethesesums

along the definition formula of the discrete-timesignal averagepower.

It is interestingto observethat theautocorrelationandcrosscorrelationfunctions

can be evaluatedusing the discrete-timeconvolutionas follows
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It is left to studentsasan exerciseto establishtheseresults,Problem9.30.
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Problem 9.30

Using the changeof variablesas in the definition formula for the

auto-correlationfunction, we have
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Using the changeof variablesas in the definition formula for the

cross-correlationfunction, we obtain
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As a measureof similarity of two signals,we canusethe correlationcoefficient

definedby
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Note the correlationcoefficient satisfies &�' . This canbe established

by observingthe fact that &�' is the inner product of the vectors

that contain respectivelythe samplesof and . Similarly, the relations

&�&
(

and '
'
(

representthe square

of the correspondingvector Euclidean norm so that the correlation coefficient

geometricallyrepresentsthe anglebetweenthe vectors and , that is
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Whenthecorrelationcoefficient is closeto onethenthesignalsaresimilar (they

almostoverlap)andwhenthe correlationcoefficient is closeto zerothe signalsare

very different (orthogonalas the matterof fact). When the correlationcoefficient

is close to minus one the signalsare asimilar (oppositedirection, but almost the

samesamplevalues). Note that the correlationcoefficient can be also definedin

terms of parameter , that is
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in which casethe samelower andupperboundshold dueto the fact that

)�* )�) *
* , seeProblem9.31.
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Problem 9.31

Using the fact that the suma nonnegativenumbersis nonnegative,that is, staring

with the following sum
+

,�-�.�+

/ 0
0

valid for any real , we have
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Taking 1 2 1 4 1 4 , we obtain
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The obtainedresult indicatesthat

7�8 7�9 738:7�9 738 7�9

which establishesthe requiredresult.

The crosscorrelationoperationis usedfor detection(estimation)of signalsfrom

measuredsignalsthatcontaintheoriginal signalcorruptedby anadditivenoise,that

is , where is the original signal and is noise. The signal

that hasthe highestcorrelationwith the signal is consideredas the

bestestimateof the signal and denotedby .
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DTFT of Autocorr elation and Crosscorrelation Functions

The DTFT of the auto- and crosscorrelationfunctionscan be found similarly

to the DTFT of the convolution function. Define the following DTFT pairs

; ; and < < . Then, the auto- and crosscorrelation

functionsof thesetwo signalssatisfy

=3>5=3> ; ?; ; < =3>:=�@ ; ?
<

The proof of the property follows the convolution property proof. The quantity

; <
is called the energy spectraldensityof the signal ; . Hence,the

discrete-timesignalenergy spectraldensityis theDTFT of thesignalautocorrelation

function.
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