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In this talk we presenta unified approachfor optimal con-
trol and filtering of linear continuous-timesingularly perturbed
linear systems(continuous,discrete,stochastic)that facilitates
completeandexactdecompositionof optimal control andfilter-
ing tasksinto pure-slowandpure-fasttime scales.

The presentedmethodologyhasthe following features:

• HIGH ACCURACY

• Eliminationof numericalill-conditioning of theoriginal prob-
lems

• Introductionof parallelisminto the designprocedures

• Independentparallel processingof information in the pure-
slow and pure-fasttime scales

• Order-reductionof the original problems,which, in general,
implies reductionin both off-line and on-line computational
requirements.
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In the last thirty five years around one thousand journal
papers,more than thirty books,and severaloverview journal
papers, werepublishedon singularlyperturbedsystems.

Thenotion of singularperturbationsin mathematicshasbeen
used for systemsof ordinary differential equationsthat have
somederivativesmultiplied by small positiveparameters.Such
systemsof differential equationswere extensivelystudied in
the 1950s and 1960s by severalmathematicians:Tikhonov,
Levin, Levinson, Vasileva,Butuzov, Wasov,Hoppendsteadt,
O’Malley, Smith, Chang (to namethosemostoftencited in the
engineeringliterature)

� � � � � � � ���
� � � � � � � ���

where � � is the control variable.

The notion of singularperturbationshasbeenextendedalso
to cover ordinary differenceequationsand partial differential
equations.
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One of the most important (from the engineeringpoint of
view) andmostwidely usedresultsof linear singularlyperturbed
systems,is thetransformationfor theexact(at leasttheoretically)
pure-slowandpure-fastdecompositionof linear singularlyper-
turbedtwo-point boundaryvalueproblem,known asthe Chang
transformation (Chang, 1972).

Many real physicalsystemsare singularlyperturbed,for ex-
ample, aircraft, robots, electrical circuits, power systems,nu-
clear reactors,chemicalreactors,dc andinductionmotors,syn-
chronousmachines,distillation columns,flexible structures,au-
tomobiles. Sincethe middle of the 1960ssingularly perturbed
systemshave beenstudiedin engineering,primary due to the
work of Petar Kokotovic and his coworkers.

Singularlyperturbedsystemsarecharacterizedby simultane-
ouspresenceof smallandlargetime constants,which introduces
clusteringof linear (or linearized) systemeigenvaluesinto two
disjoint groups:(a) eigenvaluescorrespondingto largetime con-
stantslocatedcloseto the imaginaryaxis representingslow sub-
systemstatespacevariables(slow modes),and (b) eigenvalues
correspondingto small time constantslocatedfar from theimag-
inary axis representingfastsubsystemstatespacevariables(fast
modes).
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Linear time invariant singularly
perturbed system eigenvalue clusters
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The approachestaken in engineeringduring the 1970sand
1980s, in the study of singularly perturbedcontrol systems,
were basedon expansionmethods(power series, asymptotic
expansions,Taylor series),themethodsdevelopedby previously
mentionedmathematicians.Theapproacheswere,in mostcases,
developedonly for an accuracy,where is asmallpositive
singularperturbationparameter.

�
standsfor

� �
, where is a boundedconstant

and is any real number.

Generatinghigher order expansionsfor those methodshas
beenanalyticallypretty cumbersomeandnumericallypretty in-
efficient, especiallyfor high-dimensionalcontrol systems.

Evenmore, it hasbeendemonstratedin severalpublications,
that for someapplicationsan accuracyis eithernot suffi-
cient or evenmore, it doesnot solve the problemat all

Grodt and Gajic, (1988)
Gajic, Harkara,and Petkovski,(1989)
Skataricand Gajic (1992)
Gajic and Shen(1993)
Mizukami and Suzumura,(1993)
severalrecentpapersby Mizukami, Mukaidani,andXu

In what follows, the complete solutions to the linear-
quadratic optimal control and filtering continuous-timeprob-
lems will be given in detail. Solutions of the related control
and filtering problems will be only outlined.
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Pure-Slow and Pure-Fast Decompositionof
the Linear-Quadratic Optimal Control Problem

The linear singularlyperturbedcontrol systemis given by

� � � � � � � � ���
� 	 � 
 � � � � ���

where � ��
 �
are stateand

control variables,respectively,and is a small positivesingular
perturbationparameter.

With the abovelinear systemwe considerthe performance
criterion to be minimized

�
�
���

��
� �� �

with positivedefinite andpositive semidefinite .

The open-loopoptimal control problemhasthe solution

� � �

where
���������

is a costatevariablethat satisfies

�
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with

� ��  ! �  "
� �# � !

# � � # � �#� � # � �

��  � $ � # � �  �  # � &% �
and

# # � # � .

The optimal closed-loopcontrol law hasthe well known form

$ � #

where is the positive semidefinitesolution of the algebraic
Riccati equationgiven by

# � �#� !
The Riccati equation plays the central role in optimal linear
control and filtering . The positive semidefinitestabilizing so-
lution of thealgebraicRiccatiequationexistsunderthestandard
stabilizability-detectabilityconditions.

SystemStabilizability and Detectability Assumption:
The triple is stabilizableanddetectable.

In the following show how to find the solution of the above
algebraicRiccati equationin termsof solutionsof the reduced-
order,pure-slowandpure-fast,algebraicRiccati equations.
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Partitioning and appropriately scaling as' ' ( ' )
with * +�,

and interchangingsecondand third rows in the state-costate
system,we get (())

( )(
- .

(
- /

(())

where

( ( (( ' ( ) ) ) ' .

. . '' ) ' ) / / )
. ' /

It is importantto noticethattheabovesystemretainsthesingular
perturbationform. Also, thematrix / is theHamiltonianmatrix
of the fastsubsystem,andit is nonsingularunderstabilizability-
detectabilityconditionsimposedon the fast subsystem.

Fast SubsystemStabilizability and Detectability Assump-
tion: The triple / ) )

is stabilizableanddetectable.
It shouldbe emphasizedthat thepresentedprocedureis valid

for both the so-calledstandard (matrix / is nonsingular)and
nonstandard (matrix / is singular)singularlyperturbedlinear
control systems. Note that nonstandardsingularly perturbed
control systemsare the recent trend in theory of singularly
perturbedlinear control systems.
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Thecelebratedtransformationof Chang,usedfor decomposi-
tion of linear singularlyperturbedsystems,is definedby

0 132�4 13265
where and satisfy

7 8 0 1
7 1 1 0 1

The uniquesolutionsof the abovealgebraicequationsexist for
sufficiently small valuesof underconditionthat 7 is nonsin-
gular, that is, underFastSubsystemStabilizability-Detectability
Assumption.Thesealgebraicequationscanbesolvedefficiently
with veryhighaccuracyaslinearalgebraicequationsusingeither
the fixed-point algorithm or the Newton method.

The correspondingfixed point and Newton algorithms for
solving the -equationare respectivelygiven by

9;:=< 0�> 9@? > A 07 9B: > 0 1 9B: >
9@? > A 07 8

and
9B: >0 9B:C< 0D> 9B:=< 03> 9B: >

1
9B: >
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E@FHG IKJL M
E;NCGJ L EBN=G O

EBN=GO J O EBN=G EBN=G M EBN=G O EBNCG

The Newton methodconverges quadratically,henceif it con-
verges, it requiresin averageonly four to five iterations. The
fixed-point iterationsconverge linearly andsometimesrequirea
lot of iterations. In addition, the -equationcan be efficiently
solvedby usingtheeigenvectormethod of (Kecman,Bingulac,
and Gajic, 1999) and the Taylor seriesexpansionsof (Derbel,
Kamoun, and Poloujadoff (1994). Once the solution for the

-equationis obtained,the -equationcan be solved either
directly asa linear Sylvesterequationor recursivelyas

EBNQP J G O L O IRJ
J O EBNCG L O IRJ

E@FSG O ITJL
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The applicationof the Changtransformationto state-costate
equationsproducestwo completelydecoupledsubsystems

U V

and

W V
where

U
UUVV

Let us definethe permutationmatrix U by

UU VV

XZY X YX6[ U\ X [

UVU V
U

Note that the inverseof U canbe easilyobtainedanalytically,
hence,this matrix is not numericallyill-conditionedwith respect
to the matrix inversionfor small valuesof .
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The relationshipbetweenthe original andnew coordinatesis

]] ^^
_^ ] ]

] ^` a

where ^ is a permutationmatrix of the form

^
b�c b cbed b d

Since , where is the solutionof the algebraic
Riccati equation,it follows that

]] ] ^ ^^ ` a

In the original coordinates,the required optimal solution has
a closed-loopnature. We have the sameattribute for the new
systems(pure-slowandpure-fastsubsystems)that is

^^ f g ]]
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It can be shown that

h i j k l m n l

We can also find reverselyby introducing

n ll n ll m n l l mj k
where

n ll
o�p oeqo p o q

and it yields

j k h i l m h i n l

It was shown in (Su, Gajic, and Shen, 1992) that the above
definedmatrix inversionsexist for sufficiently small valuesof .
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Partitioningthepure-slowandpure-fastsubsystemsasfollows

rs r st u rs r s rs

rs r st u rs u s rs
andusingtherelations s v r and s w r
yield to two reduced-order,nonsymmetric,pure-slowandpure-
fast, algebraicRiccati equations

v r u v t v s v

w r u w t w s w
with x x definedby above.

Thepure-fastalgebraicRiccatiequationis nonsymmetric,but
its approximationis a symmetricone, that is

w u y u w t w s w
We can obtain an approximationfor w as

z|{S}w u y u z@{S}w t z@{S}w s z@{S}w
The uniquepositivesemidefinite solutionof this equationexists
under Fast SubsystemStabilizability-Detectability Assump-
tion.
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Hence,we have ~ �|�S�
~ . The pure-slowalge-

braic Riccati equation is also nonsymmetric. It can be also
shownthat the pure-slowalgebraicRiccati equationis an
perturbationof thefirst-orderapproximateslow algebraicRiccati
equationobtainedin (Chow andKokotovic, 1976)

�@���� � � � �@���� � �@�S�� � �@�S��
with � �@�S�� , where � � , and � canbe found
either using the methodologyof (Chow and Kokotovic, 1976)
or from the resultsof (Wang andFrank,1992) as

� �� � � � � � �� �

Note that we have

�@�S�
�

�@�S�
��@�S�� �@�S�� � �� �

� �
�@�S�

� � � �� �

which implies

�@�S�
�

�@�S�
��@�S�� �@�S��

� �� � �
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The uniquepositive semidefinite stabilizing solution of the ap-
proximateslow algebraicRiccati equationexistsunderthe fol-
lowing standardassumption.

Slow SubsystemStabilizability-Detectability Assumption:
The triple � � � is stabilizableanddetectable.

Lemma(Su, Gajic, and Shen,1992)
Let the aboveassumptionsbe satisfied. Then, � such
that � theuniquesolutionsof thepure-slowandpure-fast
algebraic Riccati equationsexist.

Having obtaineda good initial guessfrom the approximate
symmetricpure-fastalgebraicRiccati equation,the Newton al-
gorithm canbe usedvery efficiently finding the solutionof the
nonsymmetricpure-fastalgebraicRiccati equation.TheNewton
algorithm is given by

�B�������� � � �B�=�� � �B�=�� � �B�=���3��
� �B�=�� � �B�=��

Similarly, the pure-slow nonsymmetric algebraic Riccati
equationcan be solved

�B�C���D�� � � �B�=�� � �B�C�� � �B�=���3��
� ���=�� � �B�=��
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It is important to notice that the total numberof the scalar
quadratic algebraic equationsin the pure-slow and pure-fast
algebraicRiccati equationsis � � �� The global algebraic
Riccati equation contains

�
� � � � � scalar

algebraicequations. Thus, the presentedmethod, in addition
of eliminating ill-conditioning, can evenreducethe numberof
algebraicequationsif

� � �� � � � �
or

� � � � �
which is the casewhen � and � arecloseto eachother.

Using solutionsof the pure-slowandpure-fastRiccati equa-
tions, we canget completelydecoupledslow andfast feedback
subsystemsas

� � � � �
� � � � �

The interpretationof the above result is that the optimal
processingof information for this class of systems(filtering
and/orcontrol) canbe completelyperformedat the local levels
(slow and fast subsystems).The global solution in the original
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coordinatesis then obtainedat any time instantas

� �   � ��

The quadraticperformancecriterion to be minimized, in the
new coordinatesbecomes

¡�¢
£Q¤

¥ ¥

¡K¢
£ ¤

¥

¡K¢
£ ¤

��
¥

� �   ¥

� �   � ��
¡K¢
£�¤

��
¥ � �¥ � ¦

��
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The value of the aboveintegral is obtainedas

§©¨«ª ¬¬ ¬¬
­

® ¯­¯ °
® ± ­ ® ± ® ± ­ ® ±® ± ­ ® ± ® ± ­ ® ±

§²¨«ª ® ® ± ­ ® ±
­¯ ® ± ­ ® ± ¯ ® ± ­ ® ±

° ® ± ­ ® ± ³ ´

wherethe matrix satisfiesthe algebraicLyapunovequation

® ¯ ® ®µ ® ¯ ¯
­

® ¯ ® ® µ ® ¯ ¯ ® ¯­ ¯ °

It canbeconcludedthat thepure-slowcomponentof the perfor-
mancecriterion is andthat the fast subsystemcontributes
only an to theperformancecriterionof a linearcontinuous-
time deterministicsystem. However, the proper designof the
fast feedbackmust assuresystemstability.
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Open-Loop Optimal Control Problem

Theoptimal open-loopcontrol problemis a two-point boundary
valueproblemwith the associatedstate-costateequationsform-
ing the Hamiltoniansystemof linear differentialequations.The
two-pointboundaryvalueproblemof linearsingularlyperturbed
systemsis transformedinto thepure-slowandpure-fast,reduced-
order,completelydecoupledinitial valueproblemsby following
the methodologyof Chang (1972).

The stiffness (numerical ill-conditioning) of the original
singularly perturbed two-point boundary value problem is
converted into the problem of an ill-defined linear systemof
algebraic equations.

Considerthe linear singularly perturbedcontrol systemand
the performancecriterion to be minimizedover the time period
from ¶ to · is definedby

¸�¹�º¼»
ºQ½

ºQ¾
¿À

Á ¿À Á

¿ ·À ·
Á

· ¿ ·À · ·

where · is the terminal time penaltymatrix.
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The open-loopoptimal control problemhasthe solution

ÂTÃ Ä

where Å�Æ&ÇÈÅ�É costatesatisfies

Ä
with the boundaryconditionsgiven by

ÊÊ ËË
with

Å Ë Å
Ê

Ã Ì

The terminalpenaltymatrix is appropriatelypartitionedas

Ë Ë Ã Ë ÌÄ Ë Ì ËÎÍ
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Let us partition and appropriatelyscale the co-statevector
as Ï Ï Ð Ï Ñ with Ð ÒZÓ andÑ Ò6Ô . By interchangingsecondand third rows in

the correspondingstateco-stateequations,we get the singularly
perturbedsystemasin thecaseof theclosed-loopcontrol,that is

ÐÐÑÑ
Ð ÑÐ Õ Ö Ð Õ ×

ÐÐÑÑ
with the boundaryconditions

Ø Ð Ø
Ñ Ø Ð ØÑ Ø Ù Ù Ù

The original boundaryconditionscan be written in a compact
form as follows

Ð
Ð Ø
Ð Ø
Ñ Ø
Ñ Ø

Ð
Ð ÙÐ ÙÑ ÙÑ Ù

Ð

where

Ð ÒZÓ
Ò Ô Ð

Ð Ø
Ñ Ø
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Ú Û Ú Ü�Ý ÛßÞà
ÛßÞ Ûâá Ü6ã

TheChangtransformationappliedto thecorrespondingstate-
costateequationsproducestwo completelydecoupledpure-slow
and pure-fastsubsystemsdefinedearlier. The boundarycondi-
tions in the new coordinatescorrespondingto thosesystemsare
given by

Þ ää Þ ÛÛ Ú

where

Þ Ú å ÚÚ Þ Ú å ÚÚ
Sincesolutionsthe pure-slowandpure-fastsubsystems

Ú Þ
and

æ Þ
are given by

ç à Ý å à ã�èêé ç�ë å ëíì é ä
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îïñðóòßô�õTö�÷�òùøûú�ðýüÿþ ü � ú �
wecaneliminate � and � from theboundaryconditions,
which leads to

� �
���	��
���
���� ����
���� �� ������� �!�"� 
 � � � 
�� � #

#
$

Thesystemof linearalgebraicequationsobtainedis of the form

�
� %

It canbe shownthat is invertible,hence � and �
can be obtained.

It shouldbe emphasizedthat in the caseof a large interval� , ill-conditioningof thelinearsystemof algebraicequations
occurssinceboth matrices % & and ' & contain
unstablemodes. As a matterof fact they are the Hamiltonian
matricesof thepure-slowandpure-fastsubsystems,andassuch
have the eigenvaluessymmetricallydistributedwith respectto
the imaginary axis.
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Kalman Filtering for Systemswith Slow and Fast Modes

Considerthelinearcontinuous-timesingularlyperturbedstochas-
tic systemdriven by a white noisestochasticprocess

( ( ( ) ) ( (
) * ( + ) ) (

with the correspondingmeasurements

( ( ) ) )
where , -�. arestatevectors, , /�.
are zero-meanstationary,mutually uncorrelated,white Gauss-
ian noise stochasticprocesseswith intensities , , and

/�0 are system measurements. In the following
, 1 1 , areconstantmatrices.
The optimal Kalmanfilter driven by the innovation process,

, is given by

( ( ( ) ) (
) * ( + ) )

( ( ) )
where the optimal filter gains ( and ) are obtainedfrom
(Khalil and Gajic 1984)

( (32 4( )52 4) 6 ()
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7 87:9 8; < 9 87 = ;7

with matrices ;39 759 , and < 9 representingthe positive
semidefinitestabilizing solution matrix of the filter algebraic
Riccati equation

9 9 8 9 9 ; 8

where

; 7;> < ; > ?
;; > 7

8 = ;7 9 ;�9 7:9
87:9 ; > < 9

For the decompositionand approximationof the singularly
perturbedKalmanfilter theChangtransformationhavebeenused
in (Khalil and Gajic, 1984; Gajic 1986)

;
7 @ A

@CB
;
7

where and satisfy algebraicequations

? < ; 7
? 7 7 ; 7

27



The Changtransformationappliedto the optimal Kalman filter
produces

D D E D D E D
E F E E E D

In the new coordinatesthe innovation processis given by

D E D
E D E E

Thealgebraicfilter Riccatiequationhastheuniquestabilizing
solutionsunderthe following assumptions.

The fast subsystemtriple FHG E E is stabilizable and
detectable.
The slow subsystem triple I G I I is stabiliz-
able and detectable, where I D E J DF K

I D E J DF K and I D E J DF E .
In the Kalman decompositionprocedure given above the

slow and fast filters require someadditional communication
channelsnecessaryto form the innovation process.

In thefollowing, we presentthe decompositionschemefor
the optimal Kalman filter such that the slow and fast filters
are completely decoupled and both of them are driven by
the system measurements.
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We canusetheregulator-filterduality to decoupletheoptimal
Kalman filter into the pure-slow and pure-fast reduced-order
Kalman filters.

The optimal regulatorgain is definedby

L M
N L O L L OM OM N L O L M OM P

The resultsof interestthatwe need,which canbededucedfrom
the linear regulatorptoblem, are summarizedin the following
lemma.

Lemma:Considertheoptimal closed-looplinear system

L L L L L M L M M
M P M L L Q M M M

Under corresponding stabilizability-detectability assumptions
there existsa nonsingulartransformation

RS
L
M

such that

R L M R R
S L M S S

where R and S are theuniquesolutionsof theexactpure-slow
and pure-fastcompletelydecoupledalgebraic regulatorRiccati
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equations. Thenonsingulartransformation is givenby

T U

Even more, the global solution can be obtained from the
reduced-order exact pure-slow and pure-fast algebraic Riccati
equations,that is

V W X Y T U X Y Z T

Knownmatrices [ , and T U are givenin
termsof solutionsof the Changdecouplingequations.

Considerthe optimal closed-loopKalman filter driven by
the systemmeasurements, that is

T T T T T U T U U
T

U V U T T W U U U
U

By duality betweenthe optimal filter and regulator, the alge-
braic filter Riccati equationcan be solved by using the same
decompositionmethodfor solving the algebraicregulatorRic-
cati equationwith

\ T \ \
Z T \ \ Z TU
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In that processthe following matriceshaveto be formed

]_^
` ] `] a ]b ]

] ] ` ] ]
b5^

` c `] a ]b b
] ] ` b b

c ^
` b `b a ]b ]

b ] ` ] c
de^

` d `b a ]b b
b ] ` b d

Note that on the contrary to the results from the optimal
regulator problem, where the state-costatevariables have to
be partitioned and scaled as

` ` ] ` b and` ` ] ` b , in the caseof the dual filter vari-
ables, we have to use the following partitions and scaling` ` ] ` b and

` ` ] ` b .
Since matrices ]�^ b5^ c ^ de^ correspondto the
systemmatrices of a singularly perturbedlinear system, the
slow-fastdecompositionis achievedby usingthe Changdecou-
pling equations

de^ c ^ ]�^ b5^
de^ b5^ b:^ ]3^ b5^

By usingthepermutationmatricesdualto thosefrom theoptimal
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regulatorproblem

f3g
h f

h ffi h j
hkj

j g
h f

h f
hkj

hkj

we can define

g f3g j gl5g meg
nj g j_hpo

jqhCr f3g

Then, the desiredtransformationis given by

j f3g j g g

The transformation j appliedto the filter variablesas

st uwvj f
j

produces

st uxvj f f f j f jf i l j f f i m j j
32



y z {
| } yz ~~�

z

such that the completeclosed-loopdecompositionis achieved,
that is

{ ~3� z � {�� � { {
| ~3� z � | � � | |

with

~3� z �
�5� �e� ~3� z �
~3� z �
�5� �e� �e� z �

{~ � | } yz ~~ �
z

{�� ~�� �e� {�� �:� {�� z � {��
| � ~�� �e� | � �5� | � z � | �
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Pure-slow and pure-fast Kalman filters
driven by the system measurements
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Optimal Linear-Quadratic GaussianControl

Considerthe singularlyperturbedlinear stochasticsystem

� � � � � � �
� � � � � � �

� � � � �

with the performancecriterion

���e� � �
� �

���
� �

where � ��� compriseslow andfaststatevec-
tors, respectively, � is thecontrol input, �_�
is the observedoutput, � � � are zero-meanstationary,
mutually uncorrelated,Gaussianwhite noiseprocesseswith in-
tensities � and � , respectively,and � is
the controlledoutput given by

� � � �
All matricesare of appropriatedimensionsand assumedto be
constant. The optimal control law for the aboveoptimization
problem is given by

��� � � � � �
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where � and � are the optimal estimatesof the state
vectors � and � obtainedfrom the Kalmanfilter

� � �     � �
  ¡ � ¢      

� �    

The optimal regulatorgains �   andfilter gains �   are
previuosly obtained.

The optimal global Kalman filter can be put in the form
in which the filter is driven by the systemmeasurementsand
optimal control inputs, that is

� � � � �   �    
� �

  ¡   � � ¢      
   

We have shown already that there exists a nonsingulartrans-
formationsuchthat the optimal Kalmanfilter is decoupledinto
pure-slowandpure-fastlocal filters bothdriven by systemmea-
surementsand systemcontrol inputs

£ �3¤  5¤ £ ¤ ¥ £ £ £
¦ �3¤  5¤ ¦ ¤ ¥ ¦ ¦ ¦

Thepure-slowandpure-fastfilter gains, £ ¦ arepreviously
obtained.Thepure-slowandpure-fastsysteminput matricesare
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given by

§¨ © ª
«­¬® ¨¨ © ®

Theoptimalcontrol in thenewcoordinatesis givenby, (Lim,
1994)

¯�°²± ¬ ® §
ª

§ ª §
ª

where § and ª are obtainedfrom

§ ª ³ ® « ¨ ¬ ¨_´ ´µ® ´ ¬

The optimal value of is given by

¯�°²± ® ¬ ´ ¬

¨ ¬ ´ ¬
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Parallel pure-slow and pure-fast controllers for
linear-quadratic Gaussian stochastic control problem
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Discrete-Time Singularly Perturbed Linear Control Systems

The first paperson singularly perturbeddiscrete-timesystems
werepublishedin the1970s(ButuzovandVasileva,1971;Hop-
pensteadtand Mirankar, 1977). Discrete-timesingularly per-
turbed control systemshave beenthe subjectof intensivere-
searchsincetheearly1980s. Severalresearchershaveproduced
importantresultson differentaspectsof control problemsof de-
terministicsingularlyperturbeddiscretesystemssuchasPhillips,
Blankenship,Mahmoud,Sawan,Khorasani,Naidu, Khalil and
their coworkers.

Linear-Quadratic Optimal Control

Considerthe singularly perturbedlinear time-invariantdiscrete
controlsystemusingthe fast time scalerepresentation(Litkouhi
1983, Litkouhi and Khalil 1984, 1985)

¶ ·p¸ ¶ ¶ ¹ ¹ ¶
¹ º ¶ » ¹ ¹

¶ ¶_¼ ¹ ¹5¼

with slow variables ¶ · ¸
, fast statevariables ¹ · ½

,
control inputs ¾ , where representsa small positive
singular perturbationparameter. The performancecriterion of
the correspondinglinear-quadraticoptimal control problem is
definedby
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¿
À²ÁÃÂ

Ä Ä

where

Å
Æ

Å ÆÄ Æ Ç
The solutionof the optimal regulationproblemis given by

È Å Ä
Ä È Å Ä

where is a costatevariableand is thepositivesemidefi-
nite stabilizingsolutionof thediscretealgebraicRiccatiequation
(Dorato and Levis 1971,Lewis 1986) given by

Ä Ä Ä È Å Ä
Å É Å ÆÄÆ Ç

The state-costatedifference equationscan be written as the
forward recursion(Lewis 1986)
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with

ÊÌË Í ÊÎÍ ÊÃË Í ÊÎÍ
ÊÎÍ ÊÎÍ

where the Hamiltonian is the symplecticmatrix, which has
the property that the eigenvaluesof are groupedinto two
disjoint subsets Ë and Ï , suchthat for every Ð Ë there
exists Ñ Ï , which satisfies Ð Ñ , and we can
chooseeither Ë or Ï to containonly the stableeigenvalues
(Salgadoet al. 1988). The correspondingmatricesintroduced
in are given by

ÒpÓ Ë ÏÔ Õ Ë
Ï

ÊÖË Í Ï ËÍ Ï
Ë Ë ÊÃË Í Ë Ï Ï ÊÖË ÍÏ Ë ÊÖË ÍÏ

The assumptionthat the matrix is invertible is used,which
requiresthe invertibility of the matrix Õ . In that case

ÊÃË Ò ÓÊÃËÕ Ô ÊÃËÕ
Hence,the presentationrequiresthe following assumption.

The fast subsystemmatrix Õ is nonsingular.
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In the following, we show how to obtain exactly the solu-
tion of the discrete-timealgebraicRiccati equationof singu-
larly perturbedsystemsin terms of solutionsof two reduced-
order continuous-time, pure-slowandpure-fast,algebraicRic-
cati equations.

Partitioningthe vector as
× Ø × Ù ×

with
Ø ÚpÛ

and
Ù ÚCÜ

, we get

Ø
Ù
Ø
Ù

Ø
Ù
Ø
Ù

It canbeenshownaftersomealgebrathattheHamiltonianmatrix
(181) hasthe following form (Lim 1994a)

Ú Û Ø Ù Ù Ø Ù
Ý Þ Ý ÞØ Ù Ú Û × Ø5Ø × ÙßØ
Ý Þ × Ø3Ù × Ù:Ù

Notethatin theremainingpartof this sectionthereis noneedfor
analyticalexpressionsfor the baredmatrices. Those matrices
have to be formed by the computer in the processof calcu-
lations, which can be done, for example,using MATLAB.

Interchangingsecondandthird rows andusingthe following
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scaling à á â à á â
yields

à
à
á
á

ãåä à à á á
à ã ä â à5à á â áæàç ç è è
ç â à�á è â á5á

à
à
á
á

á ã ä à áç è
à
à
á
á

where

à à à
à â à5à á á á

á â áæà
ç ç ç

ç â à3á
è è è

è â á5á
Introducing the notation

à
à

á
á

we obtain the singularlyperturbeddiscrete-timelinear system

á ã ä à á
ç è

43



Applying the discrete-timeversionof the Changtransforma-
tion (Chang1972, Shen1990) definedby

é ê_ëpì
ê_ëåí

îÃïé ê_ë ì
ê_ë í
é

producesin thenew coordinatestwo completelydecoupledsub-
systems

ï
ê ê_ë ì ï ê

ï
ê

ð ê
The matrices and satisfy

ð ñ ï ê

ê ð ï ê ê
The unique solutions of the above algebraicequationsexist,
by the implicit function theorem(OrtegaandRheinboldt1990),
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underthe conditionthat the matrix ò ó_ôåõ is nonsingular.It
can be shownthe matrix ò is given by

ò
ö�÷ßø
ò ò ó ù úò û ó ù úò

ù úò û ù úò

We seethat
öü÷	ø
ò representsthe Hamiltonianmatrix of the fast

subsystem. The nonsingularityof
öü÷ýø
ò ó_ôCõ requires the

following assumption.
The triple ò ó û is stabilizable-detectable.
It follows that underthis assumption,the matrix ò ó_ô õ

is nonsingularfor sufficiently small valuesof .
The algebraicL-H equationscan be solvedusing the New-

ton method, similarly to the solution of the corresponding
continuous-timealgebraic equations(Grodt and Gajic 1988).
The Newton methodconverges quadraticallyin the neighbor-
hood of the soughtsolution, that is, its rate of convergenceisó�þ . The initial guessrequiredfor the Newton methodis

easilyobtainedwith the accuracyof , by setting in
the original equation,that is

öü÷ýø ò ùÌÿ û
The Newtonalgorithmcanbe constructedby setting

ö���� ÿ øö�� ø ö�� ø
andneglecting

ó
terms. This leadsto a

Lyapunov-typeequationof the form

ö�� ø
ÿ

ö���� ÿ ø ö���� ÿ ø
ö�� ø
ó

ö�� ø
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with

���	�
 � ��
�� ����� � �����
� 
 � �����

����� � ����� � �����

TheNewtonsequencewill be
� � � ���

close to the exact solution, respectively, in each iteration.
Having found the solution of the L-equationup to the desired
degreeof accuracy,one can get the solution of the H-equation
by solving directly the algebraic Lyapunov-like (Sylvester)
equationof the form

����� �����
 �����
� ����� �

which implies
����� � �

.

The rearrangementand modificationof variablesis doneby
using the permutationmatrix 
 of the form





�
�


��

 �


��

��



� 

�




We havethe following relationshipbetweenthe original co-
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ordinatesand the new ones

�
�
�
�

�� � �

� �
� �

where � is a permutationmatrix of the form

�
���

� �
�� 

�  

Since , where satisfiesthe discretealgebraic
Riccati equation,it follows from that

�
� � �

�
� � �

In the original coordinates,the requiredoptimal solution hasa
closed-loopnature.We havethesamecharacteristicfor thenew
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systemsthat is,

!
! " #

$
$

which implies

" # % & $ ! ' $

Following the samelogic, we can find reverselyby intro-
ducing

' $$ ' $( ! $ !
% &

' $

and it yields

% & " # $ ! " #
' $

It can be shown, by estimatingthe order of quantity for the
entriesin matrices $ ! $ ! , that the requiredmatrices
are invertible.

Partitioning the systemmatricesas

$
!

$ !
% &

$
!

!*)�+ $ ! $
!
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,
-

, -
. /

,
-

/ - ,
-

yields to two reduced-ordernonsymmetric,pure-slowandpure-
fast, algebraicRiccati equations

0 , / 0 . 0 - 0

1 , / 1 . 1 - 1

It is very interestingthat the algebraicRiccati equationof sin-
gularly perturbeddiscrete-timecontrol systemsis completely
and exactly decomposedinto two reduced-ordernonsymmetric
continuous-time algebraicRiccati equations.

Thepure-fastalgebraicRiccatiequationis nonsymmetric,but
its perturbationis symmetricone. This can be observed
from the fact that

, -
. / / -

24365, 27365-27385. 27365/
27385/

The coefficientsof the Hamiltonianmatrix
27365/ imply the fol-

lowing approximate,fastsubsystem,discrete-timealgebraicRic-
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cati equation

97:8;< = > 97:8;< > ?

= > 97:8;< @ =@
97:6;< @ A

B
=@

97:8;< >

suchthat < 97:8;< . Notethatthepositivesemidefinite
stabilizing solution of existsunder the given assumption.The
last equationis identical to the approximatefast discrete-time
algebraicRiccati equationof Litkouhi andKhalil (1984,1985).

In orderto establishthatan approximationof thepure-
slow algebraicRiccati equationis symmetric,we use the fol-
lowing arguments. It follows that

B @? > @�C�D B @ @*C�D E

@�C�D B @ 97:8; @�C�D 97:8;E
97:8;B 97:8;

@97:8;? 97:8;> @�C�D

B @ > @*C�F A
B ?

On the otherhand,the approximateslow continuous-timealge-
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braic Riccati equationcan be obtainedfrom

G
G
H
H

H�I�J G H
K L

G
G
H
H

by using the methodologyof Litkouhi andKhalil (1984,1985)
andassumingthat the fastvariables H and H areat the
steadystate.Usingthefact thatat thesteadystate H
H and H H we obtain

H
H H*I�M L N G G

G

and

G
G

H*I J G H L H�I M N G K G
G

H�I�J O7P8QR H G
G

Thematrix O7P8QR determinesthecoefficientsfor theapproximate
slow continuous-timealgebraicequationof Litkouhi andKhalil
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(1984). It can be observedthat

S4T6UV S7T8UWS7T8UX S7T8UY W�Z\[ S7T8U]

W�Z�[ S7T8UV S7T8UW S7T8UY W�Z�^ _ V S7T8UX

Z�[ ] ] _ V] ]
] Z [ ` ]

Z [ ] ]
] Z�[ ` ]

The correspondingapproximatecontinuous-timealgebraicRic-
cati equationis given by

S7T6U] ] ` ] S7T6U] ] S7T8U] ] S7T8U]

suchthat ] S7T6U] . Theuniquepositivesemidefinite
stabilizing solution of the slow approximatecontinuous-time
algebraicRiccati equationof exists under the assumptionthat
the approximateslow subsystemis stabilizable-detectable.

The approximateslow subsystemdetermined by
S7T8U] is

stabilizable-detectable,that is, the triple ] ] ]
is stabilizable-detectable.

We haveestablishedthat perturbationsof the derived
pure-slowand pure-fastalgebraicRiccati equationslead to the
symmetric reduced-orderapproximateslow and fast algebraic
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Riccati equationsobtainedin Litkouhi and Khalil (1984). The
solutionsof theseequations,(Litkouhi andKhalil 1984),canbe
usedas very good initial guessesfor the Newton methodfor
solving the obtainednonsymmetricRiccati equations.

The Newton algorithm is given by

a�b	ced�fg d h a�b�fg i a�b�fg h a�b�cjd�fg
k a�b�fg h a�b�fg

with the initial guess
a4l8fg obtainedfrom the continuous-time

approximateslow algebraicRiccati equation.TheNewtonalgo-
rithm for the pure-fastRiccati equationis similarly obtainedas

a�b�cjd�fm d h a�b�fm i
a�b�fm h a�b�cjd�fm

k a�b�fm h a�b�fm

with the initial guess
a7l6fm found by solving the discrete-time

approximatefast algebraicRiccati equation.
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Lemma Considertheoptimalclosed-looplinear discretesys-
tem

n n n n n
o n o o

o p o n n q o o o
There existsa nonsingulartransformation r

st r n
o

such that

s n o s s
t n o t t

where s and t are theuniquesolutionsof theexactpure-slow
and pure-fastcompletelydecoupledalgebraic regulatorRiccati
equations. Thenonsingulartransformation r is givenby

r n o

Even more, the global solution can be obtained from the
reduced-order exactpure-slowandpure-fastalgebraicregulator
Riccati equations,that is

p q s t n o s t
u n

Knownmatrices v and n o are givenin
termsof solutionsof the Changdecouplingequations.
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Complete solutions to the Kalman filtering and linear-
quadraticoptimal stochasticGaussiancontrol problem in the
discrete-timedomainare presentedin (Lim, 1994; Lim, Gajic,
and Shen,1995).

w optimal controller is consideredin (Hsieh and Gajic,
1998) and w filtering in (Lim andGajic, 2000).

In (Kecman,Bingulac,and Gajic, 1999),an eigenvectorap-
proachis developedfor simultaneoussolution of the L-H equa-
tions and pure-slow and pure-fast algebraic Riccati equa-
tions. The resultsareavailablein the continuous-timeonly.

Conclusions

Many valuableand practically impementablehigh accurate
resultswere obtainedduring the past decadefor optimal con-
trol and filtering of linear singularly perturbedsystems. The
Hamiltonianapproachis simple andelegant,but of limited ap-
plicability.

Therecursiveapproachcanbeappliedto morecomplexprob-
lems, especiallygame-typesituations. The invariant manifold
approachis a powerful tool for nonlinearsingularly perturbed
systems.

Many “high accuracysingularly perturbed” open problems
remain in the domain of bilinear and nonlinear singularly
perturbedsystems.
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