APPENDIX 475

C. Some Results from Linear Algebra

Linear algebraplays a very importantrole in linear systemcontrol theory and
applications(Laub, 1985; Skelton and Iwasaki, 1995). Here we review some
standardand importantlinear algebraresults.

Definite Matrices

Definition C.1: A squarematrix M is positiveddfinite if all of its eigen-
valueshave positive real parts, Re{A;(M)} > 0. It is positive semidefiniteif
Re{\;(M)} > 0, Vi. In addition, negativedefinite matricesare defined by
Re{\;(M)} < 0, Vi and negativesemidefiniteby Re{\;(M)} < 0, Vi.

Null Space

Definition C.2: The null spaceof a matrix M of dimensionsn x n is the
spacespannedoy vectorsv that satisfy Av = 0.

System®f Linear Algebraic Equations

Theorem C.1 Considera consistent(solvable)systemof linear algebraic
eguationsin n unknowns

Mx =b (c.2)

with dim{M} = m x n. Equation(c.1) hasa solutionif andonly if (consistency
condition)
rank{[M b]} = rank{M} (c.2)

In addition, if rank{M} = m, then(c.1) alwayshasa solution. For n = m and
rank{M} = m the solutionobtainedis unique.

Determinantof a Matrix Product

The following resultshold for the determinantof a matrix product

det{MlMg} = det{Ml}det{Mg} (C3)

For the proof of the abovestatementhe readeris referredto Stewart(1973).
This resultcanbe generalizedo the productof a finite numberof matrices.

Determinantof Matrix Inversion

By usingthe rule for the determinanif a productwe are able to establish
the following formula

1
det{M}

det{M '} = (c.4)



