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Abstract—We address the problem of securing distributed storage systems against adversarial node attacks. An important aspect of these systems is node failures over time, necessitating, thus, a repair mechanism in order to maintain a desired high system reliability. In such dynamic settings, an important security problem is to safeguard the system from a malicious adversary who may come at different time instances during the lifetime of the storage system to corrupt the data stored on some nodes. We provide upper bounds on the maximum amount of information that can be stored safely on the system in the presence of the adversary. For an important operating regime, which we call the bandwidth-limited regime, we show that our upper bounds are tight and provide explicit linear code constructions. Moreover, we provide a way to shortlist the malicious nodes and expurgate the system.

I. INTRODUCTION

Distributed storage systems (DSS) consist of a collection of \( n \) data storage nodes, typically individually unreliable, that are collectively used to reliably store data over long periods of time. Applications of such systems are innumerable and include large data centers and peer-to-peer file storage systems such as OceanStore [1] that use a large number of nodes spread widely across the Internet. To satisfy important requirements such as data reliability and load balancing, it is desirable for the system to be designed to enable a user, also referred to as a data collector, to download a file stored on the DSS by connecting to a smaller number \( k \), \( k < n \), of nodes. An important design problem for such systems arises from the individual unreliability of the constituent nodes due to many reasons, such as disk failures (often due to the use of inexpensive “commodity” hardware) or peer “churning” in peer-to-peer storage systems. In order to maintain a high system reliability, the data is stored redundantly across the storage nodes. Moreover, the system is repaired every time a node fails by replacing it with a new node that connects to \( d \) other nodes and downloads data to replace the lost one.

When a distributed data storage system is formed using nodes widely spread across the Internet, e.g., peer-to-peer systems, individual nodes may not be secure and may become victim of a malicious adversary that can corrupt their data, e.g., viruses, botnet, etc. In this work, we address the issue of securing dynamic distributed storage systems, with nodes continually leaving and joining the system, against malicious attacks. The dynamic behavior of the system can jeopardize the data by making the intruder more powerful. For instance, consider the DSS of Fig. 1. Here, an adversary that can control one node (say node \( v_2 \) as depicted in Fig. 1) not only corrupts the data stored on that node, but also sends erroneous data when contacted by a new node joining the system. Thus, due to the dynamics of nodes leaving (failure) and new nodes joining (repair) the system, a malicious adversary controlling a single node may be able to “poison” the whole system.

We are interested in determining the fundamental information-theoretic limits on the amount of information that can be stored securely on these systems, in addition to constructing coding schemes that can achieve these limits. We focus on an omniscient adversary model who has complete knowledge of the data in the system but can only control a fraction of the nodes. Recent work in the literature by Kosut et al. [2] showed that studying networks with malicious nodes is a hard problem and provided instances where non-linear coding at intermediate network nodes may be necessary for achieving security. The contribution of the current paper resides, at a high level, in showing that the networks representing distributed storage systems have structural symmetry that makes the security problem more tractable than in general networks. We leverage this fact to derive a general upper bound on the secure capacity of these systems and show its achievability in an important regime that we call the bandwidth-limited regime.
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Multiple nodes failing simultaneously is a rare event. When this occurs, the DSS implements an "emergency" repair process where the replacement nodes act as data collectors and download data from active nodes.
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Theorem 2: For an \((n, k, d)\) DSS, with \(d = n - 1\), operating in the bandwidth-limited regime with an omniscient adversary controlling \(b\) nodes, \(2b < k\), the resiliency capacity of the DSS is given by

\[
C^B_r(\Gamma) = \sum_{i=2b+1}^{k} (n-i)\beta,
\]

where \(\beta = \frac{\Gamma}{n-1}\) and can be achieved for a node storage capacity of \(\alpha = \Gamma\). For \(k \leq 2b\), \(C^B_r(\Gamma) = 0\).

Our proposed capacity achieving codes are linear and characterized by a desired separation property: the file to be stored is first encoded for security then stored in the system without any modification to the internal operation of the system. Moreover, these codes permit the identification of a small “suspect” list guaranteed to contain the malicious nodes which can be then discarded from the system.

In the next section, we explain the above results using a simple example and prove Theorem 2.

IV. EXAMPLE

Consider the example of a DSS with \((n, k, d) = (4, 3, 3)\) and \(\alpha = \gamma = 3\) bits. Assume that there is an omniscient active adversary Calvin that can control one storage node, \(i.e., b = 1\), and can modify its stored data and/or its messages outgoing to data collectors and repair nodes. Note that, although Calvin controls a single node here, he can corrupt the data on other nodes in the system by sending corrupted data to the new nodes joining the system during the repair process.

By Theorem 1, we know that the resiliency capacity of this system is upper bounded by 1 bit. We now provide a code that can reliably store 1 bit of information on the DSS, thereby showing that \(C_r = 1\). This code, depicted in Fig 2(a), consists of the concatenation of an outer \((6, 1)\) repetition code followed by a special repetition code that was introduced in [5] by Rashmi et al. and which we refer to as the RSKR-repetition code (see Fig. 3). To repair the system, the replacement node recovers the lost bits by downloading from the remaining three active nodes the bits with same indices.

Any data collector contacting three nodes will observe 9 bits. In the static case, when no failure or repair occur, only 3 bits (the ones stored on the compromised node) among the 9 bits observed by the data collector may be erroneous. In that case, the data collector DC can perform a majority decoding to recover the information bit. However, in the dynamic model, the DC can receive up to 5 erroneous bits. To show how this may occur, assume that the DSS is storing the all-zero code-word, \(i.e., x_i = 0\) for \(i = 1, \ldots, 6\), in Fig 2(a), corresponding to the message \(m = 0\). Suppose node \(v_1\) is compromised and is controlled by the adversary Calvin. Assume that Calvin changes all the 3 stored bits \((x_1, x_2, x_3)\) on node \(v_1\), from \((0, 0, 0)\) to \((1, 1, 1)\), and also sends the erroneous bit “1” whenever \(v_1\) is contacted for repair. Now suppose that node \(v_2\) fails and is replaced by node \(v_5\) which, based on the RSKR-repetition structure, downloads bits \(x_1 = 1, x_4 = 0\) and \(x_5 = 0\) from nodes \(v_1, v_3\) and \(v_4\) respectively. Suppose also that, after some period of time, node \(v_3\) fails and is replaced by node \(v_6\) which downloads bits \(x_2 = 1, x_4 = 0\) and \(x_6 = 0\) from nodes \(v_1, v_4\) and \(v_5\) respectively. As a result a data collector that contacts nodes \(v_1, v_2, v_5\) and \(v_6\) observes the data as shown in the table in Fig 2(a) which includes 5 errors. An important point to note here is that the repair scheme is based on the RSKR-repetition code and is fixed irrespective of the possible errors in the bits downloaded during repair.

In a worst case scenario, Calvin will be able to corrupt all the bits in the DSS having the same indices as the bits stored on the nodes it controls (here the bits with labels \(x_1, x_2\) and \(x_3\)). Therefore, Calvin can introduce at most 5 erroneous bits on a collection of \(k = 3\) nodes which may be observed by a data collector. In this case, a majority decoder, or equivalently a minimum Hamming distance decoder, will not be able to decode to the correct message.

To overcome this problem, we exploit the fact that Calvin controls only one node, so he can introduce errors only in one of the four patterns depicted in Fig. 2(b). To decode, the user will go over each of the possible patterns and use it as a “mask” to puncture its data, \(i.e., it will delete the bits in the ‘star’ positions. If all the bits with distinct indices in the
remaining bits agree, the decoder will output a result. Note that there is always a pattern where all he unpunctured bits will agree.

To prove that this decoder will never make an error, we have to show that whenever the unpunctured bits agree, they must agree on the correct value. In fact, for any possible choice of the compromised node, one of the following four sets $T_1 = \{x_4, x_5, x_6\}, T_2 = \{x_2, x_3, x_6\}, T_3 = \{x_1, x_3, x_5\}$ and $T_4 = \{x_1, x_2, x_4\}$ is a trusted set that only contains symbols that were not altered by Calvin. For example, when Calvin controls $v_1$, the trusted set is $T_1$. The proposed code operates in the following way. First, it finds a set $T^* \in \{T_1, \ldots, T_4\}$ whose all elements agree to either 0 or 1. Then, it declares that message $m = 0$ or $m = 1$ was stored accordingly. This decoder will always decode to the correct message since each set $T_j$ is a trusted set and one of them is a trusted set. Therefore each set $T_i$ contains at least one symbol which is unaltered by Calvin. Thus, if all the symbols in $T_i$ agree, they will agree to the correct message. Hence with the proposed code and “masking” decoder, we can store 1 bit of data securely. In the next section, we generalize this construction to obtain capacity achieving codes for the bandwidth-limited regime.

V. CAPACITY-ACHIEVING CODES

We now give the proof of Theorem 2 by explicitly constructing codes that can achieve the resiliency capacity in the bandwidth-limited regime for systems with $d = n - 1$. It suffices to show the achievability for the normalized case of $\beta = 1$, i.e., $\Gamma = n - 1$. In this case, our capacity achieving code uses a node storage capacity $\alpha = n - 1$ symbols.

The code is a generalization of the code used in the previous example. The $(6, 1)$ repetition code in the example is replaced by a $(\theta, R)$ MDS code code where $R := C^D_r(n - 1) = \sum_{i=2b+1}^{k}(n - i)$ and $\theta = \frac{n(n - 1)}{2}$. In the second layer, the output of the MDS code is stored on the DSS using the general RSKR-repetition code depicted in Fig 3. Note that node failures are repaired using the RSKR-repetition code irrespective of the possible errors introduced by Calvin.

A data collector accessing any $k$ nodes will observe a total of $\alpha k = (n - 1)k$ symbols, out of which $M = \sum_{i=1}^{k}(n - i)$ symbols have distinct indices, and the remaining $\frac{k(k-1)}{2}$ symbols are repeated twice due to the structure of the RSKR-repetition code. The adversary can corrupt both copies of the repeated symbols stored on the $b$ compromised nodes. Therefore, the data collector focuses on $M$ symbols with distinct indices out of the $(n - 1)k$ total observed symbols and uses them for decoding. These $M$ symbols with distinct indices form a codeword of an $(M, R)$ MDS code, say $\mathcal{X}$, which are possibly corrupted with the errors introduced by the adversary. The minimum distance of the MDS code $\mathcal{X}$ is,

$$d_{\min}(\mathcal{X}) = M - R + 1 = \sum_{i=1}^{b}(n - i) + 1.$$  

(3)

The adversary that controls $b$ nodes can introduce up to $t = \sum_{i=1}^{b}(n - i)$ errors in the set of $M$ symbols with distinct indices. A simple manipulation shows that $t > \left\lfloor \frac{d_{\min}(\mathcal{X}) - 1}{2} \right\rfloor$. Therefore a classical minimum distance decoder for $\mathcal{X}$ will not be able to recover the original file.

Next, we present a novel decoder that can correct errors beyond the classical upper bound of $\left\lfloor \frac{d_{\min}(\mathcal{X}) - 1}{2} \right\rfloor$ in the DSS. The main idea is to take advantage of the special structure of the error patterns that can be introduced by the adversary.

First, we introduce two definitions that will be useful in describing the decoding algorithm and that will serve as a generalization of the concept of trusted set in the previous example.

Definition 3: Puncturing a vector: Consider a vector $\vec{v} \in \mathbb{F}^N$ for some field $\mathbb{F}$. Let $I \subset \{1, 2, \ldots, N\}, |I| = p$, be a given set. Then puncturing vector $\vec{v}$ with pattern $I$ corresponds to deleting the entries in $\vec{v}$ indexed by the elements in $I$ to obtain a vector $\vec{v}_I \in \mathbb{F}^{N-p}$.

Definition 4: Puncturing a Code: Consider a code $C$ in $\mathbb{F}^N$. Let $I \subset \{1, 2, \ldots, N\}, |I| = p$, be a given set. The punctured code $C_I$ is obtained by puncturing all the codewords of $C$ with pattern $I$, i.e., $C_I := \{\vec{x}_I \mid \vec{x} \in C\}$.

Decoding Algorithm: Let $B, |B| \leq b$, denote the set of storage nodes controlled by the adversary. Because of the exact repair property of the RSKR-repetition codes, it is sufficient to focus on the case when $B \subset \{v_1, \ldots, v_n\}$ with $|B| = b$. For each such set $B$, we define $I_B \subset \{1, 2, \ldots, \theta\}$ to be the set of the indices of the symbols stored on the nodes in $B$. For instance, in Example IV, $I_B = \{v_1\}$, $I_B = \{1, 2, 3\}$.

The decoding algorithm proceeds in the following way:

Step 1: The data collector connecting to $k$ nodes observes a total of $(n - 1)k$ symbols. It then selects any $M$ symbols with distinct indices $Y \in \mathbb{F}^M$, and uses it for decoding. In Fig 2(a), the DC connecting to nodes $v_1, v_5, v_6$ observes vector $(y_1, y_2, y_3, y_4, y_5, y_6)$. After removing the repeated symbols, we get $Y = (y_1, y_2, y_3, y_4, y_5, y_6)$. Note for a fixed DC, $Y$ is a corrupted codeword of an $(M, R)$ MDS code which we call $\mathcal{X}$. $Y$ includes possible errors introduced by the adversary. The code $\mathcal{X}$ itself is a punctured code of the outer $(\theta, R)$ MDS code.

Step 2: For each $B \subset \{v_1, \ldots, v_n\}, |B| = b$, find $I_B$.

Step 3: Puncture $Y$ and the code $\mathcal{X}$ with pattern $I_B$ to obtain the observed word $Y_{IB}$ and punctured code $\mathcal{X}_{IB}$. Note that due to the RSKR-repetition structure, the size of such puncturing pattern is $|I_B| = \sum_{i=1}^{b}(n - i)$, which is less than...
the minimum distance of the MDS code \( \mathcal{X} \) (see (3)). Hence, \( \mathcal{X}_{I_B} \) is an MDS code.

**Step 4:** Let \( H_{X_{I_B}} \) be the parity check matrix of the punctured code \( \mathcal{X}_{I_B} \). Compute the syndrome of the observed message \( Y_{I_B} \) as \( \mathcal{S}_{I_B} = H_{X_{I_B}} Y_{I_B}^T \).

**Step 5:** If \( \mathcal{S}_{I_B} = 0 \), then \( Y_{I_B} \) is a codeword of \( \mathcal{X}_{I_B} \). Assume it to be a trusted codeword and decode to message using a decoder for the code \( \mathcal{X}_{I_B} \).

**Proof of Correctness:** Notice that the syndrome \( \mathcal{S}_{I_B} \) will always be equal to zero whenever \( B = B^* \), the actual set of nodes controlled by the adversary (not known to the user). Therefore, the above decoding algorithm will always give an output. Next, we show that this output always corresponds to the correct message stored on the DSS. Denote by \( \mathcal{X} \) the true codeword in \( \mathcal{X} \), that would have been observed by the DC in the absence of Calvin. Let \( B^* \) be the set of the \( b \) malicious nodes. Then, the proposed decoding algorithm fails iff there exists some other set \( B \neq B^* \), and some other codeword \( \mathcal{X}' \in \mathcal{X} \), s.t. \( \mathcal{X}' \neq \mathcal{X} \), for which \( Y_{I_B} = \mathcal{X}'_{I_B} \in \mathcal{X}_{I_B} \). This implies that \( X_{I_{B^*} \cup I_B} = X'_{I_{B^*} \cup I_B} \). But, from the RSKR-repetition code structure we know that \( |I_{B^*} \cup I_B| \leq \sum_{i=1}^{2b} (n-i) \). This implies that \( d_{\text{min}}(\mathcal{X}) \leq \sum_{i=1}^{2b} (n-i) \) which contradicts equation (3).

**Remark 5 (Decoder complexity):** The complexity of the proposed decoder is exponential in the number \( b \) of malicious nodes. Therefore, it may not be practical for protecting systems against powerful adversaries, i.e., with large values of \( b \). However, this decoder can be regarded as a proof technique for the achievability of the resiliency capacity \( C_{B^*}^B \) of Theorem 2.

**Remark 6 (Expurgation of malicious nodes):** As shown above, the proposed decoder always decodes to the correct message, and thus, can identify the indices of the erroneous symbols. The data collector can then report this set of indices to a central authority (tracker) in the system. This authority can further combine such information from multiple data collectors, and knowing the RSKR-repetition structure (see Fig. 3), it forms a list of suspected nodes that will surely include the malicious nodes. Since there are at most \( 2b \) malicious nodes and each symbol \( x_i \) is stored on exactly two nodes, the size of the list will be at most \( 2b \). The system is then purged by discarding the nodes in this list.

### VI. CONCLUSION

We have investigated the fundamental performance limits of distributed storage systems under repair dynamics in the presence of malicious nodes. We presented a general upper bound on the resiliency capacity of the system and constructed codes that can achieve this bound in the bandwidth-limited regime. In general, it is known that intermediate nodes in the network may have to perform non-linear operations to achieve the secure capacity [2]. In contrast, our capacity-achieving codes are linear and enjoy a separation-based structure consisting of file precoding without changing the behavior of the system nodes.

This work is a first step towards understanding the security of distributed storage systems and dynamic information systems in general. Many related questions remain open:

1. The proposed decoder for our capacity-achieving code has a decoding complexity that grows exponentially in the number of malicious nodes. Whether there is an exists a polynomial-time decoder is still an open question. Moreover, can the decoding complexity be reduced by allowing the replacement nodes in the system to perform “smarter” operations than simply storing their incoming data?

2. Our capacity result and codes for the bandwidth-limited regime hold for the case of \( d = n - 1 \), i.e., when all the nodes in the system have to be contacted for repair, which can be prohibitive in large-scale systems. Recently, exact regenerating codes were constructed in [14] for the cases of \( d < n - 1 \). Can these codes be used as inner component codes for achieving security for \( d < n - 1 \)? Unfortunately, our constructions here cannot be readily generalized to that case.

3. Our current approach to securing a dynamic system consists of transforming it into static system using exact codes. However, this is not always possible [8]. In this case, is the upper bound of Theorem 1 tight, and what codes would achieve it?
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