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SECRET SHARING

Secret sharing [?] consists of a dealer randomly en-
coding a secret s into n shares and distributing them
to n parties. Such that, a legitimate user download-
ing any set of at least t, t < n, shares can decode the
secret and any set of at most z, z < t, parties cannot
obtain any information about the secret.

Secret sharing is a building block of many crypto-
graphic and distributed computing protocols. Its ap-
plications include access control, generalized oblivi-
ous transfer and secure multiparty computation.

Dealer

Secret

S

Safe

K

S +K

Party 1

S + 2K

Party 2

S + 3K

Party 3

S + 4K

Party 4

User

Figure 1: An n = 4, t = 2 and z = 1 secret sharing.
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RESULTS
Theorem 1 [?] The (n, k, z, d) Staircase CESS code defined as the product of an n × d Vandermonde matrix by the
matrix M defined below (α = d − z) over GF (q), q > n, satisfies the required MDS and perfect secrecy constraints,
and achieves optimal communication and read overheads CO(d) and RO(d) for any given d, d ∈ {k + z, . . . , n}.
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Theorem 2 [?] The (n, k, z) universal Staircase CESS code defined as the product of an n × n Vandermonde matrix
by the matrix M defined below over GF (q), q > n, satisfies the required MDS and perfect secrecy constraints, and
achieves optimal communication and read overheads CO(d) and RO(d) simultaneously for all d, k + z ≤ d ≤ n.
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EXAMPLE
To construct the (n, k, z) = (4, 1, 1) universal Staircase CESS code, divide the secret s into 6 symbols over
GF (5). Choose 6 independent random symbols k1, . . . , k6 uniformly at random over GF (5) and indepen-

dently of s. Arrange the secret in a matrix S =

[
s1 s2 s3
s4 s5 s6

]t
. Arrange the random symbols in three matrices

as follows, K1 =
[
k1 k2

]
, K2 =

[
k3
]

and K3 =
[
k4 k5 k6

]
. Let D1 be the transpose of the last row of

M1 ,
[
S K1

]t and D2 be the second to last row of
[
M1 M2

]
. Let V be an 4× 4 Vandermonde matrix over

GF (5). Then, M and V can be expressed as

M =




s1 s4 k1 s3 s6 k3
s2 s5 k2 k4 k5 k6
s3 s6 k3 0 0 0
k1 k2 0 0 0 0
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The encoding is given by C = VM , where the ith row of C is given as a share to party i, i = 1, . . . , 4.

COMMUNICATION EFFICIENT SECRET SHARING
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An (n, k, z, d) CESS storing a

secret s of k symbols in Fαq
n: total # of parties

z: # of colluding parties

t = k + z: min # of parties

to reconstruct s

d: # of contacted parties

α: # of symbols per share

σ: bandwidth per party
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A communication efficient secret sharing (CESS) [?]
is a secret sharing with the additional property that
a user contacting more than t parties can download
less than t shares and decode the secret.

The extra amount of information (beyond the secret
size) read and communicated to the user is termed as
read overhead (RO) and communication overhead
(CO).
A CESS code must satisfy:
MDS property: A user downloading any t = k + z
shares can decode the secret.
Perfect secrecy constraint: Any set of at most z par-
ties cannot obtain any information about the secret.
Minimum CO and RO: [?] A user contacting any d
parties, t ≤ d ≤ n, is able to decode the secret by
reading and downloading exactly k + CO(d) units
of information in total from all the contacted shares,
where

CO(d) =
kz

d− z and RO(d) = CO(d).
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Figure 2: A universal (n, k, z) = (4, 1, 1) CESS code.
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Problem: Explicit CESS code constructions achieving minimum CO and RO are restricted to the cases where
z = t− 1 and optimal for all d [?, ?] or z < t and optimal for d = n [?].


