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DISTRIBUTED COMPUTING

In the setting of distributed computing, a Master
server M possesses big amounts of data and wants to
perform intensive computations on it. M wants to di-
vide these computations into smaller computational
tasks and distribute them to n worker machines that
can perform these smaller tasks in parallel.

The process could be iterative requiring the workers
to run several computations on the same data, e.g.,
machine learning algorithms. At each iteration, the
workers return their results to the master, who can
process them to obtain the result of its original task.

Distributed computing is found in several applica-
tions ranging from managing user requests in Data
Centers, e.g. MapReduce, to peer-to-peer machine
learning algorithms, e.g., folding@home.

Fig. 1: An example of distributed computing. The
Master divides the data matrixA among the workers
and send them a vector x. Each worker multiplies
his matrix by x and sends the result to the Master
who decodes Ax.

RESULTS: DISTRIBUTION OF THE WAITING TIME AT THE MASTER
Theorem 1 (Bounds on mean waiting time [5]) The mean waiting time E[TSC] of an (n, k) system using Staircase
codes is upper bounded by

E[TSC] ≤ min
d∈{k,...,n}

(
Hn −Hn−d

λ(d− z)
+

c

d− z

)
, (1)

where Hn is the nth harmonic sum defined as Hn ,
∑n

i=1
1
i , and H0 , 0. The mean waiting time is lower bounded by

E[TSC] ≥
c

n− z
+ max

d∈{k,...,n}

k−1∑
i=0

(
n

i

) i∑
j=0

(
i

j

)
2(−1)j

λ (2(n− i+ j)(d− z) + (n− d)(n− d+ 1))
. (2)

Theorem 2 (Exact CDF of mean waiting time [5]) Let ti , t(i − z)/(k − z), the CDF of the waiting time TSC of
an (n, k) system using Staircase codes is given by

FTSC(t) = 1− n!
∫
y∈A(t)

F (yk)
k−1

(k − 1)!
dF (yn) · · · dF (yk), (3)

where A(t) = ∩i≥k{yi ∈ (ti, yi+1]} and F (yi) = FTi(yi).
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EXAMPLE AND IMPLEMENTATION ON AMAZON CLOUD

Fig. 2: Encoding of the (4, 2, 1) Universal Staircase
code. When there are no stragglers, the Master can
decode Ax after receiving the multiplication of the 4
blue parts by x. If one worker is a straggler, the Mas-
ter decodesAx after receiving the multiplication of 3
blue and 3 red parts by x. If two workers are strag-

glers, the master waits until receiving the multipli-
cation of the blue, red and black parts of any two
workers by x to decode Ax.

Fig. 3: Implementation of the (4, 2, 1) system on
Amazon cloud. The blue curve depicts the distribu-
tion of the Master’s waiting time when using Uni-
versal Staircase codes. The red curve depicts the dis-
tribution of the Master’s waiting time when using a
classical secret sharing code.

PROBLEM FORMULATION

Master possesses confidential data on which it wants
to perform distributed iterative linear computations.
The Master M sends the data to n workers. At each
iteration, M sends the attribute vector x to the work-
ers who multiply it by the data they have and send
back the result to the Master.

Main challenges:
Data confidentiality: The data must remain confi-
dential. We assume that any z < k workers can col-
lude.
System latency: At each iteration, at most n − k
workers might be slow (stragglers) [1].

Goal: Design codes that ensure data confidentiality
and account for any number of stragglers between 0
and n− k.

STAIRCASE VS CLASSICAL CODES
As a proxy for latency, we use communication cost.

Model the workers service time by a random vari-
able drawn according to shifted exponential distri-
bution [2].

An (n, k, z) classical code ensures data confidential-
ity against any z colluding workers and allows the
master to decode Ax from any k responses.

An (n, k, z) Staircase code [3] ensures data confiden-
tiality against any z colluding workers and allows
the master to decode Ax by receiving a fraction of
the responses of any d workers, k ≤ d ≤ n.

Universal Staircase codes minimize delays, because
they achieve minimum communication cost [4] for any
number of non-stragglers between k and n.


