ECE511: Analysis of Random Signals Fall 2016

Chapter 3 : Functions of Random Variables
Dr. Salim El Rouayheb Scribe: Serge Kas Hanna, Lu Liu

1 Functions of Random Variables of the Type Y = g(X)

Example 1. Let X be a uniform RV on (0,1), that is, X : U(0,1), and let Y = 2X + 3. What is
the pdf of Y 7

Fy(y) = Pr(Y <y)
= Pr(2 X 3<y)
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Figure 1: PDF of X and Y.

Generalization: Let Y = aX +b, where a (a # 0) and b are certain constants and X is continuous
RV with pdf fx(x). Then the pdf of Y is given by:

fr(y) = |a|fx< b>

Example 2. Let X be a RV with continuous CDF Fx(x) and let Y = X2. What is the pdf of Y ?

Fy(y) = Pr(Y <y)
= Pr(X%?<y).



Fory >0,

Fy(y) = Pr(—/y < X <\/y)
= Fx(+y) — Fx(—y) + Pr(X = —\/y).
fy(y) = dF;y(y)
_ dFx(+vY) dVy)  dFx(=vY) A=)
d(\/y) dy d(—v/Y) dy
1

:fX(\f)Xﬁ+fX( \f)xm

(fx (V) + fx(=v/Y))-

1
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Suppose that X ~ N(0,1), then the pdf of Y in this case is given by:

Yy

1 _y .
fy(y) _ /—2ﬂ_y€ 2 ny > 0;
0 if y <O0.

Theorem 1. Given a continuous RV X with pdf fx(x), and a differentiable function g(X). The
pdf of Y = g(X) is given by,
Z Ig ;)|

where the x;’s, i = 1,...,n, are the roots of y = g(x) and ¢'(x;) # 0.

Example 3. Let X be a random variable uniformly distributed over (—m,+m) and let Y = sin X.
What is the pdf of Y ¢

In this example, g(x) = sinx and ¢'(x) = cosx. The equation g(x) =y has two roots for |y| < 1,
which are given by x1 =sin"'y and zo = 7 —sin~'y. By applying Theorem 1,

[x(x1)  fx(z2)

PO = gten) Iyt
1 1 1 1
" 27 |cos(sin~ty)| | 27 |cos(m — sinLy)|
1 1
T | cos(sin~ty)|’

1

To evaluate cos(sin™" y) we make use of figure 2.
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Figure 2: Evaluating cos(sin™" y).



As shown in figure 2, 0 = sin~'y and cosf = \/1 — 32 = cos(sin~!y). Hence,
L il <1
T Yy ,
fr(y) =47 V1-y?
0 otherwise.

Example 4. A student at a train station awaits the arrival of either a red or a green train. At this
station, red and green trains arrive independently with a rate A\, = 0.1 train/min for red trains and
a rate of Ay = 0.5 trains/min for green trains. Let T be the time the student waits until a red train

arrives, and T be the time the students waits until a green train arrives. Given Tg ~ exp(Xy) and
Tg ~ exp()‘r)'

1. What is the probability that the green train arrives first?
“+o0o
Pr(Tg <Tg) = / Pr(Tr > t|Tg =t) fr,,(t)dt
0

- /Oma — Pr(Tg < HTg = 1)) fr, (t)dt

2. Let T be the time the student waits until a red or a green train arrives. What is the pdf of T'?
Intustively, T can be expressed as

T =min{Tr, T}
Therefore fort > 0,

Pr(T <t)= Pr(min{Tr,Tc} <1t)
=1— Pr(min{Tg,Tc} > t)
=1—-Pr(Tp > t,Tg > t)
=1—-Pr(Tgp > t)Pr(Tg > t)
=1-(1-Pr(Tr <t))(1 - Pr(Tg <t))
=1 (1= Fr, (1)) (1 = Frs(1))

1Ot

Therefore, T ~ exp(A. + Ag) = exp(0.6).



2 Functions of Random Variables of the Type Z = ¢g(X,Y)

Theorem 2. Given two independent random variables X and Y with pdfs fx(z) and fy(y) re-
spectively, the pdf of Z = X +Y is given by,

—+00

fz(z) = (fx * fy)(2) = Ix W) fy(z —y)dy.

Example 5. Let X and Y be independent random variables such that X ~ exp(l) and Y ~
Uniform(—1,1), and let Z = X +Y. What is the pdf of Z?
+o0o

fz(2) = Ix ) fy(z —y)dy.
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Figure 4: The pdf fz(2).



Example 6. Let X andY be independent random variables such that X ~ exp(a) andY ~ exp(b),
and let Z = X +Y. What is the pdf of Z?

ae” ifx>0
fX(‘r):{o if 2 <0
B be~tY ify>0
fY(y)_{o if y <0
oo
fz(2) = 3 Ix() fy(z —y)dy.
3,
2,,

1. If 2 <0,

2. If z>0,

Therefore, for z > 0,

ab (e*bz — e*‘”) if a # b,

fz(Z) = a — b
abze b% ifa=0.

Example 7. Let X and Y be two iid (independent and identically distributed) random variables
such that X,Y ~ N(0,1).

1. What is the pdf of Z = X?> +Y??



Method 1:

Z=T+W
T=X?
W =Y?

Since T and W are independent, fz = fr * fi.
Method 2:

Fy(z) =Pr(Z <z)
=Pr(X*+v%<z2)

// fxy(x,y)dzdy
x24y2<z
/ / fy (y)dzdy
x2+y2<z
2
// e*Te*dedy
z24y2<z
//332+y2<z
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Figure 5: The region of the event {X? + Y2 < z} for z > 0.

We evaluate this integral by transforming to polar coordinates,

T =1cosb.
= rsind.
? +y? =12

Therefore,

S
Z) =
o Jo Il

6



Where |J| is determinant of the Jacobian of the transformation and is given by,

or or

dr 0Oy
J =

o o

ox Oy

|J| is also equal to the inverse of the Jacobian of the inverse transformation

o0 0
or 00 _rsi
|J’—1 = = :i:g rzzlsnﬁe =rcos? 0+ rsin0 =r.
dy 9y
ar 90
Therefore, for z > 0,
1 vz r2m 2
Fz(z) = — / re” 2 dfdr
27 0 0
1 [VE 2 2m
= — re2dr/ df
2 0 0
=1—¢ 3.
1 _:
fz(2) = 56_5.
Therefore, Z ~ exp(0.5).
2. What s the pdf of Z/ = /X2 +Y?2?
Fp(2)=Pr(Z' <)
— PT(Z/2 S 2/2)
= Pr(Z <27
2/2
=1—¢€e 2

2

fo(Z) =2'e"T . (Rayleigh distribution)

Example 8. Let X andY be two iid random variables such that X, Y ~ N(0,1), andlet Z =Y /X.
What is the pdf of Z ¢

By conditioning on X (fixing) and applying the general linear transformation we get,

’:U| _m2z2
2

fZ\XZ:E(Z‘X:x): \/%6




Therefore, by applying the total law of probability,

+oo
f2(2) = / F2x a2 X = 2) fx(2)de

— 00
g 1
e e [ T
o V2T V2T
1 +o00 22(1422)
=5 lxle” 2 dx
L — 0o
_ 1 1
Corl4 22

3 Functions of Random Variables of the Type U = ¢(X,Y) and
V =hX)Y)

Example 9. Let X and Y be two iid random variables such that X, Y ~ N(0,1). Let U = X +Y

and V =X =Y. What is joint pdf of U and V ?
Consider the point M shown in the figures below.

Y v

M(1,0)

u

This figures illustrate a case of a one-to-one mapping, because the linear system of equations

X+Y =1
X-Y =1
. ‘ . 1 1
is invertible, i.e. ‘1 _1' =—-2#0.
In fact,
1,0
fU,V(la 1) = fX’T}’ )
Where,
ou ou
or 0Oy
Y
L
Jor Oy
1,0
= fU,V(L 1) — fX,Y2( )



Generalizing,

x,
fUV(u U) fXY( y)7
||
such that,
_u+tv
=5
U=
Y=
Therefore,

Theorem 3. Given two continuous RVs X and Y with pdfs fx(x) and fy (y) respectively, and two
differentiable functions g1(x) and ga(x). The joint pdf of U = 1(X,Y) and V = g2(X,Y) is given
by,

fXY $zayz
fUVuv Z |J:L'z,yz 3

where the pairs (x;,y;), i = 1,...,n, are the solutions of the system of equations given by,

{gl(xvy) =u
g2($, y) =v



